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Abstract—This paper addresses the challenge of deploying
machine learning (ML)-based segmentation models on edge plat-
forms to facilitate real-time scene segmentation for Autonomous
Underwater Vehicles (AUVs) in underwater cave exploration
and mapping scenarios. We focus on three ML models—U-
Net, CaveSeg, and YOLOv8n—deployed on four edge platforms:
Raspberry Pi-4, Intel Neural Compute Stick 2 (NCS2), Google
Edge TPU, and NVIDIA Jetson Nano. Experimental results
reveal that mobile models with modern architectures, such as
YOLOVS8n, and specialized models for semantic segmentation,
like U-Net, offer higher accuracy with lower latency. YOLOv8n
emerged as the most accurate model, achieving a 72.5 Intersection
Over Union (IoU) score. Meanwhile, the U-Net model deployed
on the Coral Dev board delivered the highest speed at 79.24
FPS and the lowest energy consumption at 6.23 mJ. The detailed
quantitative analyses and comparative results presented in this
paper offer critical insights for deploying cave segmentation
systems on underwater robots, ensuring safe and reliable AUV
navigation during cave exploration and mapping missions.

Index Terms—Edge Computing, Segmentation, Underwater
Robots, Visual Servoing.

I. INTRODUCTION & BACKGROUND

Underwater cave exploration is a challenging frontier in
robotics, offering significant potential for advancing our un-
derstanding of archaeology, hydrology, geology, and marine
biology [1]. Cave formations, sediments, and water chemistry
provide critical insights into historic climate conditions and
geological events. They also play a crucial role in monitoring
and tracking groundwater flows in Karst topographies, which
supply freshwater to nearly a quarter of the global popula-
tion [2]. However, these environments are often inaccessible
and hazardous to human divers due to their complex, confined
spaces and the absence of natural light [3], [4]. Hence, there
is a growing emphasis on using Autonomous Underwater
Vehicles (AUVs) and Remotely Operated Vehicles (ROVs)
for safe and efficient exploration of underwater caves [5]-[7].
Fig. 1 shows a cave expedition scenario with an ROV inside
an underwater cave system in Orange Grove, Florida.

The underwater caves explored by human scuba divers are
marked with a single and continuous line termed caveline [8]
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Fig. 1: A BlueROV?2 is operating inside an underwater cave
system by following its caveline in Orange Grove, FL.

that goes from open water (no overhead) to all the major
parts of the cave. Along with other navigation markers such
as arrows and cookies, the caveline provides the skeleton of
the cave i.e., a one-dimensional retraction of the 3D space [9]
marking the depth and orientation of the main passages. Thus,
detecting and following the caveline as navigation guidance
is paramount for robots in autonomous cave exploration and
mapping missions. Recently, Yu et al. [10] developed a robust
Vision Transformer (ViT)-based learning pipeline named CL-
VIiT to detect and track cavelines by underwater robots for
vision-based navigation. CL-ViT learning pipeline has two
important features: (i) robustness to noise and image dis-
tortions [11]; and (ii) generalized model adaptation to data
from new locations. Furthermore, identifying the ground plane,
nearby obstacles, and navigational aids as well as human
divers is critical for safe robotic operations inside underwater
caves. Despite state-of-the-art (SOTA) detection performance,
the proposed models are computationally demanding and do
not run real-time on edge devices available onboard AUVs.
In this paper, we analyze several distinct models, deploy
mobile models on various edge Al accelerators, and compare
their computational performance. Specifically, we focus on
three models: (i) U-Net [12], a classic model for image
segmentation, (ii) CaveSeg [13], a SOTA model developed for
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underwater cave segmentation, and (iii) YOLOv8 [14], one of
the latest models from the YOLO family. We fine-tune these
models for an underwater cave exploration application and
deploy them on four edge platforms — Raspberry Pi-4, Inte]™
Neural Compute Stick, Google Edge TPU, and Nvidia™
Jetson Nano — each with unique hardware characteristics that
require different deployment strategies.

Application Scenario. Robotic exploration of underwater
caves presents unique challenges, including navigating through
narrow passages, avoiding obstacles, and making real-time
operational decisions based on the surroundings objects and
scene geometry. The lightweight cave segmentation models
explored in this paper will enable AUVs to parse semantic in-
formation for detecting caveline and other navigation markers,
avoiding obstacles, and maintaining interaction with compan-
ion divers if necessary. We will deploy our developed models
onboard AUVs and investigate their utility in autonomous
underwater cave exploration and mapping applications.

II. RELATED WORK
A. Object Detection & Segmentation in Underwater Imagery

The scientific literature on subsea visual servoing explore
the challenges and capabilities of underwater robots for scene
understanding and safe navigation [7]. The fundamental task
for visually-guided AUVs is to perceive the environment via
cameras and other optical sensors, and then identify region-
of-interests in the scene to plan effective navigational deci-
sions [15]. Various data-driven models have been developed
for vision tasks such as fast visual search [16], [17], visual
enhancement [ 18], salient object localization [ 9], and oceanic
resource monitoring [20], [21]. For instance, Koreitem et
al. [16] developed an informed visual navigation system that
first learns a similarity operator between the scene and a
given exemplar image, and plans the visual searching path
accordingly in an unconstrained environment. In contrast,
model-free approaches are often better suited for autonomous
exploratory applications [22]. Girdhar et al. [23] designed a
low-dimensional semantic descriptor that encodes the environ-
mental observations, referred to as topics, for safe autonomous
control of AUVs. More recently, Modasshir et al. combined a
deep learning-based classifier with Visual Inertial Odometry
(VIO) to classify and count coral population density, via
generating semantic maps [24] and volumetric models [25].
Additionally, Mohammadi et al. [26] developed three models
for caveline detection: Vision Transformer, YOLOv8n, and U-
Net; the models were deployed on edge devices and optimized
for resource-constrained underwater robots in terms of energy
efficiency and low latency.

B. Object Detection & Tracking on Edge Devices

In recent years, machine learning techniques for segmen-
tation and object detection have been applied across various
fields, including healthcare [27], [28], autonomous vehicles
[29], space exploration [30], and manufacturing [31]. However,
real-time systems, particularly those deployed on edge devices,
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face challenges such as latency, power dissipation, and en-
ergy consumption. Consequently, there has been a significant
focus on developing tiny machine learning systems that are
optimized for use on edge devices. In recent years, various
TinyML techniques [32] and lightweight deep visual mod-
els [33] have been introduced such as SqueezeNet [34], Mo-
bileNet [35]-[37], ShuffleNet [38], [39], PeleeNet [40], Mnas-
Net [41], Once-for-All (OFA) [42], GhostNet [43], Mobile-
Vit [44], and more. landola et al. [34] proposed a lightweight
model called SqueezeNet, reaching AlexNet-level accuracy on
ImageNet with 50x fewer parameters and less than 0.5 MB
memory requirement. By employing streamlined architecture
with depth-wise separable convolutions, Howard et al. [35]
introduced the family of MobileNet models that are ideal
for single-board embedded platforms. The successor Mo-
bileNetv2 [36] uses inverted residual structures to reduce
computations, while MobileNetv3 [37] adopts a platform-
aware automated neural architecture search in hierarchical
search space along with NetAdapt [45], which further reduces
the components of the network.

On the other hand, Zhang et al. [38] used the ResNet
block coupling with innovations to devise ShuffleNet, which
is compatible with mobile devices. ShuffleNetv2 [39] further
improves the speed and accuracy by adopting a direct metric
(speed) rather than indirect metrics like FLOPs. Moreover,
Wang et al. [40] proposed a PeleeNet model by adopting
an assortment of computation-conserving methods, making a
compelling lightweight network. Tan et al. [41] presented a
novel mobile CNN-based model using an automated neural ar-
chitecture search approach. Besides, Cai et al. [42] introduced
OFA, a lightweight network that can meet different hardware
requirements. Furthermore, by merging the features of CNN
and ViT, Mehta et al. [44] presented a lightweight and versatile
vision transformer called MobileVit for edge devices. Previous
works have also explored the deployment of these models on
edge Al accelerators [46]-[49].

III. METHODOLOGY
A. Dataset Preparation

For data-driven training and evaluation on edge devices, we
utilize visual data curated from three geographically diverse
underwater cave systems: Devil’s system in Florida, US; Dos
Ojos Cenote in Quintana Roo, Mexico; and Cueva del Agua
in Murcia, Spain [10]. The dataset introduced in [13] contains
3350 images with pixel-level annotations for the following
13 semantic objects: caveline, first/immediate obstacle layer,
second/successive obstacle layer, obstacle-free open space,
ground plane, scuba divers, caveline-attached rocks, navigation
aids (arrows, reels, and cookies), and cave ornaments (stalac-
tites, stalagmites, and columns). Figure 2 shows three sample
images and corresponding labels from the dataset.

Among these categories, the caveline serves as the primary
navigation guide, marking a continuous route toward the
entrance/exit of a cave segment. Other navigation tools such as
arrows and cookies are attached to the caveline to indicate the
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Fig. 2: Sample images and corresponding labels collected from
three underwater cave systems in (a) Devil’s Spring system,
FL, USA; (b) Cueva del Agua, Murcia, Spain; and (c) Dos
Ojos Cenote, QR, Mexico — are shown in each column.

nearest exit and the presence of other human divers, respec-
tively. The caveline is securely fastened on rocks, referred to as
attachment rocks, particularly found at corners and junctions
where the caveline changes direction. The caveline and other
navigation markers are annotated in yellow-red color tones to
maximize visual contrast against the obstacles in background.

Open passages, obstacles, and the ground plane are crucial
for path planning and autonomous navigation. The dataset
categorizes the obstacles into first layer (green) and second
layer (cyan) so that an AUV can anticipate its path and
efficiently maneuver toward safe, open areas.

Human scuba divers are a critical consideration for safe cave
exploration. Standard cave diving practices require the divers’
route to the surface to remain unobstructed. Hence, an AUV
would learn to detect scuba divers present in the scene and act
accordingly, such as dimming the lights and yielding to other
divers to ensure a clear path for their exit.

B. Targeted ML Models

1) YOLOv8: YOLOVS [14] is a prominent model from the
YOLO family, known for its impressive performance across
various machine learning tasks, including object detection,
image classification, and instance segmentation. Developed by
Ultralytics, YOLOVS is available in five different sizes, ranging
from nano to x-large. The nano size is optimized for edge and
mobile devices, while the x-large size is designed for high
accuracy on large servers. Given the constraints of underwater
robots, we selected YOLOvS8n, which has only 3.4M parame-
ters and is suitable for resource-constrained edge devices. For
our application, we employed transfer learning, starting with
a YOLOv8n model pre-trained on the COCO dataset and fine-
tuning it for cave exploration using the targeted dataset.

2) U-Net: U-Net [12] is a convolutional neural network
(CNN) architecture designed for semantic segmentation tasks.
It comprises three main parts: a contracting path (encoder),
a bottleneck layer, and an expansive path (decoder). The
contracting path is similar to that of a typical CNN. It
includes blocks with two 3 x 3 convolutions (unpadded), each
followed by a rectified linear unit (ReLU) and a 2 x 2 max
pooling operation with stride 2 for downsampling. With each
downsampling step, the number of feature channels doubles.
At the center of U-Net, the bottleneck layer captures the most
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critical features while preserving spatial information, as it
lacks pooling layers. The expansive path involves upsampling
the feature map at each step, followed by a 2 x 2 convolution
("’up-convolution”) that halves the number of feature channels.
This is concatenated with the cropped feature map from the
contracting path, followed by two 3 x 3 convolutions, each with
a ReLLU. Cropping is necessary due to the loss of border pixels
during convolution. The final layer uses a 1 X 1 convolution
to map each feature vector to the desired number of classes.
U-Net has 23 conv layers, resulting in over 31M parameters.

Due to the resource and power constraints of both robots
and edge devices, we optimized the network by replacing
the encoder with MobileNetV2. Additionally, we reduced the
number of kernels per layer in the bottleneck and decoder
sections. These modifications significantly decreased the net-
work’s parameters and MAC operations, resulting in a model
with only 4.33 M parameters.

3) CaveSeg: The CaveSeg model used in this paper is in-
spired by the model developed in [13]. This model uses a light
transformer backbone and a multi-level pyramid head module
for feature extraction. Each RGB image is pre-processed into
4 x 4 patches, arranged into a linear representation of tokens,
and then fed into the transformer network. The four-stage
backbone applies multi-head self-attention [50] on the feature
tokens using a windowed and shifted windowed module [51].
Each stage combines the patches with 2 x 2 neighboring pixels
and doubles the linear representation to maintain the number
of tokens. The window shifting technique is applied after each
transformation to improve feature extraction. The pyramid
head, inspired by [52], enhances higher-level features using
multi-scale convolution blocks [53]. The features extracted
by the backbone and the head module are upsampled and
aggregated into a hierarchical map representation [54]. These
features propagate into a dense convolution module that esti-
mates the semantic class for each pixel. The hyperparameters
are empirically tuned to achieve the best trade-off between ac-
curacy and computational cost. This model is larger compared
to the other two, with 35M parameters.

IV. EXPERIMENTAL SETUP

In this study, we deploy and evaluate our ML models on
a range of edge devices, including the Raspberry Pi, Intel
Movidius Neural Compute Stick 2 (NCS2), Nvidia Jetson
Nano, and Google Coral TPU, as shown in Figure 3. These
devices are widely used for various ML tasks, such as image
classification [48], semantic segmentation [26], and natural
language processing [47].

1) Raspberry Pi-4: The Raspberry Pi-4 board features a
Broadcom BCM2711 quad-core ARM Cortex-A72 CPU, with
operating frequencies that vary by model: 1.5GHz for the
2 GB and 4 GB RAM versions, and 1.8 GHz for the 8 GB RAM
version. Available in multiple configurations, the Raspberry Pi-
4 offers 2 GB, 4GB, and 8 GB of LPDDR4 RAM. The device
requires a 5V USB-C power supply, with the necessary current
rating depending on the intended use and peripherals.
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Fig. 3: Experimental setup. (a) Pi + NCS2 (b) Pi + Coral TPU
Coral Dev board (d) Jetson Nano.

2) Intel Neural Compute Stick: The Intel Neural Compute
Stick 2 (NCS2) is powered by the Intel Movidius-X Vision
Processing Unit (VPU), which is featured by 16 programmable
cores and a dedicated neural compute engine. The NCS2
operates at a base frequency of 700 MHz and includes 4 GB of
RAM. Intel provides the OpenVINO library, available in both
Python3 and C, to streamline the deployment of ML models
on the NCS2. This library includes a model optimizer that
converts models into a format suitable for NCS2 deployment.
Following this, the OpenVINO inference engine API can be
used to evaluate latency and power efficiency during inference.

3) Google Coral TPU: The Edge TPU serves as a co-
processor on Coral’s Dev Board, working alongside the
NXP i.MX 8M system-on-chip (SoC) within their system-
on-module (SoM) architecture. To run on the Coral Edge
TPU, models must be converted to TensorFlow Lite format
and quantized to 8-bit integer types. Coral also offers a
USB accelerator that can be integrated with a CPU as a co-
processor. With a power consumption of around two watts,
this accelerator is well-suited for low-power environments.

4) Nvidia Jetson Nano: The Jetson Nano is a modular
computer built around the Tegra X1 SoC, featuring a quad-
core ARM A57 processor and four 32-CUDA core processing
units. It comes with 4 GB of memory. Nvidia™ provides two
operating modes for the Jetson Nano: in the low power mode
(Jetson-L), only two cores of the ARM A57 are active, with a
clock frequency of 0.9 GHz, and the GPU runs at 0.64 GHz. In
the high power mode (Jetson-H), all four cores of the ARM
ABT processor are active at a 1.5 GHz frequency, while the
GPU operates at 0.92 GHz. The Jetson Nano utilizes NVIDIA
TensorRT as its primary tool for ML model optimization.

V. PERFORMANCE EVALUATION

A. Deployment Considerations

After training and fine-tuning the ML models for the
underwater cave segmentation application, as outlined in the
previous section, we focus on deploying them across various
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edge platforms. Using PyTorch for training, we exported the
models in ONNX format as an intermediary step. We then
evaluated the performance of these models on well-known
edge Al accelerators available in the market. Specifically, we
investigated two experimental setups: (/) USB accelerators,
where we compared the Intel NCS2 (Fig. 3a) with the Coral
TPU USB accelerator (Fig. 3b), and (2) Development Boards,
where we evaluated the Coral Edge TPU Dev Board (Fig. 3c)
against the Nvidia Jetson Nano (Fig. 3d). The USB accelera-
tors were integrated as co-processors with the Raspberry Pi.

Different configurations are required to run the models on
each of these edge devices. The Raspberry Pi-4 and Coral
TPU utilize TFLite models, with 32-bit floating-point (FP32)
precision for the Raspberry Pi-4 and 8-bit integer precision for
the Coral TPU. The Jetson platform uses TensorRT models
with FP16 precision. Additionally, we integrated the NCS2
accelerator as a co-processor with the Raspberry Pi-4, using
OpenVINO 2021 to convert the ONNX models into the
required format, employing FP16 operations.

As mentioned in Section III, the CaveSeg model is larger
than the other models and includes layers that are not sup-
ported by edge devices. Consequently, we deployed this model
exclusively on the Raspberry Pi as the baseline edge device.
Additionally, For the other models, due to the Edge TPU’s
inability to fully accommodate the entire architecture with
larger inputs, we resized the input dimensions for the Yolo and
U-Net models to 192 x 192 and 128 x 128, respectively. It is
important to note that with larger input sizes, some operations
are offloaded from the TPU to the CPU, which significantly
impacts system performance. This modification affects the
models’ accuracy, which is discussed in the following section.

B. Performance Metrics

Here, we evaluate the performance of the ML models using
a commonly used metric: Intersection Over Union (IOU). IOU
assesses the accuracy of object localization by calculating the
proportion of overlapping area between predicted and actual
labels. It is defined as:

Area of Overlap TP

IoU = =
TP+FP+FN

ey

Area of Union

where, T'P and F' P represent true positives and false positives,
indicating the correct and incorrect selection of the class of
interest pixels, resepectively. F'N represents false negatives,
indicating the pixels that are part of the target class in the
ground truth but are missed by the prediction.

We compared the results and sizes of our proposed models
with previous work, as shown in Table I. The YoLo outper-
forms other models with an IoU of 72.5%. The proposed U-
Net model follows closely, achieving an IoU of 65.55%. Ad-
ditionally, as illustrated in Table I, previous models, including
CaveSeg, are significantly larger than Yolo and the proposed
U-Net model, making them impractical for deployment on
edge devices. When comparing the sizes of Yolo and U-Net to
the CaveSeg model—which is already smaller than previous
studies—they are 10.29x and 8.08x smaller, respectively.
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TABLE I: Quantitative performance comparisons of all models
in terms of IoU metrics and number of parameters.

Model # of Parameters | IoU (%)
FastFCN 66 M 38.86
DeepLabV3+ 42 M 38.46
Segmenter 98 M 30.81
Segformer 82 M 35.36
Swin Transformer 120 M 48.11
CaveSeg 35 M 40.22
U-Net 433 M 65.55
Yolo 34 72.5
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Fig. 4: Inference latency for all models and devices.

As mentioned in Section IV.A, deploying the Yolo and U-
Net models on the Edge TPU requires reducing their input
sizes to 192x192 and 128128, respectively. This reduction
impacts the models’ accuracy. According to the results, the
Yolo model running on the Edge TPU achieves an IoU of
69.01%, while the U-Net model on the same device reaches
62.76%. Compared to the original models, this represents a
reduction in IoU of 3.49% for Yolo and 2.72% for U-Net.
Despite this decrease, these models still offer significantly
better accuracy than previous works. Table III provides the
U-Net and YOLOvS8n segmentation outputs for three sample
images from the dataset.

C. Inference Latency Measurement

To evaluate inference latency, we first conducted one hun-
dred inference operations for each model on each edge plat-
form and measured the total latency. We then calculated
the average inference time per image. Given the size and
complexity of the CaveSeg model, we only ran it on the
Raspberry Pi. The latency for processing a single input with
the CaveSeg model is 35 seconds, which is significantly longer
than the latency of the other two models on the same device.

Figure 4 displays the inference latency results for all plat-
forms running YOLOv8n and U-Net. The results show that
all edge accelerators offer significant speedup compared to
the baseline Raspberry Pi 4 CPU for both models. The Coral
Dev Board achieved the fastest inference times, with 12.62
ms per inference for U-Net and 13.59 ms for Yolo. Compared
to the baseline Raspberry Pi, this represents a 144 x speedup
for Yolo and a 121.84x speedup for U-Net, highlighting the
effectiveness of the Coral Dev Board for this application. For
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TABLE II: FPS rates for models running on Nvidia™ A100
GPU, Coral Devboard, and Coral USB as a co-processor.

Model Device FPS
FastFCN Nvidia™ A100 GPU | 16.89
DeepLabV3+ Nvidia™ A100 GPU | 15.04
Segmenter Nvidia™ A100 GPU | 13.73
Segformer Nvidia™ A100 GPU | 10.92
Swin Transformer | Nvidia™ A100 GPU | 12.39
CaveSeg Nvidia™ A100 GPU | 19.78
U-Net Coral Dev 79.24

Pi + Coral USB 42.95

Coral Dev 73.58

YOLOvSn Pi + Coral USB | 31.64

both Yolo and U-Net, the order of inference latency from
shortest to longest is as follows: Coral Dev Board, Raspberry
Pi + Coral USB, Jetson high power mode, Jetson low power
mode, Raspberry Pi + NCS2, and Raspberry Pi.

1) USB Accelerators: For the USB accelerators, both the
NCS2 and Coral USB accelerators demonstrated improve-
ments over the baseline Raspberry Pi 4 for both the Yolo
and U-Net models. Specifically, running Yolo on the Coral
USB resulted in a 61.91x speedup, while the NCS2 showed
an 8.81x improvement. For the U-Net model, the Coral
USB and NCS2 achieved a 66.05x and 2.93x improvement,
respectively. These results indicate that integrating compact
USB accelerators into the robot can significantly enhance
system performance.

2) Development Boards: Both development boards provide
significant speedups compared to the Raspberry Pi. For the
Yolo model, we observe a 20.52x improvement in the Jetson
low power mode and a 28.21 x improvement in the Jetson high
power mode over the baseline device. The Coral Dev Board
offers an even greater improvement, with a 144.02x increase
in performance. For the U-Net model, the Jetson board shows
an 8.19x improvement in low power mode and an 11.22x
improvement in high power mode, while the Coral Dev Board
achieves a 121.84x improvement over the baseline device.

Table II presents a comparison between our proposed mod-
els and other studies in terms of frame per second (FPS)
ratio. Except for Yolo and the proposed U-Net model, none of
the models can be deployed on edge devices due to resource
limitations. Therefore, we deployed the larger models on a
Nvidia™ A100 GPU, while Yolo and U-Net were deployed
on the Coral Dev Board, which demonstrated superior perfor-
mance in terms of latency compared to other edge devices.

As listed in Table II, U-Net running on the Coral Dev Board
achieves the highest frame rate at 79.24 FPS, followed closely
by Yolo on the same device with 73.58 FPS. We also include
the FPS ratio for running mobile models on the Coral USB as
a co-processor, achieving 42.95 FPS for YOLOv8n and 31.64
FPS for U-Net. These results demonstrate that both models
are well-suited for real-time underwater cave segmentation
applications. Particularly, since many robots are equipped with
their own processors, integrating a co-processor like the Coral
USB makes real-time applications feasible. Among the larger
models running on the Nvidia™ A100 GPU, CaveSeg achieves
the highest FPS of 19.78.
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TABLE III: Qualitative analysis indicates that YOLOv8n outperforms the U-Net model in pixel accuracy and localization. The
results for CaveSeg are not shown, as our focus is on mobile models that are suitable for deployment on edge devices.

Original Image Label

Model Outputs

U-Net YOLOvV8n

D. Inference Power Measurement

To assess power dissipation during inference for the various
models deployed on Raspberry Pi-4, NCS2, and Edge TPU
devices, we used the MakerHawk UM34C USB multimeter,
as depicted in Figure 3a. For the Jetson Nano, we utilized its
internal sensors to monitor CPU and GPU power dissipation.
We ran each model for five minutes, with power dissipation
measured at a rate of one sample per second. Figure 5 shows
the dynamic power measurements for both models across all
platforms. The Coral Dev Board exhibits the lowest power
dissipation compared to the other devices. Additionally, the
figure indicates that power dissipation is comparable for both
models on all platforms except for Pi+Coral TPU.

1) USB Accelerators: For the USB accelerators, both the
NCS2 and Coral USB accelerator generally exhibit higher
power dissipation compared to the baseline Raspberry Pi, with
the exception of the Coral USB when running YOLOvS8n. In
this case, there is a 1.53x reduction in power dissipation.
Additionally, when comparing the two USB accelerators, the
Coral USB dissipates 2.52x less power for running Yolo and
1.43x less power for U-Net.

2) Development Boards: Compared to the Raspberry Pi, the
Coral Dev Board offers a 2.67x reduction in power dissipation
for the Yolo model and a 2.71 x reduction for the U-Net model.
In contrast, the Jetson Nano shows higher power dissipation
compared to the Raspberry Pi. Specifically, in low power
mode, the Jetson Nano’s power dissipation increases by 1.32x
for the Yolo model and 1.39x for the U-Net model. In high
power mode, the increases are 2.77x for the Yolo model and
2.5x for the U-Net model.
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Fig. 5: Dynamic power comparison for all models and devices.

E. Inference Energy Measurement

Figure 6 provides a comparative analysis of inference
energy results. All edge Al accelerators offer a significant
improvement in inference energy efficiency compared to the
baseline Raspberry Pi. For instance, the Coral Dev board
outperforms other edge devices by consuming only 6.23 m.J
for running the U-Net model and 6.96 m.J for the Yolo model.

1) USB Accelerators: The results show that the Coral USB
consumes 95.14 x less energy for running the Yolo model and
55.71x less for the U-Net model compared to the baseline
Raspberry Pi. For the NCS2, the energy reduction is 5.36x
for the Yolo model and 1.73x for the U-Net model when
compared to the Raspberry Pi. Additionally, the Coral USB
consumes 32.15x and 17.76x less energy than the NCS2 for
running U-Net and Yolo models, respectively.
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Fig. 6: Dynamic energy comparison for all models and devices.

2) Development Boards: Compared to the Raspberry Pi, the
Coral Dev board achieves a 338.29x reduction in inference
energy for the Yolo model and a 329.49 reduction for the
U-Net model. When comparing the Jetson-low and Jetson-
high modes to the Raspberry Pi, the Jetson provides a 15.61 x
and 10.19x improvement in energy efficiency for the Yolo
model, respectively. For the U-Net model, there is a 5.91x
improvement in energy efficiency with Jetson-low and a 4.5x
improvement with Jetson-high.

VI. CONCLUSION AND FUTURE WORK

This paper addresses the challenge of real-time underwater
cave segmentation, a critical task for autonomous underwater
robots engaged in cave exploration and mapping. Given the
limited connectivity of AUVs to the surface and the con-
straints of space, relying on cloud services or powerful GPUs
for running deep learning-based segmentation models is not
practical. Therefore, our study explores the trade-offs involved
in deploying two different mobile segmentation models on
various edge platforms, with a focus on evaluating accuracy,
latency, power, and energy consumption.

Our experimental results reveal that the anticipated trade-
offs are not always accurate. Contrary to expectations, larger
models did not consistently deliver higher accuracy at the
expense of increased inference times and energy consumption.
Modern architectures like YOLOv8n, as well as special-
ized models such as U-Net for semantic segmentation, per-
formed better than much larger models like encoder-decoder
transformers. Our analysis uncovered several key insights:
(i) YOLOvV8n achieved notably high IoU values (72.5%), sur-
passing models that are 10 times larger, (ii) the FPS rate,
crucial for real-time operation, is significantly influenced by
the choice of edge platform. For example, running the U-
Net model on the Coral Dev Board achieved an underwater
cave segmentation speed of 79.24 FPS, meeting real-time
criteria. Similarly, the YOLOv8n model, which demonstrated
the highest accuracy, achieved 73.58 FPS on the same device.
It is important to consider that many robots use their own
processors and boards. In such cases, incorporating USB accel-
erators as co-processors can enhance real-time performance for
computation-intensive tasks like semantic segmentation. Our
findings indicate that a USB accelerator like the Coral USB
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also meets real-time requirements, delivering speeds of 42.95
FPS and 31.64 FPS for U-Net and YOLOvVS8n, respectively.
The comprehensive quantitative analyses presented in this
paper serve as a valuable guide for making informed design
decisions and managing trade-offs when integrating our cave
segmentation systems with underwater robots for cave explo-
ration and mapping missions. In future research, we plan to
explore the practical implications of these trade-offs, including
considerations like battery life, real-world accuracy, and the
thermal effects resulting from computing power dissipation.
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