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Mutual information is commonly used as a measure of similarity between competing labelings
of a given set of objects, for example to quantify performance in classification and community
detection tasks. As argued recently, however, the mutual information as conventionally defined can
return biased results because it neglects the information cost of the so-called contingency table, a
crucial component of the similarity calculation. In principle the bias can be rectified by subtracting
the appropriate information cost, leading to the modified measure known as the reduced mutual
information, but in practice one can only ever compute an upper bound on this information cost, and
the value of the reduced mutual information depends crucially on how good a bound is established. In
this paper we describe an improved method for encoding contingency tables that gives a substantially
better bound in typical use cases, and approaches the ideal value in the common case where the
labelings are closely similar, as we demonstrate with extensive numerical results.

I. INTRODUCTION

A common task in data analysis is the comparison of
two different labelings of the same set of objects. For
instance, a prominent example from statistical physics is
the evaluation of community detection algorithms. Such
algorithms attempt to divide a network into cohesive
groups or modules, typically denoted by numeric labels,
based on clues embedded in the network topology. It is
often claimed that these topological communities are cor-
related with exogenous properties of network nodes, such
as demographics in a social network or chemical function
in a biological network. To verify such claims one would
like to investigate the similarity between the labels gen-
erated by the algorithm and the exogenous labels, but
how should one do this, particularly if, as is common,
the number of groups can be different between the two
labelings? Similar questions arise outside of physics too,
in many fields. How well do demographics predict polit-
ical affiliation, for example? Or how accurately do blood
tests predict clinical outcomes? In each of these cases, we
are interested in quantifying the similarity between an ex-
perimental labeling and a known “ground truth.” Such
comparisons are commonly made using the information
theoretic measure known as mutual information [1].

Mutual information is a measure of how easy it is to de-
scribe one labeling of a set of objects if we already know
another labeling. Specifically, it measures how much less
information it takes (in the Shannon sense) to commu-
nicate the first labeling if we know the second versus if
we do not. This approach has a number of appealing
qualities. It is invariant under permutations of the la-
bels in either labeling, so that labelings do not have to
be aligned before comparison. It also generalizes grace-
fully to the case where the two labelings have different
numbers of distinct label values. On the other hand,
the mutual information in its most common form also
has some significant drawbacks and, in particular, it is

known to be biased towards labelings with a large num-
ber of distinct labels. Various proposals have been made
for mitigating this issue [2–6]. In this paper we focus
on the recently proposed reduced mutual information [6],
which improves on the standard measure by carefully ac-
counting for subleading terms in the information that are
normally neglected.

Any version of the mutual information is an approxi-
mation to the true information cost of the labelings being
compared. One computes the information cost by defin-
ing some encoding scheme for labelings and then count-
ing the number of bits needed to specify a labeling within
that encoding. In this paper we highlight two common
pitfalls that occur when quantifying information cost in
this way, which produce errors in opposite directions.
The first is the neglect of the cost of certain parts of the
transmission process, which produces an underestimate
of the total transmission cost. The standard, unreduced
mutual information is an example: it does not include
the cost to transmit the “contingency table” that sum-
marizes the relationship between the two labelings, caus-
ing it to underestimate—sometimes drastically—the to-
tal information cost, particularly for labelings with many
groups.

The second pitfall, and the focus of this paper, is the
use of inefficient encoding schemes, which result in over-
estimates of information cost. The reduced mutual in-
formation, in its conventional form, suffers from this is-
sue because it uses a relatively crude encoding of the
contingency table. In this paper we offer an improved
encoding that gives better bounds on the value of the
reduced mutual information, different enough to change
outcomes in some practical situations, as we demonstrate
with a selection of illustrative examples. Code imple-
menting our approach can be found at https://github.
com/maxjerdee/reduced_mutual_information.
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II. CONDITIONAL ENTROPY AND

MUTUAL INFORMATION

To motivate our discussion, we first rederive the con-
ventional mutual information using the language of infor-
mation transmission, before progressing to the reduced
mutual information and its variants.

A. Mutual information

Mutual information can be understood in terms of the
amount of information required to transmit a labeling
from one person to another. Suppose, first, that we want
to transmit to a receiver a discrete quantity X, which
can take any one of a known finite set of N values. For
example, we could be transmitting the outcome of a coin
flip X ∈ {heads, tails} or one possible labeling of a group
of objects. If we assign to each possible value of X a
unique binary string, we can convey any particular value
by transmitting the appropriate string. The minimum
length of string that can encode all N values is

H =
⌈
log2 N

⌉
≃ log2 N, (1)

where ⌈x⌉ denotes the smallest integer not less than x.
This tells us the number of bits of information needed to
transmit X.
Conventionally one uses base-2 logarithms in equations

like (1), which gives H in units of bits, as here. Some
authors use natural logarithms, which changes the re-
sults by a constant multiplier, but the difference is not
an important one. In this paper we use base-2 logarithms
for explicit numerical calculations, but our formal results
are all independent of the base of the logarithm and one
can use any base one wishes provided one is consistent.
Henceforth, we will write logarithms without any base
indicated.
Suppose now that X is actually a labeling g of a set

of n objects, with each object having exactly one label
and each label having the same qg possible values, which
we represent by integers in the range 1 . . . qg. Then there
are N = qng possible values of the entire labeling and
hence any labeling can be transmitted using an amount
of information

H(g) = logN = n log qg. (2)

This, however, is not necessarily the most efficient way
to transmit such a labeling. In particular, if different la-
bels occur with different frequencies then a more efficient
encoding may be possible, resulting in a smaller informa-
tion cost. The standard encoding has three parts. First
we transmit the number of groups qg in the labeling. The
maximum possible value of qg is n, so if we use a simple
“flat” encoding as in Eq. (1), then transmitting any par-
ticular value requires information H(qg) = log n. Next

we transmit a vector n(g) of qg integers n
(g)
r equal to the

number of objects having each label r. By definition,

the n
(g)
r sum to n, and the number of ways to choose qg

nonnegative integers that sum to n is
(
n+qg−1
qg−1

)
, so if we

again use a flat encoding to transmit n(g) the information
cost will be

H(n(g)|qg) = log

(
n+ qg − 1

qg − 1

)

. (3)

Finally, we transmit the labeling g itself, choosing only

from among those that have the correct multiplicities n
(g)
r

of the labels. The number of such labelings is given by

the multinomial n!/
∏

r n
(g)
r ! and hence, choosing a flat

encoding one more time, the information cost is

H(g|n(g)) = log
n!

∏

r n
(g)
r !

. (4)

Putting everything together, the information cost, or en-
tropy, to transmit the labeling is

H(g) = H(qg) +H(n(g)|qg) +H(g|n(g))

= log n+ log

(
n+ qg − 1

qg − 1

)

+ log
n!

∏

r n
(g)
r !

. (5)

This three-step scheme is not the only one that could be
applied to this problem, but it is a fairly efficient one in
the common case of a small number of groups qg ≪ n
with potentially unequal sizes, and it is the one on which
the conventional definition of entropy is based.
The conventional definition, however, ignores all but

the last term and approximates the entropy as

H0(g) = log
n!

∏

r n
(g)
r !

. (6)

In most cases this is a good approximation. The other
terms are subleading contributions—they grow more
slowly with n than the leading term—and in practice they
are negligible even for quite modest values of n. Com-
monly one also makes a further approximation, applying
Stirling’s formula to each of the factorials, which gives the
Shannon form of the entropy H0(g) = −n

∑

r pr log pr,

where pr = n
(g)
r /n is the probability that a randomly

chosen object has label r.
Now consider the corresponding encoding scheme for

mutual information. Suppose that we have two different
labelings of the same set of objects, a candidate label-
ing c, generated for instance by some sort of algorithm,
and a ground-truth labeling g which represents the “true”
labels. The mutual information I(c; g) between the two
labelings is defined as the amount of information that can
be saved when transmitting the truth g if the receiver al-
ready knows the candidate c. We can write this quantity
as the total information or entropy needed to transmit g
on its own, minus the conditional entropy, the amount to
transmit g given prior knowledge of c:

I(c; g) = H(g)−H(g|c). (7)
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B. Reduced mutual information

Equation (12) defines the standard mutual informa-
tion I0, which neglects subleading behavior. In the limit
of large n this is a good approximation, but for finite n,
including values large enough to be of practical conse-
quence, the subleading term can contribute significantly.
In this section, we demonstrate how this gives rise to a
bias in favor of labelings with larger numbers of groups
and how simply retaining the subleading term removes
this bias.
The full expression in Eq. (11) is known as the reduced

mutual information, with this particular version (we will
shortly consider others) distinguished by the fact that it
assumes a flat encoding when transmitting the contin-
gency table. We will denote this measure by Iflat:

Iflat(c; g) = log
n!

∏

rs n
(gc)
rs !

∏

r n
(g)
r !

∏

s n
(c)
s !

−log Ω(n(g), n(c)). (13)

The moniker “reduced” derives from the fact that
the − log Ω term is always negative and so reduces the
value of the mutual information relative to the conven-
tional definition of Eq. (12), but we emphasize that func-
tionally we are simply retaining terms that are usually
neglected. As mentioned previously, there is no gen-
eral closed-form expression for the number Ω(n(g), n(c))
of contingency tables with given row and column sums,
and its numerical computation is #P-hard and hence in-
tractable for all but the smallest of examples [10]. In
practice, therefore, the value must be approximated. In
this paper we make use of the “effective columns” approx-
imation of [9], which has good performance over a wide
range of situations and a simple closed-form expression:

Ω(n(g), n(c)) ≃
(
n+ qcα− 1

qcα− 1

)−1 qc∏

s=1

(
n
(c)
s + α− 1

α− 1

) qg∏

r=1

(
n
(g)
r + qc − 1

qc − 1

)

,

(14)

where

α =
n2 − n+

(
n2 −R

)
/qc

R− n
, R =

∑

r

(n(g)
r )2. (15)

This estimate differs from the one originally used for the
reduced mutual information in [6], but we favor it here
since it performs better in certain regimes.
To appreciate the importance of the contingency table

term in the mutual information, consider the simple case
where the candidate labeling c places every object in its
own group: c = (1, . . . , n). Regardless of the ground-
truth labeling g, this choice of c clearly contains no in-
formation about the truth, so we expect the mutual in-

formation to be zero. But it is not. We have n
(c)
s ! = 1

for all s in this case, while the contingency table has
a single 1 in each column and all other elements are 0,

so n
(gc)
rs ! = 1 for all r, s, and hence the conventional mu-

tual information of Eq. (12) simplifies to

I0(c; g) = log
n!

∏

r n
(g)
r !

= H0(g). (16)

This answer is as wrong as it possibly could be: we ex-
pect the mutual information to take the minimum value
of zero, but instead it is equal to the entropyH0(g), which
is its maximum possible value, since the largest amount
of information we can save by knowing c when we trans-
mit g is equal to the entire information H0(g). In other
words, the conventional mutual information would have
us believe that this candidate labeling which puts every
object in its own group tells us everything there is to
know about the true labeling g, when in fact it tells us
nothing at all.
The reason for this failure is that the contingency ta-

ble itself uniquely determines g in this case, so neglect-
ing the information content of the table puts the mutual
information in error by an amount equal to the com-
plete information cost of the ground truth. If we include
the cost of transmitting the contingency table, this erro-
neous behavior disappears. We can calculate the number
Ω(n(g), n(c)) of contingency tables exactly for this exam-
ple. Since there is just a single 1 in every column of the
table, the number of tables is

Ω(n(g), n(c)) =
n!

∏

r n
(g)
r !

, (17)

and the reduced mutual information is

Iflat(c; g) = I0(c; g)− log
n!

∏

r n
(g)
r !

= 0, (18)

which is now the correct answer.

C. Improved encodings

The reduced mutual information offers a significant im-
provement over the traditional measure for finite-sized
systems, particularly when the candidate labeling has a
large number of distinct label values. And, as we have
seen, it gives exactly the correct answer in the case where
every object is in a group of its own. In this paper, how-
ever, we argue that the reduced mutual information, as
it is usually defined, is itself an imperfect measure, and
in particular that it overcorrects for the flaws of tradi-
tional mutual information because the encoding scheme
used for both H(g) and H(g|c) is inefficient and does
not approximate the entropy as well as it could. All cal-
culated entropies are merely upper bounds on the true
value: calculating the information cost of transmitting
a labeling using a specific encoding guarantees that no
more than that amount of information is needed, but it
is possible that a better encoding exists that can do the
job with less. In this section, we propose more efficient
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encodings that give better bounds on the entropy and
the conditional entropy, particularly in the common case
where the two partitions c and g are similar.
The central observation behind our proposed encod-

ings is that quantities like n(g) and n(gc) often have un-
evenly distributed elements, sometimes strongly so. For
example, mutual information is most often used to com-
pare labelings that are quite similar, which means the
elements of the contingency table are very non-uniform—
those that correspond to common pairs of labels are large,
while all the others are small. This in turn means that
choices of the contingency table with these properties are
much more likely to occur than others and hence that a
“flat” encoding that assumes all choices to be equally
likely is inefficient. By using an encoding that allows
for a non-uniform distribution, we can save a substantial
amount of information and achieve a better approxima-
tion of the mutual information.
The encodings we propose are based on the sym-

metric Dirichlet-multinomial distribution, a standard,
one-parameter family of discrete distributions over q-
vectors X of non-negative integer elements that sum to
a given total N . The distribution is derived from a two-
part generative process in which, first, a set of q probabil-
ities p1 . . . pq are drawn from a symmetric Dirchlet distri-
bution with concentration parameter α ≥ 0, and then a
set of q integers X1 . . . Xq are drawn from a multinomial
distribution with those probability parameters. The re-
sulting distribution over X is given by

P (X|N, q, α) =

∫ ∏q

r=1 p
α−1
r

B(α)
︸ ︷︷ ︸

Dirichlet

N !

q
∏

r=1

pXr

r

Xr!
︸ ︷︷ ︸

Multinomial

dp, (19)

where B(α) is the multivariate beta function and the in-
tegral is over the simplex of non-negative values pr such
that

∑

r pr = 1. Performing the integral then gives the
standard expression for the Dirichlet-multinomial distri-
bution:

P (X|N, q, α) =

(
N + qα− 1

qα− 1

)−1 q
∏

r=1

(
Xr + α− 1

α− 1

)

,

(20)

where for non-integer α we generalize the binomial coef-
ficient in the obvious way:

(n

k

)

=
Γ(n+ 1)

Γ(k + 1)Γ(n− k + 1)
, (21)

with Γ(x) being the standard gamma function.
If α = 1, the Dirichlet-multinomial distribution is uni-

form over all q-vectors X of non-negative integers that
sum to N :

P (X|N, q, α = 1) =

(
N + q − 1

q − 1

)−1

. (22)

Smaller values 0 ≤ α < 1 produce a distribution biased
towards more heterogeneous X. In the extreme limit

where α → 0 (which we will denote as α = 0) the dis-
tribution is supported only on vectors that have a single
nonzero entry equal to N :

P (X|N, q, α = 0) =

{
1/q if X has one nonzero entry,
0 otherwise.

(23)

Conversely, for α > 1 the Dirichlet-multinomial distri-
bution favors vectors X with more uniform entries, and
in the limit α → ∞ it approaches the symmetric multi-
nomial distribution where pr = 1/q for all r:

P (X|N, q, α → ∞) =
N !

∏q

r=1 Xr!
(1/q)N . (24)

Different choices of the parameter α thus place more or
less weight on different types of vectors X.
We can use the Dirichlet-multinomial distribution to

improve the encoding of the group sizes n(g) and so
better approximate the total unconditional information
cost H(g). The information cost used in the definition of
the standard reduced mutual information is

Hflat(g) = H(qg) +H(n(g)|qg) +H(g|n(g)), (25)

where as previously the subscript “flat” indicates the
flat encoding that assumes equal probability for all out-
comes at each step. In the new approach we propose
here, we still use flat encodings for qg and g but we use
a nonuniform Dirichlet-multinomial distribution for the
group sizes n(g).
Generally when transmitting a sequence of n values

with unequal probabilities such that value r occurs nr

times, the information cost is given by Eq. (4):

log
n!

∏

r nr!
≃ n log n− n−

∑

r

(nr log nr − nr)

= −
∑

r

nr log pr, (26)

where pr = nr/n is the probability of value r and the fac-
torials are approximated using Stirling’s formula. Equa-
tion 26 tells us that the information cost to transmit
the value r is simply − log pr. Applying this observation
to the Dirichlet-multinomial distribution we can calcu-
late the total information cost to transmit a vector n(g)

drawn from the Dirichlet-multinomial distribution with
concentration parameter αg:

H(n(g)|qg, αg) = − logP (n(g)|qg, αg)

= log

(
n+ qgαg − 1

qgαg − 1

)

−

qg∑

r=1

log

(
n
(g)
r + αg − 1

αg − 1

)

.

(27)

The optimal encoding for transmitting n(g) within the
Dirichlet-multinomial family is given by the minimum of
this expression with respect to αg, which is also equiva-

lent to simply maximizing P (n(g)|αg), i.e., to finding the
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FIG. 2. Optimal values of αg for the transmission of the com-
munity sizes n(g), along with the resulting information cost
in bits HDM(n(g)) in our new Dirichlet-multinomial encoding

scheme and the corresponding cost Hflat(n
(g)) in the old, flat

encoding. Note how vectors with more extreme values benefit
from smaller values of αg, while more uniform vectors favor
larger αg.

maximum-likelihood value of αg. In practice we can find
the maximum-likelihood value with standard numerical
optimization techniques, as described in Appendix C.
We apply this procedure to a selection of example val-

ues of n(g) in Fig. 2, giving the optimal values of αg for
each one, along with the resulting values for the entropy.
In each case, as we can see, the Dirichlet-multinomial
encoding is more efficient than the conventional flat en-
coding, sometimes by a wide margin. In the extreme case
where n(g) has only a single nonzero entry, the optimal
value of αg is zero and the information cost is

H(n(g)|qg, αg = 0) = log qg, (28)

whereas the cost to transmit the same n(g) using a flat
encoding (equivalent to αg = 1) is considerably steeper:

H(n(g)|qg, αg = 1) = log

(
n+ qg − 1

qg − 1

)

≃ qg log n. (29)

One could argue that to truly make a fair compar-
ison, one should also include the cost to transmit the
value of αg itself. As shown in Appendix C, however,
this cost is small in practice, and moreover cancels com-
pletely from the final value of the mutual information, so
it is normally safe to ignore it, as we do here.
Although the information saved by using the Dirichlet-

multinomial distribution is in some cases a significant
fraction of the information needed to transmit n(g), it is
normally quite small next to the information needed to
transmit the entire labeling, which is dominated by the
cost H(g|n(g)) of sending the labeling itself. The same
is not true, however, when we turn to the conditional
entropy H(g|c), where using the Dirichlet-multinomial
distribution can result in large efficiency gains, and this
is our primary motivation for taking this approach.
Recall that the standard model for the conditional

information breaks the transmission process into four
steps—transmission of qg, n

(g), n(gc), and g—which can

be represented by the equation

Hflat(g|c) = H(qg) +H(n(g)|qg) +H(n(gc)|n(g), n(c))

+H(g|c, n(gc)), (30)

with a flat encoding at each step. In our alternate pro-
posal, we again transmit qg using a flat encoding, but
then combine the second and third steps to transmit the
contingency table all at once, given qg and n(c). This
transmission again leverages a nonuniform encoding to
achieve efficiency gains. The final step of transmitting g
itself remains unchanged.
Our process for transmitting the contingency table

involves transmitting one column at a time using the
Dirichlet-multinomial distribution. We use the same
value αg|c for each column, but the columns are other-

wise independent. If we denote column s by n
(gc)
·s , then

the information cost of this procedure can be written

H(n(gc)|n(c), qg, αg|c) =

qc∑

s=1

H(n
(gc)
·s |n(c)

s , qg, αg|c)

=

qc∑

s=1

[

log

(
n
(c)
s + qgαg|c − 1

qgαg|c − 1

)

−

qg∑

r=1

log

(
n
(gc)
rs + αg|c − 1

αg|c − 1

)]

. (31)

For instance, consider the special case of perfect recov-
ery where c = g, so that n(gc) is a diagonal matrix and

each column n
(gc)
·s has only a single nonzero entry. Then,

as in Eq. (28), αg|c = 0 is the optimal choice for trans-
mitting the contingency table and the total information
cost is simply

H(n(gg)|n(g), αg|c = 0) =

qg∑

r=1

H(n(gg)
.r |n(g)

r , αg|c = 0)

=

qg∑

r=1

log qg = qg log qg. (32)

In the traditional flat encoding the cost is much greater:

H(n(gg)|n(g)) = H(n(g)|n, qg) +H(n(gc)|n(c), n(g))

= log

(
n− 1

qg − 1

)

+ logΩ(n(c), n(q))

= O(qgqc log n). (33)

This significant improvement also extends to the case
where c ≃ g and the labelings are similar but not iden-
tical. It is in precisely this regime that mutual informa-
tion is often applied to quantify similarity, so the new
encoding is much preferred over the old one in common
settings, a conclusion strongly confirmed by the example
applications given in Section III.
Figure 3 shows the equivalent of Fig. 2 for the trans-

mission of a selection of example contingency tables.
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FIG. 3. Comparison of the information cost of transmitting example contingency tables under the old and new encodings.
The top half of the figure shows the new encoding, along with the values for the optimal Dirichlet-multinomial parameter αg|c

and the resulting information cost HDM(n(gc)|n(c)). The bottom half shows the old encoding and associated information

cost Hflat(n
(gc)|n(c)). The new encoding is more efficient in every case, and especially so in the case of equal labelings c = g.

In the case where the candidate labeling places all ob-
jects in a single group, so that qc = 1, our proposed
scheme is exactly analogous to our method for trans-
mitting the vector n(g), which implies that the mu-
tual information is IDM(c; g) = 0 (the DM denoting
“Dirichlet-multinomial”). This is a desirable property
which is also shared by the traditional and reduced mu-
tual informations—a candidate labeling that places all
objects in a single group tells us nothing about the
ground truth g. We also note the considerable gulf in
efficiency between the two encodings for the case of iden-
tical labelings g = c, the second column in Fig. 3, while
for labelings that are dissimilar (the final two columns
of the figure), the gains of the new encoding are more
modest, as we would expect.

Employing our new encoding in the calculation of the
conditional information, we now obtain a revised infor-
mation cost of

HDM(g|c) = H(qg) +H(n(gc)|n(c), qg, αg|c)

+H(g|c, n(gc)). (34)

(Once again one could arguably also include the fixed
cost of transmitting the value of αg|c, but in practice this
cost is small and moreover cancels from the final value of
the mutual information—see Appendix C.)

Putting everything together, we then arrive at our im-

proved mutual information measure

IDM(c; g) = HDM(g)−HDM(g|c)

= I0(c; g) +H(n(g)|qg, αg)−H(n(gc)|n(c), qg, αg|c)

= I0(c; g)

+ log

(
n+ qgαg − 1

qgαg − 1

)

−

qg∑

r=1

log

(
n
(g)
r + αg − 1

αg − 1

)

−

qc∑

s=1

log

(
n
(c)
s + qgαg|c − 1

qgαg|c − 1

)

+

qg∑

r=1

qc∑

s=1

log

(
n
(gc)
rs + αg|c − 1

αg|c + 1

)

. (35)

Besides giving an improved estimate of the mutual in-
formation, this formulation has a number of additional
advantages over the standard reduced mutual informa-
tion. The closed-form expression means that approx-
imations like those used for the number Ω(n(g), n(c))
of contingency tables in Eq. (14) are unnecessary—the
measure can be calculated exactly without approxima-
tion. Another advantage is that it is possible to prove
that IDM(c; g) ≤ IDM(g; g) for all c, with the exact equal-
ity holding only when c and g are identical up to a per-
mutation of labels, an intuitive result that is required for
proper normalization, but which has not been shown for
the standard reduced mutual information. We give the
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proof in Appendix A.
This being said, the encoding we use is not necessarily

the last word in calculation of the mutual information.
As discussed at the start of this section, all entropy cal-
culations only give bounds on the true value and it is
possible that another encoding exists that gives a better
bound. One could imagine trying an approach analogous
to that used for the standard reduced mutual informa-
tion and constraining not only the column sums of the
contingency table but also the row sums, while still us-
ing a nonuniform distribution over tables subject to these
constraints. Placing more constraints on the contingency
table should reduce the number of tables we need to con-
sider and hence save on transmission costs. This ap-
proach, however, turns out to offer little benefit in prac-
tical situations because the gains must be offset against
the information needed to transmit the row sums. It
transpires that, in the common case where the candidate
and ground-truth labelings are similar to one another,
the possible values of the row sums are already tightly
restricted, even without placing any explicit constraint
on them, so that imposing such a constraint saves little
information, while the cost of transmitting the row sums
is considerable. In most cases, therefore, this approach
is less efficient than the one we propose.
Equation 35 does still have some shortcomings. For

one thing, it is not fully analytic, since the values of the
parameters αg and αg|c must be found by numerical op-
timization (see Appendix C). Also, because of the asym-
metric encoding used to capture the contingency table,
in which rows and columns are treated differently, the
measure is not symmetric under interchange of c and g.
For typical applications where one is comparing candi-
date labelings against a single ground truth this does not
matter greatly, since the problem is already inherently
asymmetric, but there may be cases where a symmetric
measure would be preferred. Lastly, the encoding we pro-
pose is not guaranteed to always perform better than the
standard (flat) reduced information. In particular, if the
labelings c and g are truly drawn from the distribution
corresponding to the flat encoding scheme, then by def-
inition the flat mutual information will give an optimal
encoding and our method cannot do better. Our broader
claim, however, is that in the realistic regime of labelings
that have a significant degree of similarity, our new en-
coding can be expected to perform better than the flat
encoding.

D. Normalized mutual information

So far we have defined various measures of absolute
information content, as quantified in bits for example,
but such absolute measures can be difficult to interpret.
Are 20 bits of mutual information a little or a lot? To
make sense of the results, they are often expressed in
terms of a normalized mutual information (NMI) that
represents the information content as a fraction of its

maximum possible value [11]. There are various ways to
perform the normalization [12]. Here we use the form

NMI(c; g) =
I(c; g)

I(g; g)
. (36)

Note that this expression is asymmetric in c and g—
the value is not invariant under their interchange. Other
normalized mutual information measures use a symmet-
ric denominator, such as 1

2 [I(g; g) + I(c; c)] [11, 12], giv-
ing a normalized measure that is itself symmetric. How-
ever, this approach is known to introduce bias in some
cases [13] and, when comparing a labeling to a known
ground-truth as here, we favor the asymmetric normal-
ization of (36), which eliminates this bias. Indeed, nor-
malizing by the information cost of the ground truth la-
beling alone, as above, is the only normalization that
ensures that, out of a set of candidate labelings, the one
with the highest unnormalized score is also the one with
the highest normalized score. No symmetric normaliza-
tion shares this desirable property and for this reason we
consider all symmetric normalizations to be problematic,
as argued in [13].
We can define a normalized mutual information of the

form (36) for any of the mutual information measures dis-
cussed in this paper, including the Dirichlet-multinomial
measure. All of the resulting versions of NMI have the de-
sirable properties of being 1 when c = g and zero when
the mutual information is zero. Thus NMI values ap-
proaching 1 generally indicate similar labelings and val-
ues near zero indicate dissimilar ones, making this an
intuitive measure of similarity. It is also possible for the
NMI to become (slightly) negative for the reduced mutual
information measures we consider [6]. (This cannot hap-
pen with the traditional unreduced mutual information.)
A negative value indicates that the encoding scheme that
makes use of c when transmitting g is actually less effi-
cient than simply transmitting g alone. This, however,
happens only when c and g are very dissimilar and hence
rarely occurs in practical situations (where we are usu-
ally concerned with candidates c that are similar to the
ground truth).
For the particular case of the Dirichlet-multinomial

mutual information, the NMI has the additional desirable
property that it takes the value 1 if and only if c and g
are identical up to a permutation of labels, while for all
other c it is less than 1—see Appendix A. This follows
directly from the inequality IDM(c; g) ≤ IDM(g; g) men-
tioned above. The same is not true of the conventional
unreduced NMI, defined as in Eq. (36), which can be 1
even for very dissimilar labelings (see Section II B). It
is potentially true, but currently unproven, for the flat
reduced mutual information.

III. EXAMPLE APPLICATIONS

In this section we give a selection of example appli-
cations of our proposed measure, demonstrating that
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nator as

IDM(c; g) = I0(c; g) +H(n(g)|n, qg, αg)

−H(n(gc)|n(c), qg, αg|c), (A2)

IDM(g; g) = I0(g; g) +H(n(g)|n, qg, αg)

−H(n(gg)|n(g), qg, αg|g)

= H0(g) +H(n(g)|n, qg, αg)− qg log qg, (A3)

as in Eqs. (32) and (35). Then our desired bound can be
rewritten as

log

∏

s n
(c)
s !

∏

rs n
(gc)
rs !

+H(n(gc)|n(c), qg, αg|c) ≥ qg log qg.

(A4)

The left-hand side of this inequality decreases when the
entries of the contingency table decrease. To demonstrate
this we define a table ñ(gc) which is identical to the orig-
inal table n(gc) except that a single entry is decreased

by 1: ñ
(gc)
rs = n

(gc)
rs − 1. With this change the first term

in Eq. (A4) must decrease, since

log

∏

s n
(c)
s !

∏

rs n
(gc)
rs !

− log

∏

s ñ
(c)
s !

∏

rs ñ
(gc)
rs !

= log
n
(c)
s

n
(gc)
rs

≥ 0. (A5)

Similarly, the second term in Eq. (A4) also decreases if
we make the further assumption that

n(gc)
rs ≥ n(c)

s /qg, n(gc)
rs > 1. (A6)

Under these conditions we can bound the change in the
second term by

H(n(gc)|n(c), qg, αg|c)−H(ñ(gc)|ñ(c), qg, αg|c)

= log

(
n
(c)
s + qgαg|c − 1

qgαg|c − 1

)

− log

(
ñ
(c)
s + qgαg|c − 1

qgαg|c − 1

)

− log

(
n
(gc)
rs + αg|c − 1

αg|c − 1

)

+ log

(
ñ
(gc)
rs + αg|c − 1

αg|c − 1

)

= log
n
(c)
s + qgαg|c − 1

n
(c)
s

− log
n
(gc)
rs + αg|c − 1

n
(gc)
rs

≥ log
n
(c)
s + qgαg|c − qg

n
(c)
s

− log
n
(gc)
rs + αg|c − 1

n
(gc)
rs

= log
n
(c)
s /qg + αg|c − 1

n
(c)
s /qg

− log
n
(gc)
rs + αg|c − 1

n
(gc)
rs

≥ 0,

(A7)

where in the last step we have made use of (A6) and the
the fact that log((x+α−1)/x) is monotonically decreas-
ing in x for all x > 0.
Now we observe that if there is any entry of n(gc) such

that n
(gc)
rs > 1, then there must be an entry n

(gc)
rs ≥

n
(c)
s /qg, i.e., it is greater than or equal to the average

for its column. We apply this observation repeatedly to
decrement each non-zero entry of the table to 1 until

ñ
(gc)
rs = min

(
n
(gc)
rs , 1

)
, while at the same time ensuring

that

log

∏

s n
(c)
s !

∏

rs n
(gc)
rs !

+H(n(gc)|n(c), qg, αg|c)

≥ log

∏

s ñ
(c)
s !

∏

rs ñ
(gc)
rs !

+H(ñ(gc)|ñ(c), qg, αg|c). (A8)

This reduces the problem of showing the general inequal-
ity (A4) to proving it for tables ñ whose entries are 0 or 1
only, which we can do as follows:

log

∏

s ñ
(c)
s !

∏

rs ñ
(gc)
rs !

+H(ñ(gc)|ñ(c), qg, αg|c)

=
∑

s

[

log ñ(c)
s ! + log

(
ñ
(c)
s + qgαg|c − 1

qgαg|c − 1

)

−
∑

r

log

(
ñ
(gc)
rs + αg|c − 1

αg|c − 1

)]

=
∑

s

[
log(ñ(c)

s + qgαg|c − 1)!− log(qgαg|c − 1)!

− ñ(c)
s logαg|c

]

≥
∑

s





ñ(c)
s

−1
∑

t=0

log(qgαg|c + t)− ñ(c)
s logαg|c



 (A9a)

≥
∑

s

ñ(c)
s

[
log(qgαg|c)− logαg|c

]
(A9b)

≥
∑

s

ñ(c)
s log qg ≥ qg log qg, (A9c)

where in the final step we have made use of the fact that
each of the qg groups must contain at least one object,

so there must be at least qg nonzero entries in n(gc) and

hence also in ñ(gc). We also observe that the inequal-

ities (A9a–A9c) are saturated only when ñ
(c)
s = 1 for

all s and qc = qg. These conditions together imply that

the contingency table n(gc) must be diagonal, and hence
that the labelings c and g are equivalent up to a per-
mutation of their labels. The reverse conclusion, that
RMIDM(c; g) = 1 when c and g are equivalent up to a
permutation, also follows since our measure is invariant
under label permutations.
Finally, we note that if we instead normalize the re-

duced mutual information symmetrically according to

NMI
(S)
DM(c; g) =

IDM(c; g) + IDM(g; c)

IDM(g; g) + IDM(c; c)
, (A10)

then the results of this section also ensure
that NMI

(S)
DM(c; g) ≤ 1 and that this bound is satu-

rated only for c and g equivalent up to a permutation.
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This symmetric normalization may be more appropriate
when comparing two labelings neither of which can be
considered a ground truth.

Appendix B: Clustering and permutation invariance

In this paper we have focused on the comparison of
different labelings of a set of objects, but the most com-
mon applications of the mutual information are actually
to the comparison of clusterings, i.e., partitions of ob-
jects into some number qg of (unlabeled) groups. One
can easily represent a clustering by arbitrarily assigning
integer labels 1 . . . qg to the groups and then recording
the label of the group to which each object belongs, but
the mapping from clusterings to labelings is not unique:
here are qg! permutations of the labels that correspond
to the same clustering. This means that the information
cost of transmitting a labeling, as discussed in this paper,
is larger than the information cost of transmitting a clus-
tering. In the most extreme case, suppose that we want
to transmit the unique clustering of n objects into n dis-
tinct groups, with a single object in each group. There
are n! possible labelings that represent this clustering,
so the information cost to transmit any one of them is
H0(g) = log n! as in Eq. (6). Yet there is only a sin-
gle clustering that places each object in its own group,
so in principle the information cost should be log 1 = 0.
Thus the label-based approach grossly overestimates the
true information cost in this case. As we argue in this
appendix, however, the amount of the overestimate is a
constant that plays no role in typical applications, and
cancels completely from the mutual information itself,
so in practice the measures described in this paper give
correct and useful answers as is.
What is the actual information content of a clustering,

not just of the labeling that represents it? To answer
this question we adopt a notation that directly describes
clusterings rather than labelings. For a given labeling g
with qg labels we define the equivalence class g̃ to be the
set of all qg! variants of g obtained by permutations of
the label values, including the original permutation g it-
self. By combining all these permutations into a single
object, the equivalence class directly represents the clus-
tering of which labeling g is a manifestation. With this
definition we can adapt the encoding schemes for label-
ings described in this paper to give encoding schemes for
clusterings.

Any encoding of labelings effectively defines a proba-
bility distribution over all labelings via P (g) = e−H(g).
Since the schemes of this paper are all invariant under
the qg! possible permutations of the labels, we can easily
sum up the resulting probability weight over all label-
ings that represent a given clustering to find the induced
probability distribution over clusterings:

P (g̃) =
∑

q∈g̃

P (g) = qg!P (g). (B1)

Under this distribution the cost to directly transmit the
clustering g̃ independent of its label assignment is

H(g̃) = − logP (g̃) = H(g)− log qg! (B2)

Thus, if we could find a way to transmit only the clus-
tering we would realize an information savings of log qg!
compared with the transmission of an arbitrary labeling.
A practical way to achieve this is simply to agree upon

a single unique labeling that will represent each possible
clustering. Only these agreed labelings will be transmit-
ted and no others. By definition this reduces the number
of possible labelings by a factor of qg! and hence reduces
the information by log qg!, as above.
To give an explicit example of such an encoding, we

could stipulate that every labeling must have the follow-
ing two properties:

1. Groups are labeled in order of increasing size, so
that group 1 is the smallest and group qg is the
largest.

2. If two groups have the same size, the tie is broken
by giving the smaller group label to the group that
appears first in the ordered list of all objects.

For every clustering there is only one labeling that sat-
isfies these rules, and any labeling that does not satisfy
them can easily be converted into one that does. For
example, g = 33132112 becomes 22321331.
If enforcement of the above rules is denoted by R, the

information content of a clustering is

H(g̃) = H(g|R), (B3)

and with these definitions we can now explicitly calcu-
late the information needed to transmit a clustering. As
before, we transmit the clustering in three steps. In the
first step we transmit the number of groups qg. The fact
that a labeling respects the rules R has no effect on qg, so
the information required for this step is unchanged from
before: H(qg|R) = H(qg).

In the second step we transmit the group sizes n(g),
and here there is a change because rule 1 above implies
that the group sizes must appear in non-decreasing or-
der, and hence the possible values of n(g) are drawn only
from the set of such non-decreasing candidates, a subset
of the

(
n−1
qg−1

)
possible vectors that sum to n. We further

note that not all of these non-decreasing vectors will oc-
cur with equal frequency. The number of ways one such
vector can occur in our transmission process is equal to
the number of unique starting vectors that can be per-
muted into the given non-decreasing form. If we define
the multiplicity of the group sizes as

Mt =
∣
∣{r|n(g)

r = t}
∣
∣, t = 1 . . . qg, (B4)

then there are qg!/
∏

t Mt! such permutations. So
the probability that any individual one will occur is
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(qg!/
∏

t Mt!)/
(
n−1
qg−1

)
and the information cost to trans-

mit n(g) is minus the log of this probability:

H(n(g)|qg, R) = log

[(
n− 1

qg − 1

)∏

t Mt!

qg!

]

. (B5)

In the third step of the transmission process we trans-
mit the labeling itself, and here too the information cost
is modified because of our rules. Whenever two groups
of the same size are present, we know that the group ap-
pearing first must have the smaller group label because
of rule 2 above and hence we need only consider labelings
that satisfy this requirement. This leaves only a fraction

1/
∏

t Mt! of the original n!/
∏

r n
(g)
r ! labelings, giving an

information cost of

H(g|n(g), R) = log
n!

∏

r n
(g)
r !

∏

t Mt!
. (B6)

Combining these terms, the total information cost to
transmit the clustering is

H(g̃) = H(g|R)

= H(qg|R) +H(n(g)|qg, R) +H(g|n(g), R)

= H(qg) +H(n(g)) + log
∏

t

Mt!− log qg!

+H(g|n(g))− log
∏

t

Mt!

= H(g)− log qg! (B7)

as expected.
Taking, for instance, our earlier example in which there

are n groups of one object each, all groups have the same
size, so by rule 2 above they are simply labeled in order
of their appearance 123 . . . n. This is the unique valid
labeling with this set of group sizes, so setting qg = n,
the information cost is correctly given as H(g)− log qg! =
log n!− log n! = 0.
The same discounted information cost also applies to

the conditional entropy. Suppose we are given a candi-
date clustering denoted by equivalence class c̃ and repre-
sented as above by a unique labeling c within that class,
such as the one obeying the rules R. Since our encod-
ing schemes are invariant under label permutations, all
labelings in c̃ are equally informative, including the one c
that we have selected, and hence

H(g̃|c̃) = H(g̃|c). (B8)

Using the same argument as before, the conditional in-
formation cost of the clustering is then given by

H(g̃|c) = H(g|c)− log qg! (B9)

and hence the mutual information between two cluster-

ings is given by

I(c̃; g̃) = H(g̃)−H(g̃|c̃)

=
[
H(g)− log qg!

]
−
[
H(g|c)− log qg!

]

= H(g)−H(g|c) = I(c; g). (B10)

Thus, the mutual information between clusterings is the
same as between any corresponding pair of labelings. In
practice, this means that we never need to consider mu-
tual information measures between clusterings. Calcu-
lating the mutual information between labelings, as de-
scribed in this paper, is more straightforward and gives
the same result.
Using this clustering perspective we can also show that

the encoding we propose in this paper is near optimal
in the important case where c = g. All the encoding
schemes we consider are invariant under label permuta-
tions, which implies that

H(g|g) = H(g|g̃) = H(g̃|g̃) + log qg! ≥ log qg! (B11)

From Eqs. (32) and (34) our Dirichlet-multinomial en-
coding has cost

HDM(g|g) = H(qg) +H(n(gg)|n(g), αg|g) +H(g|c, n(gg))

= log n+ qg log qg. (B12)

If we accept the cost log n of transmitting the number
of groups qg as a necessary price of doing business, this
value for HDM(g|g) very nearly saturates the bound in
Eq. (B11), since the gap between qg log qg and log qg! is
only of order O(qg). By contrast, the flat encoding is
far from saturating the bound in this case, explaining
its poorer performance in the important regime where
c ≃ g. Equation (B12) also helps explain a point made
in Section IIC, that it is rarely beneficial to constrain
both the row and column sums of the contingency table,
since the Dirichlet-multinomial encoding is already near-
optimal while constraining only the columns.

Appendix C: Choosing and transmitting the

value of the Dirichlet-multinomial parameter

In computing the information costs H(n(g)|qg, αg)

and H(n(gc)|n(c), qg, αg|c) that appear in Eqs. (27)
and (31) we have used the values of the Dirichlet-
multinomial parameters αg and αg|c that minimize those
costs. These values were found by numerical optimiza-
tion, using golden-ratio search in the space of logα with
a starting bracket of α ∈ [10−3, 103]. Since the golden-
ratio method converges exponentially, the complexity of
this calculation grows logarithmically in the desired accu-
racy. In practice we converge to machine precision within
about 50 iterations.
In Figs. 7 and 8 we compared the information costs

of transmitting the group sizes n(g) and the contin-
gency table n(gc) within the Dirichlet-multinomial encod-
ing scheme and the standard (flat) encoding, but we ne-
glected the cost of sending the value of α, which arguably
means the comparison is not entirely fair. Assigning a
cost to the transmission of α is somewhat delicate, since
it is a continuous-valued parameter with a potentially in-
finite number of decimal digits, and hence its complete
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exponents between 2 and 3 [18], and the LFR
model exclusively uses power-law distributions. We
use τ1 = 2.5, with average degree 〈k〉 = 20 and
a maximum degree that scales with graph size
as kmax = n/10.

3. Draw a set of community sizes from a power-
law distribution with exponent τ2. Many networks
also have community sizes that approximately fol-
low a power law, with typical exponents in the
range from 1 to 2 [14, 19–21]. We use τ2 = 1.5
and a minimum community size of smin = 20 in
all cases, while the maximum community size is set
to smax = max(n/10, 100). Empirically, our results
are not very sensitive to the choices of degree and
community size distributions.

4. Assign each node to a community at random
while ensuring that the community chosen is always
large enough to support the added node’s intra-
community degree, given by (1−µ)k where k is the
total degree.

5. Rewire the edges attached to each node while
preserving the node degrees so that the fraction of
edges connected to each node running outside its
community is approximately µ.

The parameter values above are similar to those used for
instance in [22].

2. Community detection algorithms

We perform community detection on the LFR networks
using six well-known algorithms to generate realistic can-
didate labelings c. (We use the implementations found in
the igraph library [23], except for the inference method,
for which we use the graph-tool library [24].)

1. InfoMap: InfoMap is an information theoretic
community detection method that defines a com-
pression algorithm for encoding a random walk on
a network based on the communities that the walk
passes through [25]. Different community labelings
yield different compression efficiencies, as quanti-
fied by the so-called map equation, and the label-
ing with the highest efficiency is considered the best
community division.

2. Modularity maximization: Modularity is a
quality function for community divisions equal to

the fraction of edges within communities minus
the expected such fraction in a randomized ver-
sion of the network. Modularity maximization al-
gorithms work by searching for the division of the
network that maximizes this modularity. Exact
maximization is NP-hard and computationally in-
tractable in most practical situations, but the mod-
ularity can be approximately maximized using var-
ious methods such as the Louvain and Leiden al-
gorithms [26, 27], spectral methods [28], and simu-
lated annealing [29–31].

3. Modularity with enhanced resolution: Stan-
dard modularity maximization is known to suffer
from a “resolution limit”—it cannot detect com-
munities smaller than a certain threshold size [32].
This can be remedied by generalizing the mod-
ularity to include a resolution parameter γ such
that higher values of γ push the algorithm towards
smaller communities [31]. Standard modularity
maximization corresponds to γ = 1, but for com-
parison we also conduct tests with γ = 10 using the
Leiden algorithm.

4. Statistical inference: Community detection can
also be formulated as a statistical inference prob-
lem. In this approach one assumes the network
to have been generated from a randomized model
in which the probabilities of edges depend on the
group membership of the nodes at their ends. Then
finding the communities in a given network be-
comes a question of fitting the model to the network
to find the best set of group assignments. Here we
fit the so-called degree-corrected stochastic block
model [33] to our LFR networks using a Bayesian
method [34].

5. Walktrap: Walktrap is an agglomerative algo-
rithm in which initially separate nodes are com-
bined into progressively larger communities in or-
der from strongest to weakest connections, where
strength is defined in terms of the time for a ran-
dom walk to reach one node from another [35].

6. Labelprop: The label propagation or “labelprop”
algorithm likewise initially places every node in its
own community, then it iteratively updates the la-
bels of randomly chosen nodes by majority vote
among their network neighbors [36].
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[19] R. Guimerà, L. Danon, A. Dı́az-Guilera, F. Giralt, and
A. Arenas, Self-similar community structure in a network
of human interactions. Phys. Rev. E 68, 065103 (2003).

[20] A. Clauset, M. E. J. Newman, and C. Moore, Finding

community structure in very large networks. Phys. Rev.
E 70, 066111 (2004).
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community detection. Proc. Natl. Acad. Sci. USA 104,
36–41 (2007).

[33] B. Karrer and M. E. J. Newman, Stochastic blockmodels
and community structure in networks. Phys. Rev. E 83,
016107 (2011).

[34] T. P. Peixoto, Nonparametric Bayesian inference of the
microcanonical stochastic block model. Phys. Rev. E 95,
012317 (2017).

[35] P. Pons and M. Latapy, Computing communities in large
networks using random walks. In P. Yolum, T. Güngör,
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