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AbstractÐHighly configurable storage solutions such as VAST
DataStore recently have emerged and are now being deployed
in many High Performance Computing facilities. However, these
state-of-the-art storage systems have yet to be evaluated for their
abilities to serve diverse I/O patterns. Indeed, the evaluation
of a new storage system can prove to be challenging, as the
system needs to be tested across different platforms using various
storage system configurations and workloads. To address this,
we test different configurations and deployments of the VAST
DataStore with diverse workloads against GPFS, Lustre, and
NVMe on machines located across different sites. To simulate
diverse workloads, we use the benchmarks IOR and Deep
Learning I/O, and test VAST with scientific, data analytics, and
AI-driven workloads. Our findings conclude that the deployment
of VAST with RDMA can achieve up to 8× higher bandwidths as
compared to TCP-based instances of VAST. Furthermore, VAST
can viably serve applications with low I/O requirements, such as
ResNet-50 trained with small datasets.

I. INTRODUCTION

High-Performance Computing (HPC) workloads are be-

coming increasingly data-intensive, generating large amounts

of data [1] and consisting of individual applications [2].

Traditionally, HPC workloads were dominated by scientific

simulations that conduct bulk synchronous I/O [3]. However,

modern HPC workloads are evolving to include data analytic

applications and AI, which can have different I/O requirements

from the storage system compared to scientific simulations [4].

To respond to such diverse workloads, highly configurable file

systems are starting to gain attention [5]. Examples include

VAST DataStore [6] and UnifyFS [7] which allows users to

configure the data management policy, such as the number of

dedicated I/O servers and the data placement strategy [8].

The performance of traditional parallel file systems such as

Lustre and GPFS [9] has been a subject of extensive scrutiny.

Firstly, the storage systems have been evaluated using diverse

workloads including Deep Learning (DL) and data analytic ap-

plications [10]±[13]. Other efforts have also evaluated different

deployments of these systems across different sites [14]±[16].

These three dimensions; the use of diverse workloads, different

storage system configurations and deployment methods, can

be used to allow for informed decision-making in selecting

storage solutions for specific computing environments. While

extensive evaluations have been conducted for other parallel

file systems, not all three dimensions have been explored for

VAST DataStore.

Fully understanding the performance of a new storage

technology such as VAST is not a trivial task. Firstly, the

anticipated performance output of VAST can be impacted

from differences in the storage system configuration. This

includes, the number of its building components such as

storage servers and Solid-state drives (SSDs) and the use

of different interconnects. The performance implications of

different deployments such as different connection protocols

between the compute nodes of a cluster and VAST file system

need also to be considered during evaluation. Lastly, the

performance of VAST with diverse workloads needs to be

examined to investigate how the file system performs under

various I/O requirements to provide meaningful insights.

To investigate the impact of storage system deployment

methods we explore the performance characteristics of VAST

and compare it against other storage solutions such as GPFS,

Lustre and node-local NVMe on several Livermore Computing

(LC) and Oak Ridge Leadership Computing Facility (OLCF)

machines. We evaluate different storage system configurations

and cluster deployments of VAST by performing scalability

tests and single node tests with synchronization on write. We

use scientific simulations, data analytic and Machine Learning

(ML) applications that are simulated with the IOR benchmark

[17]. Preliminary results of this work are presented in [18]. In

addition, we test VAST using two real-time DL applications;

ResNet50 [19] and Cosmoflow [20] with the Deep Learning

I/O benchmark [21] and conduct an in-depth analysis of the

results using the tracing tool DFTracer [22], [23].

In summary, we have made the following contributions.

• We evaluate different storage system configurations and

deployments of VAST to test the impact of its main

building components and TCP and RDMA protocols on

LC and OLCF clusters.

• We perform an extensive set of experiments using diverse

workloads and analyze the I/O time results for real-time

DL applications to identify bottlenecks.

• We conclude that an RDMA-based instance of VAST

can provide up to 8× higher bandwidths as compared

to TCP-based instances of VAST. Moreover, VAST can

viably serve DL applications with low I/O requirements
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to reduce the contention of parallel file systems such as

GPFS which is more commonly used in the LC clusters.

II. RELATED WORK

Many storage solutions have been evaluated with the use of

benchmarks that can simulate diverse I/O access patterns. Scal-

ability and single-node tests have been conducted for BurstFS

[24], GekkoFS [25], IME [26] and Ceph [11], [13], [27] using

IOR and MDTest [28]. However, none of the aforementioned

works have tested the file system of interest with all groups

of diverse workloads to identify the applications best suited to

the storage system’s performance, as in our work.

Several studies have tested different storage system config-

urations of Lustre [29]±[32]. The file system has been config-

ured with SSDs [32] at the Intel CRT-DC and over Quadrics

[33]. Other works have evaluated different configurations of

GPFS such as GPFS-SNC [34] and GPFS-WAN deployed at

Indiana University [35].

The evaluation of different deployment methods of the same

file system is an aspect that is not popularly explored among

the HPC community. Collectively, studies have tested storage

systems across different sites. For example, evaluation works

of DAOS [36] have been conducted [14]±[16] in the German

Computing Center, Sandia National Laboratory and NEXTGe-

nIO research HPC system [37] where DAOS was compared

against traditional storage solutions such as OrangeFS [38],

BeeGFS and Lustre.

Despite all the aforementioned studies, few are the works

focused on the evaluation of file systems across all dimensions;

using diverse workloads, different storage system configura-

tions and different deployment methods. Notable is the work

by Chowdhury et. al [10] where different deployments of

BeeGFS as a shared and node-local storage and different

storage system configurations by tuning the stripe size in write

bandwidth have been evaluated with IOR, MDTest and real-

time DL applications. In 2021, Glenn K. Lockwood, Alberto

Chiusole and Nicholas J. Wright [39] published an evaluation

work on VAST where the main focus was the effects of the

two different types of SSDs that VAST uses.

III. BACKGROUND

In this section, we briefly discuss the architecture of VAST.

We then discuss the diversity of I/O requirements of different

workloads.

A. VAST DataStore

VAST DataStore is an all-flash storage system. The main

building blocks of VAST are its two types of servers, CNodes

and DNodes. The CNodes are able to access the data, metadata

and system state directly in a shared-everything model, where

everything is stored on NVMe SSDs contained in enclosures

called the DBoxes.

1) The VAST Servers (CNodes): During the boot time, the

CNodes stage all the Storage Class Memory (SCM) SSDs and

hyperscale Quad-level cell (QLC) flash SSDs in the cluster

via NVMe-over-Fabrics (NVMe-oF) or other interconnects.

Therefore, all the I/O requests fall on the CNodes. When a read

request arrives, the CNode accesses the file’s metadata from

the SCM SSD. Each node can complete such read requests

independently and does not need to consult or communicate

with other CNodes.

2) Stateless Containers: The VAST system state is firstly

written into multiple SSDs, then acknowledged and finally

committed and thus the containers (which host the CNodes)

are considered stateless.

3) High Availability Enclosure (DBoxes): Each DBox con-

tains two or more DNodes tasked with directing NVMe-oF

requests from their fabric ports to the enclosure’s SSDs via a

network of PCIe switch chips.

4) Storage Class Memory: VAST uses SCM SSDs as an

intermediate fast layer between the storage backbone and a

global metadata store. In fact, SCMs are known for their ultra-

low latency (in the range of 100 nanoseconds to 30 microsec-

onds for random access) and therefore promise optimization

in write requests.

5) Hyperscale Quad-level Cell Flash: Hyperscale QLC

flashes are used as the backbone of the storage where data

are eventually persisted.

B. Diverse workloads

Scientific workloads have previously been used for the

evaluation of storage systems [11], [40], [41]. Examples of

such workloads include CM1 [42], an atmospheric-simulation

model that generates more than 750 files each of 16 MB in

size, and HACC-I/O [43], an I/O kernel for hardware/hybrid

accelerated cosmology which emaulates checkpoint/restart on

simulation data.

On the other hand, modern high-performance data-analytics

tasks often access data using embarrassingly parallel algo-

rithms [44]. A common I/O pattern in these workloads involves

iteratively traversing data to merge to a solution. Examples

of these workloads are BD-CATS [45], which operates on a

shared HDF5 file using MPI-IO, and KMeans [46], which

reads points from files with divisions based on algorithmic

tasks.

Lastly, ML workloads conduct I/O by consuming different

kinds of large datasets. Some examples of these applications

are linear regression [47] and decision tree [48] models. DL

workloads typically consume tabular data, perform data shuf-

fling and splitting, and leverage Stochastic Gradient Descent

(SGD) [49] for model training. Examples include Cosmoflow

[20], which consumes HDF5 files with a size of 32 MB each,

and Cosmic Tagger with UNet (Cosmic Tagger) [50] which

also uses HDF5 files with h5py APIs and stripes the file in

memory.

All these different types of workloads can have different

I/O requirements and investigating into the performance ad-
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vantages of arising storage solutions such as VAST can lead to

a better mapping between specific workloads and file systems.

IV. TEST METHODOLOGY

In this section, we describe the system configuration and

software tools we use for the experimental evaluation.

A. Hardware

For our experiments we use supercomputers Lassen [51],

Ruby [52], and Quartz [53], all located at Lawrence Livermore

National Laboratory. We have also tested VAST on Wombat

[54] machine located at Oak Ridge National Laboratory. The

specifications of each cluster are described in Table I.

TABLE I: Clusters used for experiments
Node characteristics

Name Nodes CPU GPU RAM Arch Network

Lassen [51] 795 44 4 256 IBM Power9 IB EDR

Ruby [52] 1,512 56 0 192 Intel Xeon Omni-Path

Quartz [53] 3,018 36 0 128 Intel Xeon Omni-Path

Wombat [54] 8 48 2 512 ARM Fujitsu A64fx IB EDR

B. File system Deployments and Configurations

The compute nodes of Lassen are connected with the VAST

CNodes over a single gateway node with a 2×100Gb Ethernet

over a single TCP link, as shown in Figure 1a. On Ruby there

is a 1×40Gb Ethernet link on eight gateway nodes. On Quartz,

there is a 2×1Gb Ethernet link on 32 gateway nodes. The

instance of VAST on the LC clusters consists of ten DNodes

and 16 CNodes that are exposed over the Network File System

(NFS). VAST has five DBoxes and each DBox contains two

DNodes with 22 QLC and 6 SCM SSDs. The CBoxes and

DBoxes are connected with the use of EDR InfiniBand with

NVMe-oF protocol.

GPFS on Lassen consists of 16 PowerPC64 storage nodes

with 1.4PB Network Shared Disk (NSD) each using GPFS

RAID interconnected with InfiniBand. A high-level architec-

ture of GPFS on Lassen can be found on Figure 1b. Lustre

consists of 16 Metadata Servers (MDSs) with six Serial At-

tached SCSI (SAS) SSD Zettabyte File System (ZFS) mirrors,

36 Object Storage Server (OSSs) with 80 SAS Hard-Disk

Drive (HDD) raidz2 groups, leveraging an EDR InfiniBand

SAN with 100Gb OmniPath.

VAST on Wombat is deployed using RDMA with

nconnect=16 and multipathing enabled. VAST on

Wombat consists of eight DNodes, which are BlueField DPUs,

and eight CNodes, which are exposed over the NFS. There

are 11 SSDs and four NVRAMs hosted by a pair of DPUs of

VAST. The CBoxes and DBoxes are connected via 2×50Gbps

Ethernet links through NVMe-oF and RDMA over Converged

Ethernet (RoCE).

The NVMe used to compare VAST with on Wombat is

the local storage physically attached to the compute nodes

of Wombat. A mount point to each node is available for

interacting with the NVMe of each node. The NVMe consists

of three Samsung 970 PRO SSDs on each compute node,

connected via PCIe Gen3x4.

C. Software tools and diverse workloads

In our experiments, we used I/O benchmarks, namely,

the IOR and DLIO benchmarks. This section describes the

workloads and the benchmark configurations for our tests.

1) Interleaved-Or-Random (IOR): We use IOR-4.1.0 to

measure the I/O bandwidth. Sequential write requests were

used to simulate scientific applications, sequential reads were

used for data analytic applications and random read requests

for ML algorithms [10]. We chose to evaluate the file systems

using POSIX API since it is a lower-level pattern that is used

for initially profiling storage subsystems and N-N (file-per-

process) as it is a common pattern seen in most applications

[40], instead of N-1 (shared-file) as the contention, file locking

and metadata overhead it introduces can make the isolation

of the storage system behavior challenging. In an attempt to

minimize client read caches, a different client read the requests

than the one who generated the writes.

2) Deep Learning I/O (DLIO): We use DLIO-1.1.0 that

aims to emulate the I/O behavior of DL applications. With

the use of the benchmark, we tested VAST against GPFS on

Lassen with the DL applications ResNet50 with weak scaling

and Cosmoflow with strong scaling due to the larger size of

this application’s dataset. For our I/O time result analysis we

used the DLIO Profiler tool.

Our experiments are not performed in an isolated envi-

ronment and all file systems, including VAST, are shared

(typically GPFS and Lustre are more commonly used and

they might experience contention effects). To test performance

consistency in the shared environment we repeated our tests

10 times.

V. I/O CHARACTERIZATION OF VAST

This section presents the evaluation results after testing

different configurations and deployment methods of VAST

against GPFS, Lustre and node-local NVMe storage with

diverse workloads simulated with IOR. We first test VAST’s

scalability on full nodes (44 processes per node on Lassen

and 48 processes per node on Wombat) by scaling up to 128

nodes on Lassen and all eight nodes of Wombat. This scale

allows us to draw conclusions without wasting resources and

node-hours as the I/O pattern stays the same. The scalability

results presented using node-local NVMe were conducted by

copying the data from the writing node to reading nodes using

round-robin (to avoid caching) as NVMe SSDs cannot access

data from a remote node directly. Operating System cache

write-back is allowed on this test to replicate a realistic user

scenario. To prevent process-local caching in reads, we use

task reordering, where we offset tasks issued by the processes

by number of processes per node. In addition, we have kept

the total size of I/O large enough, at approximately 120 GB

per node, in order to outgrow the block size of GPFS’s and

Lustre’s cache to avoid misleading results. To achieve this, we

set the segment number to 3,000 and the block and transfer

size to 1 MB.

We also conduct a single client test, where we scale

the number of processes to 32 on Lassen, Quartz, Ruby
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Fig. 1: The differences between VAST and GPFS on Lassen.
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Fig. 2: Scalability test results for scientific simulations, data

analytics and ML applications.

and Wombat and utilized synchronization on writes. Write

synchronization or fsync flushes the file to the storage

server’s device after each write. Our purpose is to test the

raw performance of the file systems. Because I/O bottlenecks

were easily detectable using single node tests for Quartz and

Ruby, we did not use these machines for scalability tests.

A. Performance evaluation of scientific applications

A common practice when testing a file system is to first test

the access pattern of sequential accesses, as many real-world

scientific applications follow this data access pattern [42], [55].

The scalability results on VAST against GPFS and NVMe for

scientific simulations are provided in Figure 2.

As seen from Figure 2a, VAST does not scale linearly on

Lassen as opposed to GPFS. The bandwidth for VAST is

similar to the maximum available bandwidth on the network.

This observation leads us to believe that there is a network

bottleneck relevant to VAST’s deployment on Lassen, where

the CNodes (that are NFS servers) communicate with the

compute nodes over a single TCP link. In contrast, VAST

on Wombat (Figure 2b) performs better than on Lassen,

leveraging the RDMA link with the compute nodes. However,

its scalability is still limited, probably due to the 2×50Gb

Ethernet links used to connect its CNodes and DNodes. As

this is a difficult hypothesis to prove we plan on deploying a

custom VAST configuration on cloud-like resources, such as

Chameleon Cloud to test this.

The single node results on VAST against GPFS, Lustre

and NVMe for scientific simulations are depicted in Figure

3. Lustre behaves similarly on Quartz and Ruby (Figure 3b-

3c) with almost linear increase in bandwidth, while VAST on

Quartz and Ruby (Figure 3b-3c) shows weak performance.

The main reason for this is the network bottleneck created

by these clusters’ small Ethernet links with the gateway

nodes described in section IV. On the contrary, the results

of VAST on Lassen shown in Figure 3a are promising, due

to the better deployment of VAST on Lassen as compared

to Ruby and Quartz. VAST performs almost 5× better for a

single node on Wombat than the NVMe (Figure 3d). That

is because VAST can leverage its configuration with RDMA,

multipath and nconnect to its advantage, resolving the

network challenge with the compute node communication.

This time, its maximum performance is reached at 5.8 GB/s

when using 32 processes per node where its saturation point

lies.

B. Performance evaluation of data analytic applications

As most data analytic applications require high read avail-

ability, we have evaluated VAST’s ability to handle sequential

read requests. The scalability results can be found in Figure

2.

As shown in Figure 2a, GPFS on Lassen demonstrates

high bandwidths for sequential read accesses, reaching its

maximum for 32 nodes where it saturates. Sequential read

bandwidths on VAST are higher than sequential writes, as dur-

ing write operations the CNodes are burdened with similarity-

based data arrangement and compression which does not

happen during reads [6]. However, because most of these

requests are served by GPFS’ caches, VAST continues to

perform poorly in comparison. Here, it is worth mentioning

that the instance of GPFS is much larger on Lassen (total

capacity of 24 PB) compared to VAST (total capacity of 5.2

PB), with multiple levels of caches and several disks that

make it an ideal HPC file system. Moreover, the network
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Fig. 3: Single node test with fsync results for scientific simulations and data analytics.

bottleneck due to the deployment of VAST on Lassen with

the use of NFS and a single TCP link for the connection

of VAST with Lassen’s compute nodes is a limiting factor

for its performance. VAST’s performance appears improved

on Wombat (Figure 2b) leveraging RDMA, multipathing

and nconnect which allow the use of multiple network links

between client and server and parallel data transfers despite

the use of NFS. Interestingly, VAST is able to outperform the

NVMe in smaller scales. However, its scalability is still limited

in this design, as mentioned before.

The single node results on VAST against GPFS, Lustre and

NVMe for data analytics are depicted in Figure 3. Lustre’s

bandwidth for data analytics in Figure 3b-3c seems to grow

exponentially as the request size grows and the number

of processes increases. Similarly to the scientific workload

results, VAST performs better on Lassen (Figure 3a), as

compared to Ruby and Quartz for data analytics. This results

from the faster Ethernet link (2×100Gb of Ethernet on the

single gateway node) used to connect VAST with the compute

nodes on Lassen compared to the rest of the clusters (section

IV:A). VAST is able to outperform GPFS leveraging the SSDs

in its design. The performance of VAST seems even more

improved on Wombat (Figure 3b), where for 32 processes

per node it serves approximately 26.6 GB/s outperforming

the NVMe by leveraging the DNode caches as well as the

RDMA deployment. It is not uncommon for file systems to

outperform node-local solutions as many times they parallelize

requests better [56].

C. Performance evaluation of machine learning applications

The most common applications that use random file access

are out-of-core sorting and data processing in database-like

files where the offset indicates the location of each entry.

Since such types of applications would not require fsync

for consistency, we have decided to benchmark by only

performing scalability tests. We present the scalability results

in Figure 2.

The performance of VAST on Lassen for ML applications

(Figure 2a) is similar to that of data analytics. The abrupt

stagnation of VAST after 32 nodes further highlights the net-

work bottleneck while GPFS increases exponentially without

saturating all 128 nodes. VAST on Wombat (Figure 2b) is

able to outperform the NVMe on small scales, following the

same trend as that of data analytics. Despite having a smaller

number of CNodes and DNodes hosting fewer SSDs, VAST is

able to achieve acceptable bandwidths. The use of the DNode

caches and the use of RDMA in its deployment allow VAST

to reach a global maximum bandwidth of 22.5GB/s with just

four nodes. However, VAST saturates on eight nodes, likely

due to its configuration with eight CNodes on Wombat.

Interestingly, GPFS demonstrates significantly lower band-

widths for random reads compared to sequential reads (Figure

2a). This is expected as its caching mechanisms are optimized

for sequential reads where the spatial locality can be exploited,

but get thrashed more in random access patterns. However, the

same does not occur for VAST, where read bandwidths remain

almost the same for the two access patterns, as seen in Figure

2b.

VI. PERFORMANCE EVALUATION OF DEEP LEARNING

APPLICATIONS

To test VAST in a real-time environment against other

storage solutions, we decided to evaluate VAST against GPFS

with the use of the DLIO benchmark using two deep learning

applications, ResNet-50 and Cosmoflow, on the Lassen super-

computer. Testing on Lassen allows us to have a large enough

node scale to test the full potential of the file systems. The

two applications we chose have key differences and satisfy

different user cases.

A. Deep learning application runtime analysis and profiling

DL applications train large datasets in epochs, processing

data in batches to avoid biased learning and to optimize system

utilization. Data loaders, such as TensorFlow [57], create a task

graph to fetch these batches from storage to memory before the

training begins. This process ensures that the required batch is

readily available before the computation begins and happens

with the use of system calls that are translated into ªeventsº.

However, these read events can introduce overhead to the

application runtime as they need to stall the GPU from

proceeding with the computations to read the next batch.

Therefore, AI workloads allow the input pipeline to execute
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asynchronously in conjunction with the compute to minimize

GPU stalls. As a result, part of the I/O overhead can be hidden

as it overlaps with the computation time of the application and

the runtime can be sub-categorized into three main groups:

the I/O that does not overlap with the computation (called the

non-overlapping I/O), the I/O time which happens in parallel

with the computation (called the overlapping I/O) and the time

which is dedicated only in computing. In our experiments,

97% of the overall application runtime consists of only GPU

computation, however, I/O is still not completely hidden. as

data need to be fetched before the computation begins. For

this work, we have decided to exclude the compute time from

our results in order to focus on the I/O aspect.

To further understand the time analysis results, we divide

the throughput presented for the two applications into two

categories: the application throughput and the system through-

put. The application only has the ability to perceive as I/O,

the time that the application actually stalls its computation

and, therefore, depends only on the non-overlapping I/O. In

contrast, the system throughput depends on the total I/O time

as the system resources are occupied to read the input.

We used the DLIO benchmark to simulate the two appli-

cations, ResNet50 and Cosmoflow. First, we generate a real

dataset that we can customize and scale depending on the

number of nodes used for testing, and we then train it while

using a different set of nodes to read the dataset than the

one that generated it to avoid Operating System write-back

caching. The profiling was performed using the DFTracer,

which captures system-level calls and stores them into log

trace files which consist of ªreadº and ªcomputeº events.

In the next subsections, we present the applications used

and the time analysis results where we focus on the I/O time.

B. ResNet-50

ResNet50 is an application commonly used for JPEG image

classification and is a supervised machine learning model

consisting of 50 deep convolution neural network layers. For

this work, we have used the one batch-sized PyTorch [50]

version of ResNet-50 created by DLIO where the whole

dataset consists of 1024 JPEG samples, each of size 150 KB.

We performed a weak scaling test by increasing the number

of nodes to 32 and trained the dataset for one full epoch.

This scale allows us to identify curve trends while being large

enough to train the model in just a few minutes.

We present the I/O time analysis results in Figure 4a. As

demonstrated in our previous results with IOR in section

V, the I/O performance of VAST on Lassen is throttled by

its deployment, which reduces the overall I/O throughput

achieved by the DL workload and results in increased I/O time.

In addition, due to the smaller size of this dataset, we expect

that the requests are majorly served by GPFS’s caches, which

have proved from our initial testing in section V to perform

better than VAST’s SSDs. However, despite the fact that VAST

spends more time on I/O than GPFS, most of it overlaps with

the computation. From figures 5a-5b, we can observe that

although the system throughput looks very different for the
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Fig. 5: ResNet-50 Throughput.

two file systems, the throughput that the application perceives

is only slightly higher for GPFS compared to that of VAST,

with the difference becoming more apparent only for larger

scales.

C. Cosmoflow

Cosmoflow is a TensorFlow [57] application used for study-

ing the features in the distribution of dark matter. For this

work, we use a version of Cosmoflow, which consists of 1024

TFRecord samples, and the transfer size for the I/O requests

remains constant at 256 KB throughout the training process.

To run the application, we use four full epochs and batch size

one. There are eight threads per process for computation and

four threads for the I/O data pipeline. The smaller number of

I/O threads in Cosmoflow can provide a contrasting scenario

to ResNet50 and demonstarte the file system capabilities under

limited resources.

We present the I/O time analysis results in Figure 4b.

Cosmoflow trains a larger dataset for four epochs and therefore

spends minutes in I/O, as compared to ResNet-50 which

spends seconds. Consequently, the non-overlapping I/O in

Cosmoflow is dramatically increased for VAST, as many

dataset samples do not allow the I/O to be hidden from the

compute time.

Unsurprisingly, GPFS serves Cosmoflow better than VAST

(Figure 6a). A reason behind this big difference in throughput

for the two file systems could be the use of only four threads

in this version of Cosmoflow as opposed to ResNet-50 where
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eight threads were responsible for the I/O pipeline. The system

throughput of VAST (Figure 6b) is also lower than that of

GPFS which confirms our initial findings in section V.

VII. CONCLUSION AND MAIN TAKEAWAYS

With this work, we aim to overcome the challenges of

testing new storage systems and provide a useful guide for

the HPC community to follow when benchmarking emerging

storage solutions. For our future work, we wish to help Liver-

more Computing administrators improve the interconnection

used with VAST and perform further testing.

Our final takeaways from this work are summarized as

follows:

• Takeaway for application users: VAST can viably

serve workloads with low I/O requirements to reduce

the contention effect of GPFS, which all users on the

Livermore Computing clusters more commonly use. An

example of such an application is ResNet-50, which has

a small dataset and runs for a limited number of epochs.

• Takeaway for system administrator: An RDMA-

based deployment of VAST, with multipathing and

nconnect is expected to provide up to 8x higher band-

widths per node as compared to TCP-based deployments

of VAST when using the Network File System. The

anticipated bandwidths for RDMA-deployed VAST are

approximately 8 GB/s per node for write and read, while

the TCP-deployed VAST can serve around 1 GB/s per

node and lacks scalability.

• Takeaway for I/O researchers: The use of SCM/QLC

SSDs on the VAST DNodes re-configures the data ac-

cording to access patterns and allows for comparable

results between sequential and random accesses as com-

pared to the HDD-configuration of GPFS on Lassen

(Figure 2b). GPFS can serve approximately 14.5 GB/s

per node for sequential reads but experiences a 90%

performance drop, providing 1.4 GB/s for random reads.

In contrast, RDMA-based VAST stays consistent, with

its expected bandwidths being 9 GB/s and 7 GB/s for

sequential reads and random reads, respectively.
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