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Abstract

Reward models (RM) capture the values and
preferences of humans and play a central role in
Reinforcement Learning with Human Feedback
(RLHF) to align pretrained large language mod-
els (LLMs). Traditionally, training these mod-
els relies on extensive human-annotated prefer-
ence data, which poses significant challenges
in terms of scalability and cost. To overcome
these limitations, we propose Semi-Supervised
Reward Modeling (SSRM), an approach that
enhances RM training using unlabeled data.
Given an unlabeled dataset, SSRM involves
three key iterative steps: pseudo-labeling unla-
beled examples, selecting high-confidence ex-
amples through a confidence threshold, and
supervised finetuning on the refined dataset.
Across extensive experiments on various model
configurations, we demonstrate that SSRM
significantly improves reward models without
incurring additional labeling costs. Notably,
SSRM can achieve performance comparable
to models trained entirely on labeled data of
equivalent volumes. Overall, SSRM substan-
tially reduces the dependency on large volumes
of human-annotated data, thereby decreasing
the overall cost and time involved in training
effective reward models.1

1 Introduction

Reinforcement Learning from Human Feedback
(RLHF) (Christiano et al., 2017; Ziegler et al.,
2019; Ouyang et al., 2022; Bai et al., 2022b) is
central to the advancement of large language mod-
els (LLMs), including GPT-4 (Achiam et al., 2023)
and Claude (Bai et al., 2022a). In RLHF, a re-
ward model is trained to capture common human
values and preferences by learning from pairwise
preference data. Subsequently, language models
are refined based on the reward signal to ensure

→Equal contribution.
1Our code is available at https://github.com/

RLHFlow/RLHF-Reward-Modeling/tree/main/pair-pm.

that their actions are aligned with human prefer-
ences. This enables language models to perform
complex tasks with intricate and challenging ob-
jectives, including mathematical reasoning (Wei
et al., 2022; Lewkowycz et al., 2022), code genera-
tion (Chen et al., 2021; Li et al., 2022), summariza-
tion (Ouyang et al., 2022), among others.

While the resulting aligned language models
produced by RLHF receive considerable attention,
the importance of reward models is often over-
looked. The accuracy of reward models in cap-
turing human preferences is crucial for the effec-
tiveness of RLHF. Moreover, beyond the applica-
tion in RLHF, the ability to annotate preferences
for prompt-response data enables reward models to
serve as a valuable tool for a broader range of align-
ment approaches, including Rejection Sampling
Finetuning (RSF) (Dong et al., 2023; Gulcehre
et al., 2023; Yuan et al., 2024b) and Direct Prefer-
ence Optimization (DPO) (Rafailov et al., 2024).

However, training reward models necessitates a
significant volume of human-annotated preference
data. Furthermore, in real-world applications, it is
typical to encounter examples that deviate from the
predefined training domains, and it is impractical
to gather annotated preference data for every con-
ceivable domain, presenting a significant barrier to
the deployment of reward models. This challenge
underscores the need to explore methods for en-
hancing reward models without relying extensively
on large datasets of human-annotated preferences.

To enhance the efficiency of data utilization in re-
ward model training, we propose Semi-Supervised
Reward Modeling (SSRM), which efficiently uti-
lizes unlabelled data to improve reward models.
Our methodology stems from seminal works in
the field of boosting (Schapire, 1990; Freund,
1995) and semi-supervised learning (Seeger, 2000;
Grandvalet and Bengio, 2004), which aims at con-
verting weak models to strong models with min-
imal requirement of labeled data. Given a pre-
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Example preference annotation
Prompt-responses triplets:
[CONTEXT] How do you become a social 
worker?\n [RESPONSE A] Do you have any 
previous experience or training? 
[RESPONSE B] A social worker helps 
disadvantaged people in our society. Some 
people become social workers by studying 
social work at university. Another way is 
to study a related area at university, 
and then do an apprenticeship in a 
relevant field. 
Reward model response: B 

Figure 1: Semi-Supervised Reward Modeling (SSRM) enhances the ability of a language model to predict pref-
erences using both labeled and unlabeled data. Given a pretrained model ωpre

ω , a small labeled dataset Dl and a
large unlabeled dataset Du, we first perform supervised reward modeling (SRM) on Dl to obtain the SRM model
ω0
ω . Then, at each step t, we perform three steps: (i) Pseudo-labeling: assign pseudo-labels to examples in Du. (ii)

Confidence thresholding: given a prompt x and two responses a1, a2, if the prediction confidence exceeds a preset
threshold, append it to the labeled dataset to obtain Dt. (iii) SRM on augmented data: finetune the model on Dt.

trained language model and an unlabeled dataset
with prompt-response pairs, SSRM iteratively ex-
ecutes the following steps: (i) Pseudo-labeling:
assign pseudo-labels to the unlabeled examples
based on their predicted preferences, (ii) Confi-
dence thresholding: employ confidence threshold
to selectively retain examples where the model ex-
hibits high certainty in its predictions, (iii) Super-
vised reward-modeling (SRM): finetune on the fil-
tered subset of data to enhance the reward model.

Through extensive experiments on various lan-
guage models with parameter counts ranging from
0.4B to 8B, we demonstrate that SSRM effec-
tively improves the performance of reward mod-
els without additional labeling costs. Notably, our
findings reveal that reward models trained using
SSRM exhibit performance closely approaching
models trained entirely through traditional super-
vised methods on equivalent volumes of data. This
underscores the efficacy of SSRM in utilizing un-
labeled data to mirror the learning gains typically
achieved only with labeled datasets.

2 Semi-Supervised Reward Modeling

Semi-supervised reward modeling (SSRM) utilizes
a small amount of labeled data and a large amount
of unlabeled data to efficiently enhance the capabil-
ities of reward models. In Section 2.1, we introduce

Algorithm 1 Semi-Supervised Reward Modeling

1: Input: a pretrained model ωpre
ω , a labeled

dataset Dl = {(x(i), a(i)1 , a(i)2 , y(i))}mi=1, an
unlabeled dataset Du = {(x(i), a(i)1 , a(i)2 )}ni=1,
confidence threshold s, iteration number T

2: Output: improved reward model ωT
ω

3: // Initial SRM
4: ω0

ω → Update(ωpre
ω , εSRM, Dl)

5: for t = 1, 2, · · · , T ↑ 1 do
6: Initialize Dt = Dl

7: for i = 1, 2 · · · , n do
8: // Pseudo label
9: ŷ(i) = argmaxy ω

t
ω

(
y|x(i), a(i)1 , a(i)2

)

10: // Confidence threshold
11: if ωt

ω

(
ŷ(i)|T

(
x(i), a(i)1 , a(i)2

))
↓ s then

12: Dt → Dt ↔ {(x(i), a(i)1 , a(i)2 , ŷ(i))}
13: end if
14: end for
15: ωt+1

ω → Update(ωt
ω, εSRM, Dt)

16: end for

reward modeling and our training recipe. In Sec-
tion 2.2, we detail the self-training procedure in the
context of reward modeling.

7366



2.1 Reward Model
Reward modeling aims to encode human values
by predicting the preference of a pair of responses
given the same prompt. For reward models, two
prominent types are widely recognized: Bradley-
Terry models (Bradley and Terry, 1952) and prefer-
ence models. Preference models have the flexibility
to provide a more generalizable approach for cap-
turing preferences as compared to Bradley-Terry
models (Munos et al., 2023). Furthermore, they
can be trained in a more computationally efficient
manner. Consequently, we focus on preference
models and employ them in our framework.

A preference model takes a prompt x and two
responses a1, a2 as inputs and predicts the pref-
erence score P (a1 ↗ a2|x), indicating the pref-
erence of response a1 over response a2 given x.
In the implementation, we adopt the methodology
described by Zhao et al. (2023), which casts prefer-
ence modeling as an instruction following task by
leveraging the capabilities of LLMs for next-token
prediction. Each preference pair takes the form
(x, a1, a2, y), where y ↘ {A,B} denotes whether
the first or the second response is more preferable.
The instruction template T(x, a1, a2) is formatted
as [CONTEXT]{x}[RESPONSE A]{a1}[RESPONSE
B]{a2}, and the target is the index for the pre-
ferred response (example shown in Figure 1). To
mitigate the positional bias, i.e., the tendency for
the ordering of responses to influence preference,
we randomize their order during data preparation.
To differentiate from supervised finetuning (SFT),
which refers to finetuning for general instruction
following, we term supervised finetuning on pref-
erence data as supervised reward modeling (SRM).
At the end, we use SRM to train the reward model

εSRM(ωω) = ↑E(x,a1,a2,y)[log ωω(y|T(x, a1, a2))].

During inference, we directly use the probability of
decoding the correct label, i.e., ωω(y|T(x, a1, a2)),
as the preference score.

2.2 Iterative Self-Training
Training reward models requires pairwise data an-
notated with preference, consuming significant hu-
man efforts and resources. On the other hand, un-
labeled data is easily accessible as language mod-
els can generate diverse responses given prompts.
Therefore, to reduce the labeling cost for preference
learning, we propose to utilize self-training (Grand-
valet and Bengio, 2004; Lee et al., 2013). Specifi-
cally, we leverage confident predictions of a model

to produce pseudo-labels for the unlabeled data
and train on this augmented dataset iteratively. In
the context of reward modeling, a labeled dataset
takes the form Dl = {(x(i), a(i)1 , a(i)2 , y(i))}mi=1,
and an unlabeled dataset takes the form Du =
{(x(i), a(i)1 , a(i)2 )}ni=1. Typically, the volume of un-
labeled data vastly exceeds that of labeled data
(n ≃ m), providing a rich resource for augment-
ing the training dataset through self-training. The
detailed steps of applying self-training in reward
modeling are as follows.

Supervised training Initially, we train a reward
model on the labeled dataset Dl using SRM men-
tioned in the previous section

ω0
ω = argmax

ω

m∑

i=1

log ωω
(
y(i)|T

(
x(i), a(i)1 , a(i)2

))
.

This supervised model serves as a starting point
of the self-training pipeline. The subsequent steps
update upon this supervised model iteratively.

Pseudo-labeling At each iteration t, we assign
pseudo-labels to unlabeled data in Du based on the
model predictions. For each data point in Du, we
select the response with the higher preference score
as the pseudo-label

ŷ(i) = argmax
y

ωt
ω

(
y|x(i), a(i)1 , a(i)2

)
.

Here, we employ hard labeling: we pseudo-label
data points in a binary way, instead of a probabilis-
tic label based on the output logits.

Confidence thresholding After pseudo-labeling,
it is crucial not to directly use the entirety of
pseudo-labeled data for self-training, as doing so
will result in a final model with identical perfor-
mance as the initial model (Chapelle et al., 2006).
Thus, we only select those data where the model
exhibits high confidence. In the context of reward
modeling, we compute the confidence based on the
preference score of the assigned pseudo-label

max
y

ωt
ω

(
y|T

(
x(i), a(i)1 , a(i)2

))
.

For a preset confidence threshold s, we only re-
tain the pseudo-labeled data with confidence above
the threshold, which are then combined with the
labeled data to form the new training set for the
current iteration, denoted as Dt.
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Model update Following the dataset construc-
tion, we perform another round of SRM on Dt to
get the updated model.

These steps are repeated for a preset number of
iterations, with the entire procedure detailed in Al-
gorithm 1. This approach efficiently leverages unla-
beled data, reducing reliance on expensive labeled
datasets and iteratively enhancing the model’s
performance in predicting human preferences.

3 Experiments

Our experiments are designed to evaluate the scal-
ability and efficiency of SSRM across a spectrum
of model sizes and configurations. We use a confi-
dence threshold of 0.8, and more implementation
details can be found in Appendix A.

3.1 Setup
Models We utilize three models to ensure a
comprehensive assessment: PairRM (Jiang et al.,
2023), Gemma-2B-it (Team et al., 2024) and
Llama3-8b-it (Meta, 2024), with 0.4B, 2B and
8B parameters respectively. Note that PairRM is
an encoder-based model specifically designed for
reward modeling, so we follow the training method-
ology in Jiang et al. (2023) instead of training
it through the mentioned SRM approach in Sec-
tion 2.1, which is only applicable for language
models with generation capabilities.

Datasets To fit the specific formatting require-
ments of the models, we use two datasets for train-
ing. For experiments involving Gemma-2B and
Llama3-8B, we follow Dong et al. (2024) to use
a mixture of 8 open-source datasets for reward
model training: HH-RLHF (Bai et al., 2022a),
SHP (Ethayarajh et al., 2022), HelpSteer (Wang
et al., 2023), PKU-SafeRLHF (Ji et al., 2024), Ul-
traFeedback (Cui et al., 2023), UltraInteract (Yuan
et al., 2024a), Distilabel-Capybara (Daniele and
Suphavadeeprasit, 2023) and Distilabel-Orca (Lian
et al., 2023). Collectively, these datasets provide a
rich and diverse corpus of 700K prompt-response
triplets. Initially, these datasets come with ground-
truth labels, but in our semi-supervised learning
setup, we utilize only a tiny portion of the labels for
the initial stages of supervised training (SRM) as
described in Section 2.2. The remainder of the data,
which constitutes the majority, is used unlabeled.

For experiments involving PairRM, we use the
OpenHermesPreferences dataset (Huang et al.,
2024), which contains 990k prompt-response

Model # Data for SRM

Gemma-2B-it 175K
Llama3-8B-it 43.75K

PairRM 0

Table 1: Number of labeled data used for SRM.

triplets. This dataset is selected due to its com-
patibility with the specific data formatting require-
ments of PairRM, ensuring optimal training and
performance evaluation conditions. We use the
dataset in a purely unsupervised manner.

Data Splitting We detail our approach to
partitioning the datasets into labeled and unla-
beled segments for training (summarized in Ta-
ble 1). Both Gemma-2B-it and Llama3-8B-it are
general-purpose language models that have not
been tuned on preference datasets, so we first per-
form supervised training on a small labeled subset
of the preference dataset. Specifically, we train
Gemma-2B-it on one-fourth of the dataset, and
train Llama3-8B-it on one-sixteenth of the dataset.
This distinction in the volume of data used for ini-
tial training reflects their inherent differences in
model capabilities and processing capacity. For in-
stance, training Llama3-8B-it with a larger share
of the dataset (such as one-fourth) tends to lead to
an oversaturation of its learning capacity, thereby
leaving minimal room for potential gains from sub-
sequent exposure to unlabeled data (more detailed
discussion in Appendix A). This SRM process with
limited labeled data aims to equip the models with
a basic understanding of preference learning, en-
suring that the pseudo-labeling conducted in the
initial iteration of SSRM has reasonable accuracy.

Conversely, PairRM operates differently. As an
encoder-based model explicitly developed for re-
ward modeling, PairRM is already equipped with
advanced capabilities for preference prediction.
Therefore, we exempt it from additional supervised
training on preference data, skipping the SRM step
described in Section 2.1. Instead, PairRM is em-
ployed directly in our SSRM setup for pseudo-
labeling, leveraging its innate abilities to process
and evaluate preference data effectively.

Evaluation The efficacy of our reward models
is assessed using RewardBench (Lambert et al.,
2024), a comprehensive evaluation benchmark for
reward modeling. This benchmark consists of
2,985 prompt-chosen-rejected triplets, which en-
compass a range of critical evaluation criteria such
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Chat Chat Hard Safety Reasoning Average # Data (Pseudo-labeled portion)

Gemma-2B-it 52.51 50.00 42.36 48.50 48.34 0 (0)
Partial SRM 90.78 35.96 31.38 51.61 52.44 175K (0)

SSRM [t=1] 95.25 37.06 47.70 41.37 55.34 310K (43.5%)
SSRM [t=2] 94.41 37.06 49.39 68.10 62.24 406.3K (56.9%)
SSRM [t=3] 94.41 35.65 53.79 66.33 62.54 402.7K (56.5%)

Full SRM 94.97 37.50 61.76 68.81 65.76 770K (0)

Table 2: RewardBench evaluation for Gemma-2B models. We start with SRM on one-fourth of the dataset. The
overall performance substantially improves through SSRM, where the drop in Chat Hard results from its conflict
with Chat. Notably, the SSRM performance approaches that of the model trained in a purely supervised manner.

as instruction following, reasoning, and safety.
Specifically, it incorporates common LLM eval-
uation benchmarks formatted for reward model as-
sessment, including MT-Bench (Zheng et al., 2024),
AlpacaEval (Li et al., 2023) and HumanEval (Chen
et al., 2021). The primary metric of evaluation is
the accuracy of predicting the chosen response. Per-
formance on RewardBench serves as a strong and
direct indicator of the reward model’s capability to
align policy language models effectively.

3.2 Benchmark Evaluation
Gemma-2B We report the RewardBench evalua-
tion on Gemma-2B in Table 2. Initially, the out-of-
the-box performance of Gemma-2B-it, detailed in
the first row of the table, serves as a baseline that
reveals the model’s rudimentary capabilities as a
reward model. At this stage, its performance across
all four categories closely resembles random guess-
ing, indicating significant room for improvement.
The second row represents the model trained with
only a quarter of the labeled data, which shows
marginal improvements. This underscores the chal-
lenges in significantly enhancing the performance
of preference learning with limited labeled data.

As detailed in the subsequent rows, we apply the
SSRM process described in Algorithm 1 for three
iterations. Throughout these iterations, we observe
a consistent improvement in performance, with the
most significant gains occurring between the first
and second iterations. This notable enhancement
highlights the benefits of the iterative self-training
approach. Note that the performance plateaus
after the second iteration, as indicated by the
similar metrics in the t = 2 and t = 3 rows. This
suggests that once the learning capacity of the
model is saturated, additional iterations may not
yield further substantial gains.

We note a decrease in performance within the
Chat Hard category, which can be attributed to the

inherent biases in different chat categories. As ob-
served in Dong et al. (2024); Wang et al. (2024),
the Chat category is verbosity biased and the Chat
Hard category is simplicity biased, each favoring re-
sponses of different lengths. These biases establish
a competitive dynamic where improvements in one
category can inadvertently lead to declines in the
other. This relationship accounts for the observed
drop in Chat Hard performance, but we see signif-
icant gains in the Chat category. The conflict of
these biases is particularly pronounced in smaller
models, where the limited model capacity must bal-
ance the conflicting tasks, exacerbating trade-offs.
Conversely, in larger models like Llama3-8B, this
conflict tends to be less obvious.

The final row reports the oracle performance of
the full SRM Gemma-2B-it on the complete dataset
with ground-truth labels. The model with SSRM
achieves performance metrics closely approaching
those of the full SRM model, despite using only
one-fourth of the labeled data. This efficiency is
significant, highlighting SSRM’s effectiveness in
leveraging pseudo-labels to enhance model perfor-
mance without extensive reliance on labeled data.

We also report the number of training data used
in each SSRM iteration in the last column. The
proportion of pseudo-labels shows an increasing
trend, illustrating the model’s growing confidence
in its predictions, which allows it to self-train on an
expanding pool of data. A more detailed discussion
on prediction confidence is presented in Section 3.4.
We report the number of data used for subsequent
models in Appendix A due to space limit.

Llama3-8B We report the results on Llama3-8B
in Table 3. With only one-sixteenth of the full
dataset, the partial SRM performance already gets
a noticeable boost. This substantial early gain,
compared to the marginal improvements seen with
Gemma-2B under similar conditions, underscores
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Chat Chat hard Safety Reasoning Average

Llama3-8B-it 44.69 53.29 59.15 50.82 51.99
Partial SRM 96.09 40.79 62.37 76.11 68.83

SSRM [t=1] 97.77 52.85 74.04 91.25 78.98
SSRM [t=2] 96.65 64.04 83.42 87.03 82.78
SSRM [t=3] 98.32 59.21 85.68 93.57 84.19

Full SRM 98.60 65.35 88.81 92.07 86.21

Table 3: RewardBench evaluation for Llama3-8B mod-
els. We start with SRM on one-sixteenth of the dataset.
SSRM significantly improves the performance in all cat-
egories. Different from Gemma-2B, both Chat and Chat
hard improve as a result of larger model capacity.

Chat Chat hard Safety Reasoning Average

PairRM 90.22 53.29 39.80 48.80 58.03

SSRM [t=1] 93.02 43.20 84.10 54.44 68.69
SSRM [t=2] 92.45 38.38 86.51 58.56 68.98
SSRM [t=3] 91.51 42.98 88.91 57.09 70.12

Table 4: RewardBench evaluation for PairRM models.
No SRM step is performed as PairRM is a reward model.
SSRM consistently enhances the model, showing its
effectiveness for small encoder-based models.

the greater potential of models with larger parame-
ter counts to leverage limited data effectively.

After applying SSRM, the performance of the
model continues to improve. The improvement
is particularly significant at the first iteration of
SSRM, which indicates substantial gains from in-
corporating the self-training approach. As SSRM
progresses through additional iterations, we ob-
serve further performance improvements, with no-
table advancements in categories like Safety and
Reasoning, highlighting the model’s improved reli-
ability in sensitive scenarios. Similar to the obser-
vation in Gemma-2B experiments, the performance
with SSRM approaches that of the full SRM model,
with only one-sixteenth of the labeled data.

PairRM We report the results on PairRM in
Table 4. Initially, since PairRM is specifically
trained for preference learning, it demonstrates a
strong overall capability as a reward model. The
performance is noticeably better compared with
Gemma-2B-it and Llama3-8B-it, despite these
models possessing significantly more parameters.
This difference emphasizes the distinct require-
ments and capabilities needed for preference learn-
ing as opposed to general language modeling tasks.
However, its performance in Safety and Reason-
ing is considerably lower, indicating limitations in
handling nuanced content out of the box.

SSRM in subsequent rows reveals a clear trend

Policy model MT-bench score

Unaligned Gemma-2B 1.41
DPO aligned by Gemma-2B-it [Partial SRM] 1.76
DPO aligned by Gemma-2B-it [SSRM] 2.29

Table 5: MT-Bench evaluation for the pretrained
Gemma-2B aligned by different reward models. SSRM
significantly enhances the model.

of performance enhancement across iterations. The
performance improvement is especially noticeable
in the Safety category, where the original PairRM
underperforms. This improvement likely indicates
an initial deficiency in safety-related data during
the original PairRM training, a gap which our semi-
supervised approach begins to fill by leveraging
unsupervised data. Like the observations with
Llama3-8B, the most significant gains are observed
at the first iteration of SSRM, highlighting the im-
mediate impact of the semi-supervised learning
process. Similar to our previous finding, the perfor-
mance gain plateaus with more iterations.

Overall, the empirical results across models
of varying sizes confirm the versatility and effi-
ciency of SSRM in improving reward model perfor-
mance. By effectively employing unlabeled data,
SSRM not only enhances model capabilities but
also presents a cost-effective training alternative to
traditional fully supervised methods. These advan-
tages are especially important in scenarios where
acquiring extensive labeled datasets is impractical
due to resource constraints.

3.3 Evaluation of the aligned LM

We demonstrate the effectiveness of SSRM-
enhanced reward models in aligning LMs. Our
experiment compares two models: SSRM-Gemma-
2b-it (SSRM [t=3] in Table 2) and partial SRM-
Gemma-2b-it (partial SRM in Table 2). Both mod-
els are used to pseudo-label the same set of data
described in Section 3.1. We then perform one itera-
tion of DPO on each of the resulting pseudo-labeled
datasets to align a Gemma-2B model (pretrained, not
instruction-tuned). We report the GPT-4 judgment
scores of the aligned model on MT-bench in Ta-
ble 5. The policy model aligned by the SSRM
model significantly outperforms its partial SRM
counterpart, demonstrating that the enhanced re-
ward modeling abilities directly contribute to more
effective alignment of the policy model. These
findings align with our RewardBench evaluation,
further confirming that stronger reward modeling
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(a) Partial SRM. (b) SSRM [t=3].

Figure 2: The Gemma-2B undergone three iterations of
SSRM demonstrates better calibration, especially in the
high-confidence score range, showing the effectiveness
of confidence thresholding.

capabilities translate into improved performance in
the aligned policy model.

3.4 Empirical Analysis

Calibration We show how SSRM improves
the calibration of Gemma-2B models by comparing
the calibration curves before and after SSRM
in Figure 2. Calibration curves, which plot the
true probability against the predicted probability,
serve as indicators of how well the predicted
probabilities of a model represent the actual
outcomes. A perfectly calibrated model would
have all points lying on the diagonal line. For
the model after partial SRM (Figure 2a), the
curve deviates from the diagonal, especially in
the mid-range probabilities between 0.2 and 0.8.
This deviation suggests that the model tends to be
under-confident, as it predicts lower probabilities
than the actual likelihood of the correct outcomes.
In comparison, the model after three iterations of
SSRM (Figure 2b) shows a curve that adheres more
closely to the diagonal across the entire probability
spectrum. This closer alignment indicates that the
SSRM Gemma-2B model’s predictions are more
reliable and accurately reflect the true likelihoods
of outcomes. The improvement implies that the
SSRM has effectively used unlabeled data to
correct the under-confidence and improve the
overall prediction accuracy. Moreover, the notable
improvement in calibration at higher confidence
scores underscores the effectiveness of confidence
thresholding based on the predicted probability.

Prediction confidence We show how SSRM im-
proves the prediction confidence of the Gemma-2B
models in Figure 3. The prediction confidence
is computed as the predicted probability of the
ground-truth label, i.e., ωω(y|T(x, a1, a2)). Ini-
tially, after SRM on a quarter of the dataset, the

(a) Partial SRM. (b) SSRM [t=3].

Figure 3: The prediction confidence noticeably im-
proves on Gemma-2B models after three iterations of
SSRM. Combined with better calibration, it shows the
prediction more accurately reflects the actual outcome.

Figure 4: With more labeled data, the performance of
SSRM consistently increases.

prediction confidence on remaining samples are rel-
atively low, with the majority concentrating around
0.5. This suggests that the model’s responses on
many samples are akin to random guesses at this
stage. However, subsequent application of SSRM
after three iterations markedly shifts the confidence
distribution towards the right, as depicted in Fig-
ure 3b. This shift indicates a significant increase
in the model’s prediction confidence at the dataset
level. Importantly, this confidence increase is not
merely a case of the model becoming more confi-
dently incorrect. Rather, it is backed by improved
model calibration, as previously analyzed. The
enhanced model calibration indicates the correct-
ness of confidence scores, hence higher confidence
scores indeed imply more accurate pseudo-labels.

Number of labeled data In Figure 4, we plot
the effect of varying proportions of labeled data on
the performance of SSRM applied to the Gemma-2B
model. In this experiment, SSRM is conducted
over a single iteration. The x-axis represents differ-
ent fractions of the dataset that are labeled, ranging
from one-sixteenth to fully labeled. The horizon-
tal dashed line indicates the baseline performance
of Gemma-2B-it out of the box. The performance
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of the SSRM-enhanced model improves consis-
tently as the amount of labeled data increases. No-
tably, when half of the dataset is labeled, the SSRM
model’s performance nearly matches that achieved
by finetuning on a fully supervised dataset. This
trend underscores the data efficiency of SSRM,
demonstrating its ability to leverage increasing
amounts of labeled data effectively.

4 Related Works

Semi-Supervised Learning Semi-supervised
learning (SSL) aims at blending both labeled and
unlabeled data to improve the performance of a
model. SSL has been widely applied to NLP tasks,
including text classification (Gururangan et al.,
2019; Meng et al., 2020), dependency parsing (Li
et al., 2019), NER (Chen et al., 2020), and se-
quence generation (He et al., 2020). A cornerstone
of SSL is self-training (ST), also known as pseudo-
labeling (Grandvalet and Bengio, 2004; Lee et al.,
2013). During ST, models assign pseudo-labels to
unlabeled data and subsequently train on this aug-
mented dataset in an iterative manner. This method
has inspired numerous adaptations, including mean
teacher (Tarvainen and Valpola, 2017), noisy stu-
dent (Xie et al., 2020) and FixMatch (Sohn et al.,
2020). These ST-based techniques have proven
particularly effective in applications where labeled
data is scarce or expensive to obtain, such as un-
supervised domain adaptation (Li et al., 2019; Ku-
mar et al., 2020; He et al., 2023). These methods
have also been applied in preference learning (Cao
et al., 2021; Park et al., 2021) in the general RL set-
tings, but mainly with applications in the vision and
robotics domains. In this work, we extend these
methodologies to the domain of reward modeling
in RLHF, aiming to address the specific challenges
posed by the high dependency on labeled data in
training language models.

Reinforcement Learning from Human Feedback
(RLHF) Traditional RLHF approaches (Chris-
tiano et al., 2017; Ziegler et al., 2019; Ouyang et al.,
2022; Bai et al., 2022b) involve training a reward
model using human-annotated preference data, and
then use the reward signal provided by the reward
model to align the behavior of language models
with human values, using RL techniques such as
Proximal Policy Optimization (PPO) (Schulman
et al., 2017). However, the training of PPO is
challenging due to its inefficiency and instability
compared with SFT. This drawback makes the

results of PPO-based RLHF model such as Chat-
GPT (Achiam et al., 2023) largely non-reproduced
in the open-source community. To overcome these
limitations, alternative approaches like Rejection
Sampling Finetuning (RSF) (Dong et al., 2023;
Gulcehre et al., 2023; Yuan et al., 2024b) have
emerged. RSF learns from high-quality examples
chosen by a reward model, then SFT on them.
The pipeline has also shown success in aligning
language models, including Llama-2 (Touvron
et al., 2023). Both RSF and RLHF operate in
an online manner, meaning that the preference
is judged based on the generation of the models.
Alternatively, Direct Preference Optimization
(DPO) (Rafailov et al., 2024) aligns models in an
offline manner, simplifying the process by tuning
models directly on a curated preference dataset
without the need for a separate reward model.

Our proposed SSRM is beneficial across both
online and offline frameworks. In the online sce-
narios, SSRM produces an enhanced reward model
without requirement on more labeled data. In the
offline case, the improved reward model can serve
as an annotator that produces high-quality prefer-
ence dataset for the subsequent procedure such as
DPO. This versatility makes SSRM a valuable asset
in advancing the field of RLHF.

Reinforcement Learning from Artificial Intel-
ligence Feedback (RLAIF) The training of
reward models in the traditional RLHF process
requires substantial human-annotated preference
data, incurring high cost for labeling. To miti-
gate these challenges, researchers have explored
using language models themselves as a source of
preference feedback, thus replacing the need for
extensive human intervention. For instance, Bai
et al. (2022a) uses a language model to provide
feedback and refine responses, enhancing reward
models. This approach has been further validated
by Lee et al. (2023), which demonstrates that AI-
generated feedback can achieve comparable results
to human feedback while significantly reducing the
need for human labor. More recent advancements
involve using LLMs directly as judges in a process
known as LLM-as-a-Judge prompting (Li et al.,
2023; Dubois et al., 2024; Bai et al., 2024), where
LLMs are provided with specific rubrics and tasked
with scoring the responses accordingly.

While RLAIF has shown potential by leverag-
ing powerful LLMs to simulate human feedback,
this approach often relies on highly capable and
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therefore expensive LLMs (e.g., GPT-4) to achieve
human-comparable feedback quality. This depen-
dency means that querying these advanced models
still incurs significant costs, limiting the accessi-
bility and scalability of RLAIF approaches. In
contrast, SSRM is designed to enhance language
models of various sizes and capacities, including
models with size as small as 0.4B parameters. This
method allows even smaller, less resource-intensive
models to improve their performance significantly,
thus broadening the accessibility of effective train-
ing techniques and substantially reducing the costs
associated with acquiring accurate feedback.

5 Conclusion

In this work, we address the substantial reliance
of reward model training on extensive human-
annotated preference data. We introduce Semi-
Supervised Reward Modeling (SSRM), a method
that mitigates this issue by effectively utilizing unla-
beled data in conjunction with limited labeled data.
The SSRM process consists of three primary steps:
pseudo-labeling the unlabeled examples, selecting
those examples with high prediction confidence,
and finetuning the model on this augmented dataset.
Our extensive experimental evaluations across mod-
els of varying sizes demonstrate that SSRM signifi-
cantly enhances the performance of reward models
with minimal requirement of labeled data. Fur-
thermore, the performance of models trained using
SSRM closely approaches that of models trained
with equivalent volumes of fully supervised data.
This performance is further supported by detailed
analyses of calibration and prediction confidence,
which underscore the robustness and effectiveness
of SSRM. Overall, SSRM offers a highly efficient
strategy for improving reward models, significantly
reducing the need for costly and time-consuming
data annotation.

Limitations

One constraint of the SSRM framework is its depen-
dency on the initial reward modeling capabilities of
the model. Especially when labeled data is scarce,
the model after only the initial stage of supervised
training might not acquire enough knowledge to
accurately assign pseudo-labels to the unlabeled
dataset. This limitation poses a risk of generating
low-quality pseudo-labels, which could potentially
propagate errors through the training process. Nev-
ertheless, it is important to note that we incorporate

a confidence thresholding step, which substantially
mitigates this issue.
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# Data (Pseudo-labeled portion)

Llama3-8B-it 0 (0)
Partial SRM 43.75K (0)

SSRM [t=1] 95.15K (54.02%)
SSRM [t=2] 290.75 (84.95%)
SSRM [t=3] 351.75 (87.56%)

Full SRM 700K (0)

Table 6: Llama3-8B models with number of data.

# Data (Pseudo-labeled portion)

PairRM 0 (0)

SSRM [t=1] 153K (100%)
SSRM [t=2] 198K (100%)
SSRM [t=3] 281K (100%)

Table 7: PairRM models with number of data.

A More experimental results

Implementation We use the AdamW opti-
mizer (Loshchilov and Hutter, 2019) with a learn-
ing rate of 5⇐10↑6 and a cosine learning rate sched-
ule that includes 40 warmup steps. We use a con-
text window of 3072 tokens with sample packing.
The training process for each iteration is completed
over one epoch, utilizing a global batch size of 128.
In our implementation, each iteration starts from
the same initial checkpoints (e.g., Gemma-2B-it
for the Gemma experiments) instead of the check-
point from the previous iteration, as training LLMs
for more than one epoch is likely to lead to overfit-
ting (Wu et al., 2021; Ouyang et al., 2022), hurting
the performance. This also ensures a fair compar-
ison with the full SRM model reported at the end,
as they both execute with one epoch. To ensure the
reliability of our semi-supervised learning process,
we choose a confidence threshold of 0.8.

The experiments are run on NVIDIA A6000
GPUs with 48GB memory. In terms of running
SRM on the full dataset, PairRM requires 60 GPU
hours, Gemma-2B requires 20 GPU hours, and
Llama3-8B requires 128 GPU hours.

Number of data used for training In Tables 6
and 7, we report the number of data used in each it-
eration of SSRM for Llama3-8B and PairRM. Sim-
ilar to the findings as Table 2, with more iterations,
an increasing number of pseudo-labeled data is in-
cluded in the augmented dataset, as a result of the
model’s growing confidence in prediction.
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Chat Chat hard Safety Reasoning Average

Llama3-8B-it 44.69 53.29 59.15 50.82 51.99

Partial SRM (1/16) 96.09 40.79 62.37 76.11 68.83
Partial SRM (1/4) 98.04 59.21 84.37 93.26 83.72

Full SRM 98.60 65.35 88.81 92.07 86.21

Table 8: Performance comparison for Llama3-8B using
different number of data for SRM.

Number of data used for initial SRM Here, we
explain the reason to use different amount of data
for the initial SRM for Gemma-2B and Llama3-8B
experiments. As shown in Table 8, using only one-
fourth of the data for SRM on Llama3-8B-it al-
ready achieves an average performance only 2.5%
worse than that of the full SRM result, demonstrat-
ing saturation. In this case, we do not expect using
more unlabeled data can continually enhance the
performance, so we use one-sixteenth for the par-
tial SRM instead, which leaves a larger room for
improvement.

B Dataset Details

HH-RLHF, UltraFeedback and UltraInteract are
under MIT license. HelpSteer and PKU-SafeRLHF
are under CC-BY-4.0 license. Distilabel-Capybara
and Distilabel-Orca are under Apache-2.0 license.
We cannot find license information for SHP and
OpenHermesPreferences.

The data does not contain information that can
be used to uniquely identifies individual people or
offensive content.

C Potential Risks

This paper presents work whose goal is to advance
the field of NLP. There are many potential societal
consequences of our work, none which we feel
must be specifically highlighted here.
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