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Safe and Balanced: A Framework for Constrained
Multi-Objective Reinforcement Learning

Shangding Gu , Graduate Student Member, IEEE, Bilgehan Sel, Yuhao Ding , Lu Wang,
Qingwei Lin , Member, IEEE, Alois Knoll , Fellow, IEEE, and Ming Jin

Abstract—In numerous reinforcement learning (RL) problems
involving safety-critical systems, a key challenge lies in balanc-
ing multiple objectives while simultaneously meeting all stringent
safety constraints. To tackle this issue, we propose a primal-based
framework that orchestrates policy optimization between multi-
objective learning and constraint adherence. Our method employs
a novel natural policy gradient manipulation method to optimize
multiple RL objectives and overcome conflicting gradients between
different objectives, since the simple weighted average gradient
direction may not be beneficial for specific objectives due to mis-
aligned gradients of different objectives. When there is a violation
of a hard constraint, our algorithm steps in to rectify the policy
to minimize this violation. Particularly, We establish theoretical
convergence and constraint violation guarantees, and our proposed
method also outperforms prior state-of-the-art methods on chal-
lenging safe multi-objective RL tasks.

Index Terms—Constrained reinforcement learning, multi-
objective reinforcement learning, gradient manipulation.

I. INTRODUCTION

R EINFORCEMENT Learning (RL) has made significant
strides and is used widely in various domains [1], e.g.,

robotics [2], [3], autonomous driving [4], [5], large language
model [6], and finance [7]. However, a significant challenge
arises when a policy must address multiple objectives within
a single task or manage multiple tasks concurrently. Direct
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optimization of scalarized objectives can lead to suboptimal per-
formance, with the optimizer often struggling to make progress,
resulting in a considerable decline in learning performance [8]. A
significant cause of this issue is the phenomenon of conflicting
gradients [9]. Here, gradients associated with different objec-
tives may vary in scale, potentially leading the largest gradient
to dominate the update. Moreover, they might point in dif-
ferent directions, i.e.,∇fi(π)"∇fj(π) < 0, i #= j, i, j ∈ [m] =
{1, . . . ,m}, causing the performance of one objective to deterio-
rate during the optimization of another. While recent studies have
shown that linear scalarization can be competitive [10], it may
fall short when faced with safety-critical constraints. Indeed,
ensuring the safe application of RL algorithms in real-world
settings, especially those dealing with multiple objectives, is
paramount [11]. This study seeks to answer the key question:

How can we balance each objective while ensuring safety
constraints?

Addressing this problem, akin to a multi-dimensional tug of
war, requires nuance. Each objective is a team pulling in its own
direction, yet confined by the boundaries of safety—a balancing
act of objectives and safety. Inspired by this dynamic, we devise
a comprehensive framework for Constrained Multi-Objective
RL (CMORL) using gradient manipulation and constraint recti-
fication. It operates in three stages: (1) Estimating Q-functions
from the existing policy. (2) If all constraints are satisfactorily
met, the policy is updated via the manipulated natural policy
gradient (NPG) of multiple objectives to minimize the gradient
conflicts. (3) If not, the policy is updated following the NPG of
the unsatisfied constraint. These steps are iteratively repeated
until convergence is achieved.

In this framework, we provide a theoretical analysis, including
convergence analysis and violation guarantee analysis. Using the
insights from this analysis, we develop a practical algorithm to
manage multi-objective RL while ensuring safety during learn-
ing. We further deploy our algorithm on safe multi-objective
tasks in the MuJoCo environment [12] and compare our method
with the state-of-the-art (SOTA) safe baseline, CRPO [13], and
SOTA safe multi-objective RL methods, such as LP3 [11]. Our
experimental results suggest that our method outperforms CRPO
and LP3 in striking a balance between reward performance and
safety violation.

Our study offers several significant contributions to the field of
safe multi-objective RL, which are delineated as follows: (1) A
novel framework for safe multi-objective RL, wherein a compre-
hensive analysis of both theoretical convergence and constraint
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violation guarantees is conducted. (2) The development of a
benchmark grounded in MuJoCo environments (Named Safe
Multi-Objective MuJoCo), aimed at scrutinizing the efficacy of
safe multi-objective learning. (3) The superior performance by
our proposed method in terms of striking a balance between
safety concerns and the accomplishment of multiple reward ob-
jectives, as evidenced across numerous challenging tasks within
the realm of safe multi-objective RL.

Novelty Discussion Our framework is developed based on
CRPO [13] and NPG [14]. Regarding its novelty, we have added
a comparative discussion of our method with CRPO [13] and
NPG [14].

Main Challenges: The problem we address involves bal-
ancing multi-objective optimization while ensuring learning
safety. There are two major challenges: 1. Balancing multi-
objective optimization while ensuring safety. 2. Providing the-
oretical guarantees for safe multi-objective optimization. How-
ever, CRPO and NPG do not consider these settings. To address
these challenges, we propose the first primal-based safe multi-
objective optimization framework and conduct comprehensive
experiments to evaluate the effectiveness of our algorithm.

Algorithm Novelty: Neither CRPO nor NPG consider safe
multi-objective optimization, despite the importance and ur-
gency of these problems when deploying RL in real-world
applications. It is critical to balance each objective during policy
learning, which CRPO and NPG also do not address. We have
designed a novel algorithm to handle a safe multi-objective op-
timization problem and balance multiple objectives and safety.
Theoretical Analysis Novelty: We provide rigorous proofs on
how to guarantee safety and balance multiple objective optimiza-
tions in our theoretical analysis. CRPO and NPG do not offer
such guarantees. Experiment Contributions: First, we designed
a safe multi-objective benchmark and conducted experiments to
evaluate the effectiveness of our algorithm. CRPO and NPG
do not provide such benchmarks. Second, we compared our
algorithm with the SOTA safe multi-objective RL algorithm,
LP3. The experimental results demonstrate that our algorithm
performs better than the SOTA baselines.

II. RELATED WORK

In recent years, numerous methods are proposed to help
deploy RL in real-world applications [1], [11], [15], [16], which
try to solve the safe exploration problem [15] or satisfy multi-
objective requirements during RL exploration [17] from the
perspective of safe or multi-objective RL.

Safe Reinforcement Learning: Safe RL has gained significant
attention as it helps address learning safety problems during
RL deployment in real-world applications. Safe RL can be
considered as a constrained optimization problem [15]. For
example, several safe RL methods leverage Gaussian Processes
to model the safe state space during exploration [18], [19], [20],
[21]. In contrast to modeling the safe state, some safe RL meth-
ods attempt to search for a safe policy within the constrained
action space [22], [23], [24], [25], [26], [27], e.g., based on
formal methods, the exploration action is verified via temporal
logic verification during exploration [25]. Furthermore, by op-
timizing the average cumulative cost of each trajectory, several

constrained policy optimization-based methods are proposed,
such as CPO [28], PCPO [29], RCPO [30], PDPG [31] and
CRPO [13].

Multi-Objective Reinforcement Learning (MORL): There are
two settings in MORL [11]. The first involves a single policy
in multi-objective optimization, while the second involves a
multi-policy set that satisfies multi-objective requirements. Most
MORL methods are developed based on the first setting, where a
single policy needs to meet multiple objective conditions simul-
taneously [32]. Additionally, various multi-objective learning
methods are proposed to optimize policy performance, such as
multi-objective learning as a bargaining game [33], Cagrad [34],
the Multiple-Gradient Descent Algorithm (MGDA) [35], and
PCGrad [9]. Methods in the second setting attempt to learn a
complete set of Pareto frontiers and use a posterior selection
to satisfy multi-objective requirements [36]. Examples include
MORL optimization based on manifold space to find better
solutions on the Pareto frontier [37], [38].

The methods mentioned above address RL safety or multi-
objective requirements separately without considering both as-
pects simultaneously. Our focus is on achieving safe MORL,
which involves ensuring exploration safety in multi-objective
RL settings. The most similar work to ours is the Learning
Preferences and Policies in Parallel (LP3) algorithm [11], which
is proposed based on the Multi-Objective Maximum Posterior
Policy optimization (MO-MPO) [32]. In this approach, a super-
vised learning algorithm is used to learn preferences, and then
a policy is trained based on Lagrangian optimization. However,
their method heavily depends on Q-estimation, which may not
accurately represent safe preferences; the gradient conflict be-
tween each objective is not analyzed, and neither convergence
analysis nor safety violation guarantees are provided. In contrast
to LP3 [11], we propose a primal-based framework that can
balance policy optimization between multi-objective learning
and constraint satisfaction based on conflict-averse NPG. In
our approach, the conflict gradient is analyzed between each
objective performance, and convergence analysis and safety vi-
olation guarantees are provided based on gradient manipulation
and constraint rectification.

III. PRELIMINARIES AND PROBLEM FORMULATION

A. Multi-Objective RL (MORL)

A MORL is a tuple (S,A, {ri}mi=1,P, ρ, γ), where S and
A are state and action spaces; ri : S ×A→ [0, rmax] is the
reward function; m ≥ 2 denotes the number of objectives; P :
S ×A× S → [0, 1] is the transition kernel, with P(s′ | s, a)
denoting the probability of transitioning to state s′ from pre-
vious state s given action a; ρ : S → [0, 1] is the initial state
distribution; and γ ∈ (0, 1) is the discount factor. A policy
π ∈ Π : S → P(A) is a mapping from the state space to the
space of probability distributions over the actions, with π(· | s)
denoting the probability of selecting action a in state s. When the
associated Markov chainP(s′ | s) =

∑
A P (s′ | s, a)π(a | s) is

ergodic, we denote µπ as the stationary distribution of this
MDP, i.e.

∫
S P(s

′ | s)µπ(ds) = µπ(s′). Moreover, we define
the visitation measure induced by the policy π as νπ(s, a) =
(1− γ)

∑∞
t=0 γ

tP(st = s, at = a).
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For a given policy π and a reward function ri, we de-
fine the state value function as V π

i (s) = E[
∑∞

t=0 γ
tri(st, at) |

s0 = s,π], the state-action value function as Qπ
i (s, a) =

E[
∑∞

t=0 γ
tri(st, at) | s0 = s, a0 = a,π], the advantage func-

tion as Aπi (s, a) = Qπ
i (s, a)− V π

i (s), and the expected total
reward function fi(π) = E[

∑∞
t=0 γ

tri(st, at)] = Eρ[V π
i (s)] =

Eρ·π[Qπ
i (s, a)].

In MORL, we aim to find a single optimal policy that maxi-
mizes multiple expected total reward functions simultaneously,
termed as

max
π∈Π

F (π) = (f1(π), . . . , fm(π))" . (1)

B. Constrained Multi-Objective RL (CMORL)

The CMORL problem refers to a formulation of MORL that
involves additional hard constraints that restrict the allowable
policies. The constraints take the form of costs that the agent
may incur when taking actions at certain states, denoted by the
functions rm+1, . . . , rm+p. Each of these cost functions maps a
tuple (s, a) to a corresponding cost value. The function fm+i(π)
represents the expected total cost incurred by the agent with
respect to cost function rm+i. The objective of the agent in
CMORL is to solve a multi-objective RL problem subject to
the aforementioned hard constraints:

max
π∈Π

F (π), s.t. fi(π) ≤ ci, ∀i = m+ 1, . . . ,m+ p, (2)

where ci is a fixed limit for the i-th constraint. Here, we overload
the max operator to imply pareto optimal policies to handle the
vector objective function. We define the safety set Πsafe = {π ∈
Π | fi(π) ≤ ci, ∀i = m+ 1, . . . ,m+ p}, and the optimal pol-
icy π∗ = argmaxπ∈Πsafe

F (π) for CMORL in (2). In practice,
a convenient way to solve RL is to parameterize the policy and
then iteratively optimize the policy over the parameter space. Let
{πw : S → P(A) | w ∈W} be a parameterized policy class,
where W is the parameter space. Then, the problem in (2) can
be written as

max
w∈W

F (πw) , s.t. fi (πw) ≤ ci, ∀i = m+ 1, . . . ,m+ p.

In CMORL, we extend the notion of the Pareto frontier,
which is defined to compare the policies, from the unconstrained
MDP [39] to the safety-constrained MDP.

Definition 3.1 (Safe Pareto Frontier). For any two policies
π,π′ ∈ Π, we say that π dominates π′ if fi(π) ≤ fi(π′) for all
i, and there exists one i such that fi(π) < fi(π′); otherwise, we
say that π does not dominate π′. A solution π∗ ∈ Πsafe is called
safe Pareto optimal if it is not dominated by any other safe policy
in Πsafe. The set of all safe Pareto optimal policies is the safe
Pareto frontier.

In this paper, we assume that there exists at least a safe
Pareto optimal policy for the problem in (2). The primary aim
of CMORL is to identify a safe Pareto optimal policy. Neverthe-
less, the concurrent learning of multiple objectives introduces
a complex optimization problem, as it entails the consideration
of numerous objectives simultaneously. This complexity arises
from the need to effectively balance trade-offs between conflict-
ing objectives while maintaining safety constraints throughout

the learning process. [8]. The most popular multi-objective
formulation in practice is the linear scalarization of all objectives
given relative preferences for each objective ξi, i ∈ [m]:

max
w∈W

ξ"F (πw) , s.t. fi (πw) ≤ ci, ∀i = m+ 1, . . . ,m+ p.

Even when this linear scalarization formulation gives exactly the
true objective, directly optimizing it could lead to undesirable
performance due to conflicting gradients, dominating gradients,
and high curvature [9].

In this paper, we aim to find a safe Pareto optimal solution
using the gradient-based method by starting from an arbitrary
initialization policy πt and iteratively finding the next policy
πt+1 by moving against a direction dt with step size ηt, i.e.,
πt+1 = πt + ηtdt. The design of the direction dt is the key to
the success of CMORL. A good direction dt should enable us to
move from a policy πt to πt+1 such that either πt+1 dominates
πt or πt+1 improves the hard constraint satisfaction compared
with πt, or both.

IV. CONSTRAINT-RECTIFIED MULTI-OBJECTIVE POLICY

OPTIMIZATION (CR-MOPO)

In this section, we introduce a general framework called CR-
MOPO which decomposes safe Pareto optimal policy learning
into three sub-problems and iterates until convergence:

1) Policy evaluation: estimate Q-functions given the current
policy.

2) Policy improvement for the multi-objectives: update pol-
icy based on the manipulated NPG of multi-objectives
when constraints are all approximately satisfied.

3) Constraint rectification: update policy based on the NPG
of an unsatisfied constraint when constraints are not all
approximately satisfied.

Algorithm 1 summarizes this three-step constrained multi-
objective policy improvement framework and Algorithm 2 pro-
vides a concrete realization with our novel conflict-averse NPG
method. Note, based on our theoretical guarantee on the time-
average convergence, policy πout can be uniformly chosen from
N0, the detail proof is provided in Section VIII. To ease the
presentation and better illustrate the main idea, we will focus on
the tabular MDP setting in this section. The extension to the more
practical setting of deep RL will be discussed in Section VIII.

A. Policy Evaluation

In this step, we aim to learn Q-functions that can effectively
evaluate the preceding policy πt. To achieve this, we train
individual Q-functions for each objective and constraint. In
principle, any Q-learning algorithm can be used, as long as the
target Q-value is computed with respect to πt.

a) Temporal difference (TD) learning: In TD learning, each
iteration takes the form of

Qπw
i,k+1(s, a) = Qπw

i,k

+ 'k
[
ri(s, a) + γQπw

i,k (s
′, a′)−Qπw

i,k (s, a)
]
, (3)
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Algorithm 1: CR-MOPO: Constraint-Rectified Multi-
Objective Policy Optimization Framework.

1: Inputs: initial parameter πw0 , empty set N0.
2: for t = 0, . . . , T − 1 do
3: Policy evaluation under πwt for all objectives and

constraints.
4: if constraints are all satisfied then
5: Add πwt into set N0.
6: Compute the multi-objective policy update

direction d and update policy using d.
7: else
8: Choose any unsatisfied constraint it and update

policy towards minimize fit(πwt).
9: end if

10: end for
11: Outputs: πout uniformly chosen from N0.

where s ∼ µπw , a ∼ πw(s), s′ ∼ P(· | s, a), a′ ∼ πw(s′), and
'k is the learning rate. It has been shown in [40], [41] that
the iteration in (3) converges to the fixed point which is the
state-action value Qπw

i . After performing KTD iterations of (3),
we let the estimation Q̄i(s, a) = Qπw

i,KTD
(s, a).

b) Unbiased Q-estimation: To obtain an unbiased estimation
of the state-action value [42], we can perform Monte-Carlo
rollouts for a trajectory with the horizon H ∼ Geom(1− γ1/2),
where Geom(x) denotes a geometric distribution with param-
eter x, and estimate the state-action value function along the
trajectory (s0, a0, . . . , sH , aH) as follows:

Q̄i(s0, a0) = ri(s0, a0) +
H∑

h=1

γh/2ri(sh, ah). (4)

B. Policy Improvement for Multi-Objectives

1) Conflict-Averse Natural Policy Gradient (CA-NPG): The
policy gradient [43] of the value function fi(πw) has been de-
rived as ∇fi(πw) = E[Qπw

i (s, a)φw(s, a)], where φw(s, a) :=
∇w log πw(a | s) is the score function. However, the standard
policy gradient does not effectively reflect the statistical mani-
fold (the family of probability distributions that represents the
policy function) that the policy operates on. To prevent the policy
itself from changing too much during an update, we need to
consider how sensitive the policy is to parameter changes.

Thus, in the multi-objectives policy optimization, we aim to
choose an update direction d to increase every individual value
function while imposing the constraint on the allowed changes
of an update in terms of the KL divergence of the policy. To do
so, we consider the following constrained optimization problem:

max
d:DKL(πw |πw+d)≤ε0

min
i∈[m]

{ξi (fi(w + d)− fi(w))} (5)

where ε0 is the pre-defined threshold for allowed policy changes.
By using the first-order Taylor approximation for the value
improvement, the second-order Taylor approximation for the
KL divergence constraint and the Lagrangian relaxation, the

problem (5) can be rewritten as

max
d

min
i∈[m]

{
ξi∇fi(w)"d−

ψ1

2
d"F̃ (w)d

}
, (6)

where ψ1 > 0 is a pre-specified hyper-parameter to control the
allowed changes in policy space and F̃ (w) is the Fisher infor-
mation matrix defined as F̃ (w) = ∇2

w′DKL(πw | πw′)|w′=w =
Eνπw

[φw(s, a)φw(s, a)"]. For a single objective fi, the solution
of (6) leads to the well-known NPG update [44] which is defined
as F̃ (w)†∇fi(πw). Note that TRPO [45] can be viewed as the
NPG approach with adaptive stepsize.

With the above problem formulation, we aim to find an update
direction that minimizes the gradient conflicts. The gradient
conflict refers to the case when a selected gradient step, say d,
conflicts with some individual gradient in the multi-objective op-
timization:∃i,d"i d < 0. However, there always exists a gradient
step that does not conflict with other gradients, e.g. zero vector.
Furthermore, inspired by the recent advances in gradient manip-
ulation method [34] which looks for the best update direction
within a local ball centered at the weighted averaged gradient,
we also constraint search region for the common direction as
a circle around the weighted average policy gradient v0 =∑m

i=1 ξi∇fi(w). This yields Conflict-Averse Natural Policy
Gradient (CA-NPG) which determines the update direction d
by solving the following optimization problem

max
d

min
i∈[m]

{
ξi∇fi(w)"d−

ψ1

2
d"F̃ (w)d− ψ2

2
‖d− v0‖2

}
,

(7)

where ψ2 > 0 is a pre-specified hyper-parameter that controls
the deviation from the weighted average policy gradient v0. Fur-
thermore, notice that mini ξi∇fi(w)"d = minθ∈Sm

∑
i∈[m]

θiξi∇fi(w)"d, where θ = (θ1, . . . , θm) and Sm = {θ :∑m
i=1 θi = 1, θi ≥ 0}. Denote∇fθ(w) =

∑
i∈[m] θiξi∇fi(w).

The objective in (7) can be written as

max
d

min
θ∈Sm

{
∇fθ(w)"d−

ψ1

2
d"F̃ (w)d− ψ2

2
‖d− v0‖2

}
.

Since the above objective is concave with respect to d and linear
with respect to θ, by switching the min and max, we reach the
dual form without changing the solution:

min
θ∈Sm

max
d

{
∇fθ(w)"d−

ψ1

2
d"F̃ (w)d− ψ2

2
‖d− v0‖2

}
.

After a few steps of calculus (details are in the appendix, avail-
able online), we derive the following optimization problem with
respect to the variable θ:

θ∗ = arg min
θ∈Sm

∇f"θ
(
ψ1F̃ + ψ2I

)−1
(∇fθ + ψ2v0)

− ψ1

2
(∇fθ + ψ2v0)

"
(
ψ1F̃ + ψ2I

)−1

F̃
(
ψ1F̃ + ψ2I

)−1
(∇fθ + ψ2v0)

− ψ2

2

∥∥∥∥
(
ψ1F̃ + ψ2I

)−1
(∇fθ + ψ2v0)

∥∥∥∥
2

,
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and the optimal update direction is given by

d∗ := λ"∇F ψ =
∑

i∈[m]

λi
(
ψ1F̃ + ψ2I

)−1
∇f i, (8)

where λi = ξi(θ∗i + ψ2) and ∇F ψ
i = (ψ1F̃ + ψ2I)−1∇f i. To

simplify the notation, we omit the superscript ψ in∇F ψ for the
subsequent sections.

2) Correlation-Reduction for Stochastic Gradient Manipula-
tion: In practice, we only obtain noisy policy gradient feedback
∇̂F (wt), where the stochastic noise is due to the finite sampled
trajectories for the estimation of Qπwt

i . It has been shown in [39]
that the gradient manipulation methods may fail to converge
to a Pareto optimal solution under the stochastic setting. This
convergence gap is mainly caused by the strong correlation
between the weights λt and the stochastic gradients ∇̂F (wt)
which yields a biased composite gradient. To address this issue in
CA-NPG, we consider two conditions. The first is that the NPG
estimator variance asymptotically converges to 0. For example,
this can be achieved by estimating Q

πwt
i using TD learning in

(3) with sufficiently large KTD. The second is to reduce the
variances of λτ by adopting a momentum mechanism [39] with
coefficient ,t on the update of composite weights

λ̂τ = ,τ λ̂τ−1 + (1− ,τ )λτ , (9)

where λτ is computed by CA-NPG algorithms.

C. Constraint Rectification

We then check whether there exists a hard constraint i ∈
{m+ 1, . . . ,m+ p} such that the (approximated) constraint
function violates the condition. If so, we take one-step update
of the policy using NPG towards minimizing the corresponding
constraint function fi(πwt) to enforce the constraint:

wt+1 = wt − ηF̃ (w)†∇fi (πw) .

If multiple constraints are violated, we can choose to minimize
any one of them. Otherwise, we take one update of the policy
towards maximizing the multi-objectives.

D. Comparison With Learning Preferences and Policies in
Parallel (LP3) [11]

Compared with SOTA safe multi-objective RL method, LP3,
our new framework is different in both multi-objective opti-
mization and hard constraint satisfaction. First, LP3 chooses
MO-MPO [32] as the multi-objective optimizer which encodes
the objective preferences in a scale-invariant way through the
allowed KL divergence for the updated policy using each objec-
tive. On the other hand, our multi-objective optimization method
is based on linear scalarization coupled with novel NPG manip-
ulation which encodes the preference in a more straightforward
way and is tailored to RL to address the conflicting gradients
and dominating gradients. Second, LP3 can be regarded as a
primal-dual approach where the additional dual variables are
introduced as the adaptive weights for the constraints. This
relaxes hard constraints in safe multi-objective RL problems to

Algorithm 2: CR-MOPO With CA-NPG as Multi-Objective
Optimizer.

1: Inputs: initial parameter w0, empty set N0, τ = 0.
2: for t = 0, . . . , T − 1 do
3: Policy evaluation under πwt : Q̄

t
i(s, a) ≈ Q

πwt
i (s, a)

for all i = 1, . . . ,m+ p.
4: Collect pairs (sj , aj) ∈ Bt ∼ ρ · πwt , compute

constrain estimation J̄i,Bt =
∑

j∈Bt

1
|Bt| Q̄

i
t(s

j , aj)
for all i = 1, . . . ,m+ p, where j is the index for the
sampled pairs in Bt.

5: if J̄i,Bt ≤ ci + . for all i = m+ 1, . . . ,m+ p then
6: τ ← τ + 1; add wt into set N0.
7: Compute the weights λτ using (8) and reduce the

correlation by (9).
8: Compute the multi-objective policy gradient

dτ = λ̂
"
τ ∇̂F (wt).

9: Take one-step policy update: wt+1 = wt + ηdτ .
10: else
11: Choose any it ∈ {m+ 1, . . . ,m+ p} such that

J̄it,Bt > cit + ..
12: Take one-step policy update towards minimize

Jit(wt): wt+1 ← wt − ηF̃ (wt)†∇fi(wt).
13: end if
14: end for
15: Outputs: wout uniformly chosen from N0.

new objectives where the associated weights are adjusted based
on the constraint violation conditions. On the other hand, our
primal-based method does not suffer from extra hyperparameter
tuning and dual update and can be implemented as easily as
unconstrained policy optimization algorithms.

V. THEORETICAL ANALYSIS

In this section, we establish the convergence and the con-
straint violation guarantee for CR-MOPO in the tabular set-
tings under the softmax parameterization and CA-NPG. In
the tabular setting, we consider the softmax parameterization.
For any w ∈ R|S|×|A|, the corresponding softmax policy πw
is defined as πw(a | s) := exp(w(s,a))∑

a′∈A exp(w(s,a′)) , ∀(s, a) ∈ S ×A.
Clearly, the policy class defined above is complete, as any
stochastic policy in the tabular setting can be represented in
this class. Since the adaptive weights λt of CA-NPG may not
be constrained in the probability simplex. Hence, we consider
the following mild assumption on the boundedness of λt. In the
following, we use the subscript t for update steps, and superscript
i for i-th objective. When the timestep t can be understood from
the context, we only use the objective index.

Assumption 5.1. For the CA-NPG mechanism, there ex-
ists finite constants B1 > 0 and B2 > 0 such that 0 ≤ λi

t ≤
B1,

∑m
i=1 λi

t ≥ B2 for all t = 1, . . . , T , i = 1, . . . ,m.
Based on the definition of λt, if we assume that relative pref-

erences {ξi}mi=1 ∈ Sm for all i. Then, we have 0 ≤ λi
t ≤ 1 + ψ2

and
∑

i λ
i
t ≥ ψ2. Thus, we can takeB1 = 1 + ψ2 andB2 = ψ2,

which makes Assumption 5.1 holds.
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For multi-objective optimization, if there exists λ∗ ∈ Sm such
that w∗ = argminw λ∗"F (πw), then w∗ is (weak) Pareto opti-
mal [Theorem 5.13 and Lemma 5.14 in [46]]. Thus, we use
minλ∗∈Sm

(λ∗"F (π∗)− λ∗"F (πwout)) to measure the conver-
gence to a Pareto optimal policy where minimization operator
of λ∗ is from the existence condition. The following theorem
characterizes the convergence rate of Algorithm 2 in terms of
the Pareto optimal policy convergence and hard constraint vio-
lations. The proof can be found in the Appendix VIII, available
online.

Theorem 5.2. Consider Algorithm 2 in the tabular setting
with softmax policy parameterization and any policy initial-

ization w0 ∈ R|S||A|. Let the tolerance be . = O(
mB1

√
|S||A|

(1−γ)2
√
T

)

and the learning rate for the CA-NPG and NPG be η =

O( (1−γ)2

mB1

√
|S||A|T

). Depending on the choice of the state-action

value estimator, the following holds.! If TD-learning in (3) is used for policy evaluation with
KTD = Õ(( T

(1−γ)2|S||A| )
1
σ ), 'k = O( 1

kσ ) and ,τ = 0 for
0 < σ < 1, then with probability 1− δ, we have

E
[
min

λ∗∈Sm

(
λ∗"F (π∗)− λ∗"F (πwout)

)]
≤ .

B2
,

E [fi (πwout )]− ci ≤ .,

for all i = {m+ 1, . . . ,m+ p}, where the expectation is
taken only with respect to selecting wout from N0.! If unbiased Q-estimation in (4) is used for policy evaluation
with ,τ ≥ 1− 1−γ

mτ
√

|S||A|
, we have

E
[
min

λ∗∈Sm

(
λ∗"F (π∗)− λ∗"F (πwout)

)]
≤ .

B2
,

E [fi (πwout )]− ci ≤ .,

for all i = {m+ 1, . . . ,m+ p}, where the expectation
is taken with respect to selecting wout from N0 and the
randomness of Qi

πwt
estimation.

As shown in Theorem 5.2, our method is guaranteed to find
a safe Pareto optimal policy under some mild conditions while
there is no convergence guarantee for LP3 [11]. Furthermore,
results for unbiased Q-estimation imply that the correlation
reduction mechanism could help the convergence even if we
do not have an asymptotically increasing trajectory for policy
evaluation, such as KTD = Õ(T 1/σ) in TD-learning.

VI. EXPERIMENTS

Environment Settings: We have designed a benchmark, re-
ferred to as Safe Multi-Objective MuJoCo, to evaluate our
algorithms within the MuJoCo framework [12], [47]. A com-
prehensive description of this benchmark is provided in
Appendix XI-A, available online, where we introduce environ-
ments such as Safe Multi-Objective HalfCheetah, Safe Multi-
Objective Hopper, Safe Multi-Objective Humanoid, Safe Multi-
Objective Swimmer, Safe Multi-Objective Walker, and Safe
Multi-Objective Pusher to examine the effectiveness of our
proposed methods.

Fig. 1. CR-MOPO on Safe Multi-Objective MuJoCo environments regarding
the reward and safety performance.

CR-MOPO Exhibits Strong Performance in Challenging Safe
Multi-Objective Environments: As illustrated in Fig. 1, a series
of experiments are conducted across various challenging tasks.
The cost limits for each step were set as follows: HalfCheetah-v4
at 0.1, Humanoid-v4 at 0.9, Walker-v4 at 0.03, Pusher-v4 at
0.49, and Hopper-v4-v2 at 0.045. The optimization of safety
violations is performed after 40 Epochs for all tasks, with the
exception of the Humanoid-dm task, for which the optimiza-
tion is carried out after 5 Epochs. The experimental results
demonstrate that our method is capable of ensuring monotonic
improvement in each task’s reward while maintaining safety
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Fig. 2. (a) and (b) show the comparison results in terms of CR-MOPO, CR-
MOPO-S and CRPO [13] on a Safe Multi-Objective MuJoCo environment, Safe
Multi-Objective HalfCheetah, the cost limit is 0.005, we start to optimize safety
violation after 40 Epochs.

across all challenging tasks. For further experimental details,
refer to Appendix XI-A, available online.

Exploiting Constraints’ Dual Nature Elevates Both Safety
and Performance: In this study, we investigate the implications
of integrating a safety constraint both as an independent con-
straint and as an auxiliary objective within a multi-objective
framework., referred to as CR-MOPO-Soft (CR-MOPO-S). The
pseudocode for CR-MOPO-S is shown in Appendix X, available
online, Algorithm 3. Within this framework, the constraint is
seamlessly integrated by allocating a specified weight to perfor-
mance, for instance, a weight of 1.0.

We consider that treating the constraint function as an ob-
jective can effectively buffer the feasible set’s boundary, fa-
cilitating navigation toward a “deep safe” set. This, in turn,
ensures uninterrupted progress in performance. This mechanism
is crucial in heavily constrained systems, where operating near
the safety boundary can lead to constraint violations and unstable
behaviors, as seen in other safe learning approaches such as
CRPO [13], CPO [28], and PCPO [29].

Regarding the effectiveness of CR-MOPO-S, we expand the
scope of our experiments and scenarios, focusing on a straight-
forward Constrained Markov Decision Process (CMDP) frame-
work. In this setup, the primary emphasis is on reward optimiza-
tion for a single objective, while incorporating safety constraints.
We compare CR-MOPO-S against CR-MOPO, which excludes
the constraint from its objective, and benchmark it against the
state-of-the-art safe RL algorithm, CRPO [13]. CRPO is an
important safe RL algorithm that has consistently demonstrated
its effectiveness in terms of reward and safety performance,
outperforming other safe RL approaches such as PDO [48].
Since CRPO is specifically designed for single-objective safe
RL, we aggregate multiple objectives into a single objective to
ensure compatibility with the algorithm. Detailed implementa-
tion specifics can be found in Appendix XI-C, available online.

As illustrated in Fig. 2, our introduced algorithms, CR-MOPO
and CR-MOPO-S, surpass CRPO in both reward and safety
performance. Notably, CR-MOPO-S showcases superior con-
straint adherence and performance optimization compared to
CR-MOPO. This can be intuitively understood by comparing it
to running on a road: if one runs too close to the edge, even a
slight misstep may require repositioning, potentially sacrificing
speed. In contrast, running closer to the center ensures both
safety and optimal speed. Algorithmically, while constraints are

Fig. 3. Compared with LP3 [11], on Safe Multi-Objective Walker-dm and
Safe Multi-Objective Humanoid-dm environments.

typically treated as binary outcomes (satisfied or not), objectives
pursue a continuous path of improvement. By softening the
binary nature of constraints, our approach effectively navigates
complex scenarios, avoiding the frequent toggling at the bound-
ary of the feasible set.

Benefit of Boundary-Aware Policy Learning (in Comparison
to LP3 [11]): In this section, we evaluate our algorithm against
LP3 [11]. LP3 optimizes policies under constraints by prior-
itizing objectives based on preference values. This approach
has demonstrated success in tackling complex tasks, such as
Humanoid-dm and Walker-dm, from the DeepMind Control
Suite [49].

As evidenced in Fig. 3, our algorithm consistently improves
over LP3 [11] while ensuring safety. Specifically, in the Walker-
dm task (refer to Fig. 3(a) and (b)), with a cost limit of 1.5, our
method achieves move and height rewards surpassing 600 and
800 respectively, while LP3 manages roughly 250 and 800 in the
same measures. Regarding the Humanoid-dm task, while LP3
scores around 400 and 300 for the move left and move forward
rewards with a cost limit of 1.5, our approach consistently
reaches approximately 600 for move left and at least 400 for
move forward rewards. These empirical results highlight the
clear advantage of our algorithm over LP3 [11]. This superiority
stems from our method’s unique feature of dynamically adapting
the policy learning strategy based on handling constraint bound-
aries. Within the safety set, our algorithm strategically eases
constraint satisfaction, reducing the risk of conflicting gradient
updates that often occur near boundaries. This boundary-aware
learning approach contrasts with LP3’s methodology, which
translates constraints into objectives through predefined pref-
erences. While effective in certain scenarios, LP3’s strategy
fails to fully exploit the potential of the safety set. Although
our approach may occasionally favor policies near the safety
boundary, this tendency can be effectively mitigated by selecting
stricter constraint thresholds.
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Fig. 4. (a), (b), (c), and (d) show the experimental results compared
our method with PCPO [29] and P3O [51] on Omnisafe tasks, e.g.,
SafetyHalfCheetahVelocity-v1 and SafetyHumanoidVelocity-v1 tasks. Our
method performs better than the strong baselines regarding safety and reward
performance.

Comparison With Safe RL Methods: To evaluate the effective-
ness of our approach in safe RL tasks, we implement our algo-
rithm on the widely popular safe RL benchmark, Omnisafe [50].
This implementation facilitated comparative analyses with sev-
eral SOTA baselines, including Projection-based Constrained
Policy Optimization (PCPO) [29] and Penalized Proximal Policy
Optimization (P3O) [51]. All experiments are conducted in the
same environment settings. For detailed experiment settings, see
the Appendix XI-B, available online.

The comparative results, as illustrated in Fig. 4(a)
and (b), demonstrate the performance of our algorithm on the
SafetyHalfCheetahVelocity-v1 task. Notably, our method ex-
hibits superior performance relative to the SOTA baselines. A
significant observation is the underperformance of PCPO in this
task, both in terms of reward and safety performance. While
P3O performs better than PCPO regarding safety performance,
it violates safety constraints. In contrast, our method consis-
tently ensured safety, surpassing the performance of the SOTA
baselines.

Further experiments, depicted in Fig. 4(c) and (d), are con-
ducted on the SafetyHumanoidVelocity-v1 task. Again, our
method surpasses the SOTA baselines regarding reward and
safety performance. This consistent superiority across various
tasks highlights our algorithm’s effectiveness within the safe RL
domain.

VII. CONCLUSION

In this study, we aim to handle a balance between the
performance of individual objectives while maintaining safety
in a multi-objective RL context. To this end, a primal-based
safe multi-objective RL framework is proposed, which resolves
multiple conflict gradients through gradient manipulation and
employs constraint rectification to identify safety policies during

multi-objective optimization. Moreover, the analysis of conver-
gence and safety violations are provided. In conclusion, we
deploy our practical algorithms on several challenging, safe
multi-objective RL environments and compare our method with
the SOTA safe RL baselines and safe multi-objective RL al-
gorithms. The experiment results indicate that our method can
perform better than SOTA-safe RL baselines and SOTA-safe
multi-objective RL algorithms regarding the balance between
each objective performance and safety violation. In the future,
we plan to deploy our algorithm in real-world scenarios and
try to leverage the foundation models [52] with our method to
address safe multi-objective RL robustness problems.
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