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ABSTRACT

We develop an algorithm that finds the consensus among many different clustering solutions of a graph. We formulate the
problem as a median set partitioning problem and propose a greedy optimization technique. Unlike other approaches that find
median set partitions, our algorithm takes graph structure into account and finds a comparable quality solution much faster than
the other approaches. For graphs with known communities, our consensus partition captures the actual community structure
more accurately than alternative approaches. To make it applicable to large graphs, we remove sequential dependencies from
our algorithm and design a parallel algorithm. Our parallel algorithm achieves 35x speedup when utilizing 64 processing cores
for large real-world graphs representing mass cytometry data from single-cell experiments.

1 Introduction

Complex networks often display community structure, where nodes are densely connected within communities but sparsely
connected to nodes in other communities'. Identifying communities (also called clusters or modules) in a network or graph
has numerous applications in biology, social science, and various other scientific fields. Over decades of research, many
community detection algorithms have been developed, each optimizing different objective functions®*. Due to the absence
of a universally accepted definition of communities, different algorithms often identify significantly different clusters on the
same graph>®. Moreover, many algorithms are stochastic, leading to variations in clusters depending on input parameters and
approximation techniques. These variabilities make it challenging to select one clustering over others.

Instead of choosing a single partition from multiple input partitions, we can combine many input partitions to create a new
one. This consensus approach is a valuable way to cluster data, especially when no single metric can determine the best partition.
Consensus clustering is a well-established technique in data analysis aimed at finding the median (or consensus) partition’~°.
The median partition is the one most similar, on average, to all input partitions, based on between-partition similarity measures
such as normalized mutual information (NMI), Rand index, adjusted Rand index, Fawlkes and Mallows measure, variation
of information, split-join measure, and the Jaccard index. In its standard form, this combinatorial optimization problem is
NP-complete'’, making it infeasible to solve for moderate to large datasets. Consequently, existing methods employ various
greedy optimizations.

Despite being well-studied in data science, consensus clustering has received less attention in network science. We discuss
the existing works on consensus clustering in detail in Section 2. Most existing graph consensus clustering methods overlook
the graph’s edges and treat the problem as a set partition problem. Even though overlooking the edges of the input graph can
potentially produce a consensus, it significantly increases the computational requirement. As a result, most existing methods
are not suitable for the large networks commonly encountered today. Moreover, to the best of our knowledge, there has been no
study on parallelization strategies of the consensus clustering algorithm which is essential to apply the works on large-scale
problems.

In this paper, we develop a novel graph consensus clustering algorithm that minimizes the total distance between the
consensus partition and all input partitions. While there are various ways to define inter-partition distance!', the Mirkin distance
is by far the most used in the context of consensus clustering'® and we use it here as well. For this optimization, we introduce a
greedy algorithm that leverages the graph structure for iterative improvement of the consensus. We empirically demonstrate
that our structure-aware algorithm produces a consensus partition that reduces the average distance between the consensus and
all input partitions. For graphs with known communities, our consensus partition captures the actual community structure more
accurately than alternative approaches. Additionally, unlike the graph-agnostic solution introduced by Filkov and Skiena'?, our



algorithm avoids quadratic memory requirements, making it suitable for large graphs. We eliminate sequential dependencies
between successive consensus updates and develop a parallel algorithm for multi-core processors. Our parallel algorithm runs
35 times faster than the sequential algorithm when using 64 processing cores.

2 Related Work

The method of integrating various outputs into a single consensus partition is employed across multiple research domains,
including machine learning!?, pattern recognition'?, bioinformatics'®, and data mining'4. Many of these techniques are
applicable to diverse data types, including graphs, as the core problem revolves around identifying the optimal partition of the
vertex set.

One notable approach to consensus clustering is based on a voting mechanism. In this method, a compilation of cluster labels
is created, and the most frequently occurring label is assigned to each element'*~!7. However, a significant challenge arises from
the lack of inherent relationships between cluster labels across different partitions. Consequently, the primary difficulty in these
approaches lies in matching the clusters from various partitions. This issue is typically addressed by constructing a weighted
bipartite graph and employing a matching algorithm to find correspondences between the clusters. When all partitions contain
the same number of clusters, achieving consensus through voting becomes straightforward once the clusters are matched across
partitions. However, in cases where different partitions have varying numbers of clusters — which is often the norm — the
challenge of merging or splitting clusters to reach a consensus emerges. This process is not trivial in voting-based methods.

In another significant approach to consensus clustering, a graph is constructed from the cluster membership of elements
in the input partitions. Various methods within this framework create the graph differently and apply graph partitioning
algorithms to determine the optimal consensus clustering assignment'? '3!3 For instance, Strehl and Ghosh!? proposed
a hypergraph construction where each cluster is represented by a hyperedge, followed by the application of a hypergraph
partitioning algorithm to find the optimal consensus cluster assignment. They also introduced a variant that constructs a graph
representing each cluster from each partition, where vertices correspond to clusters and edges connect vertices if they share any
common elements. A graph partitioning algorithm is then applied to identify similar groups of clusters, followed by a voting
process to determine the final consensus cluster assignment. Fern and Brodley!? suggested constructing a bipartite graph that
represents all clusters from all partitions on one side and all elements on the other, connecting them if an element belongs to the
corresponding cluster. A graph partitioning algorithm is then employed to find the consensus cluster assignment. While the
goal of constructing the graph and employing graph partitioning is to reconcile the differences between partitions, this approach
does not specifically optimize an objective for achieving consensus.

Another significant approach to the consensus clustering problem involves identifying a solution that represents the average
of all input partitions. Methods that utilize this approach primarily focus on minimizing the total distance between the
consensus partition and all input partitions'® %20, The partition obtained through this method is often referred to as the
median partition”-1°. In most studies, the Mirkin distance®! is employed as the metric to optimize, as it provides an intuitive
understanding of the impact of moving an element from one cluster to another. However, it has been established that exact
optimization of this problem using Mirkin distance is NP-Hard?>?3, leading to the development of heuristic methods. Filkov
and Skiena'? introduced a greedy heuristic that evaluates the feasibility of relocating elements from their current clusters to all
other clusters, making decisions based on the most advantageous moves. We have selected this method, referred to as boem, as
our baseline for experimental evaluation.

First known work of consensus clustering for graphs can be attributed to Lancichinetti and Fortunato®*. The problem was
studied from the perspective of finding a stable partition using single graph clustering algorithm as a single graph clustering
algorithm may produce different outputs based on stochastic parameters. The authors proposed applying a single graph
clustering algorithm multiple times to the graph and then constructing a n X n co-clustering matrix from the output where n is
the number of vertices. In this matrix, each entry counts the number of partitions in which the corresponding elements are
clustered together. They treated this matrix as a new graph and repeatedly applied the same algorithm until the output partitions
stabilized. We have chosen this method, referred to as If-consensus, as one of our baselines for experimental evaluation. While
this approach effectively finds the consensus of partitions generated by a single clustering algorithm, it struggles to converge
when the partitions originate from different clustering algorithms. Furthermore, this method is impractical for large graphs due
to the extensive memory and runtime required to handle all possible pairs of vertices. A variant of this work was proposed by
Tandon et al.Z>, which aims to reduce computational costs; however, the issue of inconsistency remains when dealing with
partitions produced by different clustering methods.

If the partitions differ significantly from one another, combining all clustering patterns may result in a solution of
potentially lower quality than the original input partitions. This observation has inspired recent research focused on identifying
homogeneous groups of input partitions, which can be viewed as a form of clustering among the partitions”®-2%. Rather than
seeking a single consensus partition, these methods typically select a representative for each homogeneous group, which
serves as a consensus for that group. For instance, Kirkley and Newman?’ frame the problem as one of describing the input
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partitions with minimal information. Instead of describing each input partition individually, the authors suggest selecting a few
representative partitions and describing each input partition in relation to the most similar representative. We have also used
this work, referred to as kirkley-newman, for our experimental evaluation.

3 Methods

3.1 The consensus clustering problem

Let G = (V,E) be a graph with a set of n vertices V and a set of m edges E. A partition or clustering of G is a collection of
non-overlapping clusters, wherein each vertex is exclusively assigned to a single cluster. Let Py, P», ..., P denote k partitions
of the graph. Consequently, a vertex v is included in k clusters, one cluster from each partition. Let d(P;,P;) represent the
distance between the partitions P; and P;.

Let C represent a partition of the graph that aggregates k input partitions by capturing their shared patterns. This type of
partition is commonly referred to as a consensus partition, which can be determined by optimizing various objectives. In this
paper, we aim to identify a median consensus partition, C*, that minimizes the sum of the distances between the consensus
partition and all input partitions:

k
C* = argéninZd(C,P,'), (H
i=1

In the literature, several measures of d(P;, Pj) have been discussed including the Rand index, Adjusted Rand index, Fawlkes
and Mallows measure, Mirkin distance, variation of information, split-join measure, and the Jaccard index T Tn our algorithm,
we aim to minimize the Mirkin distance that measures disagreements between two partitions. The Mirkin distance between two
partitions P; and P; counts (twice) the number of vertex pairs (u,v) that are grouped together in one partition but separated into
different clusters in the other partition.

An alternative formulation of the optimization problem. Let 6, (c) be an indicator variable that denotes the cluster ¢ to
which vertex v belongs.

6u(c) 1 iff v isin cluster ¢
C) =
Y 0 otherwise

Next, we define J,,(P) to denote the co-clustering distance between two vertices u and v in partition P as follows.

0 iff u and v are co-clustered in partition P
5uv(P) == H [l - GM(C)GV(C)] =

ceP

@

1 otherwise

Here, we defined §,,(P) as a co-clustering distance instead of a similarity measure used by Filkov and Skienna!®. Then, the
total co-clustering distance &, between u and v is

=

Ow = ) 0 (Py). 3)

i=1

According to this definition, §,, counts the number of partitions in which (u,v) has not been clustered together. Fig. 1
shows an example graph along with co-clustering distances for different vertices. We call it the inter-cluster disagreements. As
the Mirkin distance counts the total number of disagreeing pairs of vertices, for this distance metric, minimizing equation (1) is
equivalent to minimizing intra-cluster disagreements and maximizing inter-cluster disagreements. Hence we represent our
optimization problem of equation (1) as follows:

C* =argmin)_[k—26,,] 8,,(C) . 4)
C  w

The complete derivation of equation (4) from equation (1) is provided in the appendix.

3.2 Naive optimization and limitations

Solving equation (4) exactly poses an NP-complete problem for k > 2 due to the exponential number of potential consensus
partitions'?. Filkov and Skiena'® developed a greedy algorithm to find a consensus partition from a collection of partitions
of points in Euclidean space. Their algorithm pre-computes cluster agreements between every pair of points and stores them
in memory to be used in an iterative greedy algorithm. Similarly, the algorithm by Lancichinetti and Fortunato** computes
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Figure 1. Four partitions Py, P, P3, and P4 of a graph with 12 vertices. Within each partition, vertices belonging to different
clusters are shown in different colors. Different cluster assignments for a vertex across various partitions can be represented as
a cluster assignment vector. Each element of this vector corresponds to the cluster assignment of the respective vertex in each
of the four input partitions. The cluster membership vector for the graph depicted in the left figure is illustrated on the right,
where each vertex has a vector size of four, reflecting the four input partitions. The distance between any pair of vertices is the
Hamming distance between their vectors. For example, d,,,, = 1, 8,;,, =0, and J,,,, = 2.

agreements between every pair of vertices and uses them in a subsequent community detection algorithm. However, these
methods exhibit three significant limitations in the context of graph consensus clustering. (a) High time and memory
requirements: Computing §,, for all vertex pairs requires O(n?) time and memory, where 7 is the number of vertices. This
is too costly and often impractical for large-scale graphs. Additionally, no existing work provides parallel implementations
capable of leveraging multi-core processors for quicker consensus generation. (b) Overlooking graph structure: Many
existing greedy algorithms for graph consensus clustering are structure-agnostic, as they search for a consensus by considering
all pairs of vertices. This approach can lead to unnecessary exchanges of vertices among clusters, delaying convergence and
compromising the quality of the solution. (c) Mixing heterogeneous partitions: When generating different partitions of a
single graph, it is often observed that many of them are very different?->%. We call the partitions that are similar to each other
to be homogeneous and the partitions that are very different from each other to be heterogeneous. Most prior methods construct
a single consensus from all input partitions, potentially mixing heterogeneous partitions - which can undermine the quality of
the consensus partition. Therefore, it is crucial to identify groups of homogeneous partitions and then create a consensus for
each homogeneous group.

In this paper, we aim to overcome these limitations by developing a new graph consensus clustering algorithm that rapidly
produces a clustering close to the median of all input partitions.

3.3 Graph-aware consensus clustering

Given any consensus partition C, we design a greedy algorithm that moves vertices across partitions to minimize the overall
disagreement among clusters. The algorithm runs in several iterations. In each iteration, a vertex is moved from its current
cluster to another cluster only if this movement reduces the overall disagreement. To define this precisely, let the vertex v be in
cluster ¢ in the current consensus, with ¢’ being the cluster it might move to. Then, the change in the objective function is:

AD,.c o =Y (k—28,)0u(c) — (k—28,)0u(¢") = Y [0u(¢) — 6, (€)] (28,0 — k). 5)
u u
When AD,.._, is negative, moving v to the new cluster ¢’ reduces the overall disagreements. Hence, v is moved from its current
cluster ¢ to another cluster ¢/ only when AD,,.._, < 0. Our algorithm does not evaluate all possible clusters ¢’ to which the
vertex v could move. Instead, we only consider those clusters ¢’ where v has at least one neighbor in the graph.
Thus, the cluster ¢*(v) where the vertex v might move to is computed as follows:

¢*(v) = argmin AD,.._., 6)
ceC,
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Figure 2. A consensus clustering C = {c],c2,c3,c4} of the graph shown in Fig. 1. We show the computation to identify the
best move for v3 using equation (5). Since c4 does not contain a neighbor of v3, it is not considered in this computation. Based
on this calculations, v3 moves to the cluster ¢, since it reduces the total distance by 4.

where C, is the set of all clusters in the current consensus where vertex v has at least one neighbor. The destination cluster
c*(v) represents the optimal choice for v with respect to the current consensus. However, the order in which vertices are moved
influences the set of potential moves for v in the current iteration. Consequently, this greedy moving policy, like any greedy
algorithm, does not guarantee an optimal solution.

Fig. 2 shows the calculations for moving a vertex from its current cluster to other clusters. Notice that equation (6) only
considers moving vertices along the edges of the graph, similar to the approach employed in greedy community detection
algorithms like the Louvain algorithm?. Considering the graph structure, at most O(m) moves are considered as opposed to
O(n*) moves in each iteration. Methods oblivious to the graph structure often try to improve this computational complexity but
they still have high space complexity (O(n?)). Our method does not have such a high memory requirement as well. We discuss
the computation and memory complexity of our algorithm in more detail in Sec. 3.4.

Grouping homogeneous partitions. We take a simple pre-processing step to group the homogeneous partitions. At first,
we create a complete graph, where each input partition is treated as a vertex, and the distance between them serves as the
edge weight. We used split-join distance®® as edge weights for its intuitiveness, but other distance metrics can be used as well.
Next, we sparsify this complete graph by removing edges whose weights are greater than a threshold A. This edge removal
step creates multiple connected components where each component is composed of relatively homogeneous partitions with
inter-partition distances less than A. We empirically select A using the elbow method, which involves plotting the number
of groups of partitions as a function of A and identifying the "elbow" point on the curve as the optimal choice. The elbow
method is a widely used heuristic for determining the optimal number of clusters in a dataset®-3?. Once homogeneous groups
of partitions are identified, we apply the consensus clustering algorithm independently to each group. This pre-processing step
is equivalent to clustering of clustering?’ or meta clustering>. We stress that our emphasis here is on the consensus clustering
technique, not on the procedure to identify homogeneous sets of partitions. In fact, any method that involves clustering of
clustering, as discussed in previous studies’®>® can be employed before utilizing our consensus clustering approach.

3.4 The algorithm
Given the optimization objectives mentioned in the previous sections, we describe the steps of our algorithm below.

¢ Input: A graph G(V,E) with n vertices and m edges. A set of k partitions of the graph Py, Py, ..., Py.
* Find homogeneous groups: Find a homogeneous group by using the method discussed in Section 3.3.

« Initialization: We begin with a consensus partition comprising n clusters, where each vertex constitutes a separate

cluster: C = {{vi},{v2},....{wu}}-

* Greedy moves: Find the best move for each vertex v in the graph using equation (6). v is moved from its current cluster
cto ¢ only if AD,.._,« < O.
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¢ Stopping condition: The algorithm stops when no vertex can be moved.

Computation and memory complexity. To identify the homogeneous groups of partitions, we create a complete graph
with k vertices. This involves comparing k(k — 1) /2 pairs of partitions, where calculating the split-joint distance between
two partitions of n elements requires O(nlogn) time**. After pruning for a certain value of A, this graph contains at most
O(k?) edges, hence detecting connected components on such a graph using any graph traversal technique takes O(k + k2) time.
Overall, finding homogeneous groups of partition takes O(k’>nlogn) time for a certain value of A. To find the optimal value
of A using the elbow method, one may need to repeat the process multiple times for multiple values of A, which usually is a
constant.

After detecting the homogeneous groups, we make a consensus of each group. The computational complexity of each
iteration of the consensus algorithm depends on the cluster sizes and the number of inter-cluster edges of the consensus partition
before the iteration. Let b represent the number of clusters in the current consensus partition. On average, each cluster then
contains 7 vertices. To compute the feasibility of each potential move for each vertex, the algorithm computes two terms on
the right-hand side of equation (5). . If there are kj, input partitions in the homogeneous group, the computation required for

each term is 0(%). If there are 71 inter-cluster edges, the number of potential moves is at most 27i1. Hence, based on the

assumption of all clusters being of equal size, the total computation required on each iteration is 0(%"”) One can argue that
this complexity can be as high as O(n?) if 71 is very high and b is very low. For the simple case of same-size clusters, it is
easy to see that both of those conditions cannot occur simultaneously. As we start from singleton clusters, during the initial
iterations /22 would be high but b would be high as well. As one of the implicit goals of graph clustering is to reduce 7, it
decreases in later iterations but b also decreases as small clusters merge with bigger clusters. In practical cases, i.e. graphs with
heterogeneous degree and cluster size distributions, this analysis is not so simple. Large clusters having many inter-cluster
edges may enhance the computational cost. It might be possible to solve this problem without penalizing the quality too much
by appropriate sampling and graph sketching techniques. We leave that for future work. However, we present an empirical
evaluation of the runtime in Sec. 4.4.

The median clustering algorithm requires no additional memory beyond what is needed to store the input partitions and the
final output. We have two inputs to our algorithm - the graph and the input partitions. Storing the graph takes O(m) space if we
store the edges. Storing the input partitions takes O(nk) space if represented as a n X k matrix, where each column represents a
partition and each row represents cluster memberships of a vertex v across different input partitions(as discussed in Sec. 3.1).
Hence the memory complexity is O(m + nk). It is possible to reduce time complexity by increasing the space complexity, as
discussed in Sec. 3.3. For this work, we choose to make the algorithm applicable to large realistic graphs through parallel
computation keeping the memory requirement the same. We discuss the parallel algorithm in Sec. 3.5 below.

The low memory requirement of our median consensus algorithm is particularly useful when dealing with large practical
graphs. For instance, in Section 4.4, we present experimental evidence for a large practical graph containing 514k vertices and
12 million edges coming from single-cell experiments. We generate a consensus of 16 different partitions of the vertices. Given
that all algorithms utilize 8-byte numbers for each piece of information, our algorithm required 296 megabytes of memory
while some other baseline methods required nearly 268 gigabytes of memory hence could not run as the requirement was too
high even on a powerful computing resource.

3.5 Parallel algorithm

The algorithm discussed in the previous section identifies the best possible move for every vertex considering the consensus
partition at the beginning of the iteration. After some validation checks of the identified moves, all moves are performed
together at the end of the iteration. Because one move may change the partition in such a way that some other move may not be
optimal anymore, one can argue to identify one best move in an iteration, perform it, and then move to the next iteration. Some
other methods, i.e. Filkov and Skienna'®, work in this way. Empirically we observe no quality degradation in our experiment
by adopting the approach mentioned in the previous section. In this way, the algorithm takes a few more iterations to converge
but they converge to the same quality solution. The solution obtained through this method may differ from the one derived by
considering the single best move at a time; however, we observed that the distance from the consensus partition to all other
partitions remains the same in both approaches once the algorithm converges. Crucially, this approach eliminates the need for
performing moves sequentially one after another, enabling effortless parallelization of the most computationally demanding
components.

As discussed in the previous paragraph, computation of the two terms of equation (5) is the most compute-intensive part.
Because this computation for one potential move does not depend on any other move within an iteration, we can compute for
all potential moves in parallel. In each iteration, we first identify the inter-cluster edges, as these edges provide a list of all
potential moves. To assess the feasibility of each move, the algorithm must compute the two components of equation (5). For
each vertex and its potential move, the second component depends on the vertex’s current cluster, while the first component

6/16



depends on the cluster to which the vertex may move. The computational demand of each component is determined by the size
of the respective clusters. Since the calculations for each of these components can be performed independently, we identify all
necessary terms and assign them to parallel threads. We utilize the cluster sizes to determine the computational load of each
term. We assign the terms to a parallel thread in such a way that the total load is balanced. This parallelization strategy requires
no additional memory beyond maintaining a list of all potential moves during an iteration, which may be as large as another
copy of the input graph. We implement our algorithm in C++ and use the OpenMP programming model to implement the
parallel algorithm.

4 Results

We evaluate the performance of our algorithm using three key metrics, which demonstrate its effectiveness both in scenarios
with and without community structures and its applicability to large-scale networks:

1. Accuracy: We demonstrate the accuracy of our algorithm by testing it against ground truth communities in both synthetic
and real-world networks.

2. Median partition: We measure how effectively our algorithm identifies a median partition.

3. Scalability: We discuss the capability of our algorithm to handle increasingly large input graphs.

4.1 Experiment Settings
4.1.1 Graphs
We use synthetic and real-world graphs to evaluate our consensus clustering method empirically.

Synthetic graphs. We use LFR benchmark graphs of different clustering structures®>. To pick the parameters of LFR
graphs, we take ideas from the original paper and other works that use this benchmark graph. In all cases, we fix the following
parameters - minimum degree = 5, maximum degree = 50, minimum cluster size = 5, maximum cluster size = 200, degree
exponent ¥ = 3.0, and community size exponent 8 = 1.1. To generate graphs of different pronounced clustering structures, we
vary the mixing parameter it from 0.1 to 0.7 keeping other parameters fixed. A smaller value of u represents a more pronounced
clustering structure in the graph. To generate graphs of different sizes, we vary the number of vertices from 200 to 125000. We
generate these graphs using the Networkx python package®.

Real-world graphs. We use three real-world graphs from two different application scenarios. email-Eu-core is an email
communication network containing 1k vertices and 26k edges. Levinel3 and Samusik comes from single cell experiments.
Levinel3 contains 81k vertices and 1.8 million edges while Samusik contains 514k vertices and 12 million edges.

4.1.2 Input partitions
To generate different partitions of the same graph, we design the experiments in two ways: (1) when partitions are slightly
different from each other, and (2) when partitions are significantly different from one another.

Slightly different partitions. To generate a set of partitions that are not very different from each other, we use 16 different
random initialization parameters of the louvain algorithm® to get 16 different partitions for the same graph. To generate
these partitions, we use the implementation available on the CDLib python package?’. We choose 16 different randomization
parameters equivalent to 16 different vertex orderings for the updates of the algorithm. Narrow black error bars of Fig. 4 show
that these partitions are slightly different.

Widely different partitions. To generate a set of partitions that may be very different from each other, we use different pa-
rameters of 14 different clustering algorithms to get 38 different partitions of the same graph. We use the following 14 clustering
algorithms available in the CDLib python package®’ - label-propagation®®, leiden®, significance-communities™, surprise-
communities*' | cnm-greedy-modularity, paris* | louvain®® , infomap™ | walktrap™* | markov-clustering® | expectation-
maximization®® | ricci-community*’ | stochastic-block-model*®, and spinglass*®. We use the default parameter of most of
these implementations other than louvain, markov-clustering, expectation-maximization, spinglass, and ricci-community
algorithms as it was not allowed by the implementation. We use different resolution and vertex ordering parameters for
louvain, different pruning and inflation parameters for markov-clustering, randomly chosen expected number of clusters for
expectation-maximization as well as spinglass and different probability distribution parameters for ricci-community. The wide
black error bars of Fig. 5 indicate that these partitions differ significantly from one another.

4.1.3 Grouping homogeneous partitions

In Sec. 3.3, we discussed our method of grouping homogeneous sets of partitions. Fig. 3 shows the effect of the distance
threshold parameter A. We change the distance threshold value from 1.0 down to 0.05 and observe how many groups are
detected and the size of the groups. We observe that as the distance threshold increases, the number of groups decreases.
For our experimental dataset, we also observe that while most of these groups contain very few partitions, one group usually
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Figure 3. Effect of outlier removal parameter when creating a consensus of (a) widely different partitions and (b) slightly
different partitions. LFR benchmark networks with n=5000 are used for this experiment. For (a), 38 different partitions were
involved; for (b), 16 different partitions were involved.

is significantly larger than the others. Based on this study, we pick the distance threshold parameter (1) for subsequent
experiments. Since our experimental dataset primarily consists of one large group and several small groups, we select the value
of A at the point where more than one group begins to emerge (e.g., A = 0.5 in Fig. 3(a)). We then take the partitions in the
largest group and determine their consensus.

4.1.4 Baseline algorithms
We compare our algorithm, median-consensus, with the following baseline algorithms.

If-consensus®*. We use [f-consensus as the baseline algorithm to perform consensus clustering on graphs. In each iteration,
the original If-consensus work runs the same algorithm multiple times on the consensus graph generated from the previous
iterations. To be consistent with that, in each iteration, we use the same parameters of the same algorithms that have been used
to generate the input partitions. We observed that for experiments involving widely-different partitions, If-consensus does not
converge. Hence, we omit this method in such cases.

kirkley-newman®’. We use kirkley-newman algorithm to pick the best candidate partition from the inputs as a consensus.
kirkley-newman algorithm groups the partitions into homogeneous groups and picks one representative partition from each
group. To be consistent with our experiments where we make consensus of the largest homogeneous group of partition, we pick
the representative of the largest group found by kirkley-newman as the consensus partition.

boem'°. As our method focuses on minimizing the distance from the consensus partition to all input partitions, we compare
it with other methods optimizing the similar goal. We use boem proposed by Filkov and Skiena as a baseline algorithm from
this category. Since boem is not designed for graphs, we apply it without utilizing the graph structure.

4.1.5 Evaluation metrics

We evaluate partitions with several different partition comparison metrics. Gates et al. compiled a summary of the performance
of the most popular partition comparison metrics, categorized by their desirable properties®’. Meila proved that it is impossible
to have any partition distance metric that satisfies all of the most desirable properties of partition comparison'!. Therefore, we
select three popular partition comparison metrics, each of which satisfies a subset of the most desirable properties - (i) variation
of information distance’' that quantifies the amount of information lost or gained when switching from one partition to another,
(ii) split-join distance®® that quantifies the minimum number of split and join operations required to transform one partition
into the other and (iii) rand distance®® that quantifies the number of pairs of elements that are clustered differently in the two
partitions. Please note that rand distance is a normalized form of mirkin distance, hence they are equivalent. However, rand
distance can be perceived as probability and hence more intuitive. All three of these measures are true distance metrics and a
combination of these measures covers most of the desirable properties of cluster comparison. Our motivation is that observing
good performance in terms of all three of these metrics would strengthen the argument.

4.2 Accuracy

When the ground-truth communities are known, we evaluate the results by measuring how closely the consensus partition
matches the ground truth. We evaluate this by computing the distance from the ground-truth partition to the other partitions.
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Figure 4. Accuracy of different consensus partitions for LFR benchmark graphs with n=5000, when slightly different input
partitions are considered. Here input partitions are obtained by different runs of the Louvain algorithm. Since the ground truth
communities are known for LFR benchmark graphs, partition accuracy is measured by the distance from the ground truth
community (where lower distance values indicate better accuracy). The black line represents the accuracy of the input
partitions used to build the consensus, while the colored lines represent various consensus methods. Points on each line
represent the average from 10 sets of experiments, with the corresponding error bars indicating the maximum and minimum
values observed across all 10 sets.

—+ input —4— median-consensus kirkley-newman
8 J
= - - ]
8 1 —_ ,
oo} -1 —<
.2 0.8 = 2
| ]
g g ] o
.2 3 1 =
= 7 0.6'_ g 26 é
g S I

g ] A= &S|
“g 'S 0.4 < 9-10 ]
Z £ ] 8
Z o ;_:jl/l
k) ] 2714 41
2 ]
= 0.0 1
§ : T T T T T T
0.2 0.4 0.6 0.2 0.4 0.6
2 7 J

Figure 5. Accuracy of different partitions of LFR benchmark graphs with n=5000 when widely different partitions are
considered. Here input partitions are obtained by different parameters of 14 different clustering algorithms. The black line
represents the accuracy of the input partitions used to build the consensus, while the colored lines represent different consensus
methods. Points on each line represent the average from 10 sets of experiments, with the corresponding error bars indicating
the maximum and minimum values observed across all 10 sets. In all cases, a lower value in the Y-axis is better as it signifies
the distance to ground truth is smaller.

The partition that is closest to the ground truth is considered to be best in terms of accuracy. The ground-truth partitions of the
LFR benchmark graphs are known by design. Two of our real-world datasets also have ground-truth information.

Slightly different partitions of synthetic graphs. We present our evaluation in Fig. 4. Across all evaluation metrics, our
median-consensus consistently identifies a more accurate partition compared to all baseline consensus methods. Additionally,
we observe that in this setting, the consensus produced by kirkley-newman closely follows the input partitions. We attribute this
to the fact that the input partitions are only slightly different from one another, and since kirkley-newman selects a solution
directly from the input, it tends to follow the overall trend of the input partitions.

Widely different partitions of synthetic graphs. We present our evaluation in Fig. 5. lf-consensus did not converge for this
case, so we have excluded it from our analysis. We observe that when the graph exhibits a clear clustering structure (1 < 0.5),
across all evaluation metrics, median-consensus consistently generates more accurate partitions than other baseline methods
across all evaluation metrics. When the graph lacks a significant clustering structure (¢ > 0.5), it is difficult to determine which
method produced more accurate partitions, as the three evaluation metrics yielded conflicting results. However, since this
evaluation is based on synthetic graphs and real-world graphs with appreciable community structure, we can safely focus on the
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Figure 6. Accuracy of consensus clustering in two real-world networks.

cases for 1 < 0.5. As the input partitions in this setting differ widely, kirkley-newman chooses from the best partitions of
the input. Hence, unlike the case of slightly different partitions, it does not stay close to the average input partition trend. By
comparing Fig. 4 and Fig. 5, we observe that median-consensus, which aggregates partitions from various clustering algorithms,
yields more accurate partitions across all three evaluation metrics than the consensus of partitions produced by Louvain alone.
Hence, we argue that aggregating partitions from multiple algorithms could be advantageous following outlier removal.

Clustering a real-world communication network. We first demonstrate the applicability of our consensus clustering
algorithm on the email-Eu-core graph - which is an email communication network of a large European research institute>.
Each vertex represents an individual belonging to some department of the research institute. A group of individuals belonging
to the same department is considered to be a ground truth cluster in the graph. We generate different partitions of the network
by applying the Louvain algorithm several times with different random vertex orderings and then apply consensus. We compare
the different partitions with the known ground truth information from the metadata. Fig. 6a shows that median-consensus
produces a more accurate partition than the other baseline methods.

Clustering single-cell experiment data. We also demonstrate the applicability of our consensus clustering algorithm in
real-world single-cell experiments. FastPG is a pipeline of clustering millions of cells from single-cell experiments>>. It has
been demonstrated to produce accurate results a magnitude faster than other comparative methods. The superior performance
comes from the construction of a k-nearest-neighbor (kNN) graph and applying a variant of the Louvain algorithm to exploit
multi-core parallelism. Because Louvain and its parallel variants suffer from producing inconsistent clustering output for
different runs, we applied our consensus clustering algorithm to get a consistent result. We take the kNN graph generated by
the FastPG pipeline for a dataset coming from human bone marrow cells of healthy donors (Levinel3)>*. We run the Louvain
algorithm with 16 random vertex orderings to get 16 different partitions. We make a consensus of these 16 different partitions
with our median-consensus method. As this dataset contains ground truth cell types, we consider each cell type as a cluster and
compare it with partitions. Fig. 6b shows that in this way we could recover more accurate clusters from the kNN graph.

4.3 Median partition

In the absence of known ground-truth clusters, we evaluate the consensus partition from a median perspective, as it provides the
most impartial assessment. In the following experiments, we disregard the ground-truth information of the LFR benchmark
graphs and instead evaluate the consensus based on its proximity to all input partitions. For each consensus partition, we
calculate its distance to all input partitions and identify the best consensus partition as the one that minimizes the mean distance
to the inputs. For this evaluation, we include boem into our consideration as it actively optimizes the goal of finding a median
partition. If-consensus did not converge for widely varying partitions, so it is excluded from consideration in that scenario. We
present our evaluation in Figs. 7 and 8. Across all distance metrics, we observe that both median-consensus and If-consensus
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Figure 7. Distribution of distance from consensus partition to all input partitions for slightly different partitions. LFR
benchmark graphs with n=5000 are used. Cyan dots represent the mean of each distribution.
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Figure 8. Distribution of distance from consensus partition to all input partitions for widely different partitions. LFR
benchmark graphs with n=5000 are used. Cyan dots represent the mean of each distribution.

performed well in finding a good median consensus partition. For the graphs that have a very pronounced clustering structure
(very small values of u), If-consensus performed slightly better than median-clustering but the latter method worked well across
graphs of different clustering structures as well as widely-different partitions.

4.4 Runtime

We evaluate the runtime of consensus methods in two different ways - (i) runtime on varying-size graphs and (ii) scalability
on large practical graphs. For the first case, we generate LFR benchmark graphs of 200 to 125000 vertices with mixing
parameter 4 = 0.4 and generate different partitions by running the Louvain algorithm multiple times with different vertex
orderings. All our experiments were performed on a computing node equipped with AMD EPYC 7783 processor having 64
cores in a single socket and 256 GB of memory. In Fig. 9a we show the runtime of each consensus method as the size of
the graph increases. We observe that both boem and If-consensus failed to run on the 125000 node graph due to going out
of memory. We also observe that even though kirkley-newman ran faster than the sequential version of median-consensus,
by utilizing high-performance computing resources efficiently the parallel version of median-consensus ran several times
faster than kirkley-newman for larger graphs. On a larger real-world graph (Fig. 9b) we observe that median-consensus is the
better performing algorithm than kirkley-newman. We take a KNN graph of 514k vertices and 12 million edges obtained from
single-cell experiments> and generate different partitions in the same way as above. We observe that while median-consensus
could successfully find consensus in little more than 2 hours using a single computing core, kirkley-newman could not finish in
10 hours. We also observe that the median-consensus method shows a linear speedup as we go from 1 computing core to 64
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Figure 9. Runtime and scalability of consensus clustering algorithms.

cores. Utilizing 64 computing cores median-consensus produced the same result in less than 4 minutes. It underscores the
fact that median-consensus method is capable of producing consensus of even larger datasets utilizing the high-performance
computing resources of modern days.

5 Conclusions

This paper introduces a new algorithm for finding a consensus among different partitions of a complex network. Unlike previous
graph consensus clustering methods, our algorithm aims to find a median of all input partitions. We identified several key
advantages of the median partitions generated by our algorithm. (1) A median partition is typically closer to ground truth
communities compared to methods that do not search for median partitions. (2) Our median partition provides a consensus
with fewer disagreements among input partitions. (3) By using a graph-aware greedy algorithm, we reduce the computational
complexity of the process. (4) We eliminate sequential dependencies among vertex movements and develop a parallel algorithm
for multi-core processors, achieving linear speedup as the number of processing cores increases. (5) Due to faster computations
and reduced memory requirements, our median consensus algorithm can handle large graphs where other methods fail to
generate any consensus. (6) We also developed a simple step to group homogeneous partitions before independently finding the
consensus of each group. Overall, our work enables finding consensus partitions on large graphs quickly and accurately.

An extension of our algorithm would be to construct consensus clustering for dynamic networks that evolve over time. In
such networks, clustering structures change as the network evolves, making consensus clustering an effective approach for
identifying core and stable clusters’®%. Since our algorithm identifies a median partition that, on average, minimizes distance
with all input partitions, it can be readily adapted to dynamic networks if a suitable distance metric is defined for dynamic
graphs. We plan to explore this promising research direction in the future. We also plan to explore how the median consensus
can be found quickly by using correspondence information between the partitions> instead of optimizing a single value.

Data availability

Our implementation of median-consensus is located at https://github.com/taufique71/pamcon. We used synthetic and publicly
available networks for our experiments. The sources of the networks are mentioned in their respective results sections.
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Appendix
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disagreement(P,,P,)=b+c
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Figure 10. Contingency table of number of vertex pair count when comparing two clusterings. Pairs of vertices for a partion
can be divided into two groups - pairs belonging to the same cluster and pairs belonging to different clusters. When comparing
two clusterings the pairs can be divided into four groups - a, b, ¢ and d.

Equation 1 can be optimized with any distance metric. In our algorithm, we aim to minimize the Mirkin distance that

measures disagreements between two partitions. Here, we show the derivation of Equation 4 from Equation 1 using the Mirkin
distance. The Mirkin distance is a measure used in clustering and partitioning contexts to quantify the dissimilarity between two
partitions of a set. It is defined as the number of pairs of elements that are clustered together in one partition but not in the other.
Hence, according to Fig. 10, the Mirkin distance P; and P, is d(P;,P2) = b+ c. This distance is a metric and is equivalent
to the symmetric difference between the sets of all co-clustered pairs in Py and P, (i.e. the symm. diff. of the equivalence
relations induced by the partition). Generally, the Mirkin distance between P; and P; is defined as

d(Pi;Pj) =b+c= Z(Suv(Pi) + (suv(Pj) _25uv(Pi)6uv(Pj))' (7)

uv
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In this derivation, we used the following properties of a symmetric difference AAB between two sets A and B: [AAB| =
|A|+|B| —2|ANB|.
We now derive Equation 4 from Equation 1.

'M*

Il
—

d ZZ m +5uv 1) 25uv(c)6uv(Pi))

i=1 uv

k
= Z Z 5uv + Z 5uv z ; uv
v)

uy j=

- Z k6uv + 5uv uv( )

- ZSMV+Z k 26141/’ MV )

uv

~ Z k_26uv 6uv( )

Note that },,, 8,, does not depend on C, thus we do not consider it in our optimization problem.
Now, we consider the change in the objective function when the vertex v is moved from its current cluster ¢ to another
cluster ¢
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