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Abstract— In recent years, mobile manipulators have shown
their potential to support people with instrumental activities of
daily living (IADL). This paper proposed an intelligent robotic
system that can assist people in preparing for IADL, such
as getting ready for work, shopping, or going to the doctor.
The proposed system uses a rule-based approach to enable the
robot to learn tasks from humans using speech commands and
execute the learned tasks. An experimental setup is developed to
evaluate the proposed system in a pilot study of 10 participants.
The preliminary results of the pilot study demonstrate the
usefulness of the proposed robotic system.

I. INTRODUCTION

Robotic systems have shown their potential to support peo-
ple in a variety of daily household tasks, such as cooking [1],
[2], drinking [3], [4], cleaning [5], dressing [6], [7], etc. With
the recent advances of Large Language Models in robotics
[8], [9], the communication between humans and robots can
be more natural using speech. For example, Kodur et al.
[10] developed a framework that maps spoken commands
to robotic actions for a cooking scenario. Therefore, robots
can understand and act on spoken requests, which enables
non-expert users to interact easily with robots.

Although several robotic tasks related to activities of daily
living (i.e., activities focused on taking care of one’s own
body) have been explored in the field of assistive robots,
the assistance of users with the preparation for instrumental
activities of daily living (IADL) that support daily life
within the community [11], such as getting ready to go to
work, school, outdoor events, shopping for groceries, running
errands, etc. has not been investigated [12]. Modern daily
routines for getting ready for work, school, a doctor’s ap-
pointment, or a social or recreational activity include packing
necessary objects, which is a time-consuming process and
prone to human error. An intelligent robotic assistant can
mitigate these issues by learning the objects required for
each IADL and streamlining the preparation process for each
individual.

In this paper, we propose an intelligent robotic assistant
that learns the necessary objects to prepare for a daily
activity via spoken instructions and retrieves them when the
user requests. The robot requires one-shot instruction on the
objects needed for an IADL. The user informs the robot of

*Funding Agency: National Science Foundation - Award Number
2226165

1Matthew Tognotti is with the Department of Electrical & Computer
Engineering, Santa Clara University, 500 El Camino Real, Santa Clara, CA,
USA mtognotti@scu.edu

2Maria Kyrarini is with the Department of Electrical & Computer
Engineering, Santa Clara University, 500 El Camino Real, Santa Clara, CA,
USA mkyrarini@scu.edu

their intent to prepare for a learned activity, and the robot
retrieves the objects associated with this activity. A pilot
study evaluated the proposed robotic system, and preliminary
results are presented, showing its potential usefulness.

II. RELATED WORK

Intelligent mobile manipulator systems have recently been
developed to learn user preferences for object manipulation
tasks. Mobile manipulators are robots that consist of a mobile
base with a robotic arm. Although no system is focused on
assisting users in preparing for IADL outside the home, such
as getting ready to go to work, school, or other locations,
several systems have been developed for robot learning of
multi-object tasks from spoken instructions.

TidyBot [5] is a personalized robotic system that learns
how to clean up and tidy up rooms from a few-shot in-
teractions with a user. The robotic system is capable of
picking up objects and putting them away. The target location
of the objects is learned based on a few interactions with
the user. The proposed system uses textual input from the
users to generate the necessary robotic actions for picking up
objects from the floor and putting them away. The framework
achieved an 85% success rate in real-world test scenarios
during a user study with 40 participants.

Kodur et al. [10] developed a framework that uses speech
commands as input and automatically generates robotic ac-
tions for object manipulation, which become part of a graph
for a specific task. The graph represents the learned sequence
of actions for a collaborative cooking task. The proposed
framework uses speech-to-text by Google to convert speech
commands into text. Subsequently, BERT [13] and GPT
Neo [14] are used to recognize valid speech commands
and generate robotic commands. A robot control module
translates robotic commands into object manipulation. The
framework was evaluated in a user study with 30 participants
[15], [16].

A grocery reminder mobile manipulator is proposed by
Ayub et al. [17]. The authors developed a Graphical User
Interface (GUI) that enables a user to move the mobile
manipulator in different poses so that the robot can learn
the context locations. The learned knowledge is stored and
is used to predict missing objects in the days ahead. When
an object is missing, the GUI informs the user so that they
can buy it. The proposed system was not evaluated but was
planned as future work.

In this paper, we expand on the robotic framework pro-
posed by Kodur et al. [10] by developing an interactive
robot learning phase that enables the user to teach necessary
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Fig. 1. Overview of the proposed intelligent robotic framework for IADL.

objects for desired IADL. During the robot working phase,
the user can describe the specific IADL, and the robot
retrieves the associated objects.

III. PROPOSED INTELLIGENT ROBOTIC SYSTEM FOR
INSTRUMENTAL ACTIVITIES OF DAILY LIVING

The proposed intelligent robotic system for IADL expands
the work developed by Kodur et al. in [10], [15], in which
a single command type was supported, allowing users to
request the retrieval of an object using speech commands.
The robot working phase in Fig. 1 describes the system
developed by Kodur et al. [10]. Building on this foundation,
the proposed system has the following functionalities:

1) Single Item Retrieval: This command remains un-
changed from the previous architecture, allowing users
to request the retrieval of a single object.

2) Teach a New Task: This new command allows users
to teach the robot a new task, which it can learn and
execute when requested.

3) Execute a Learned Task: This command enables
users to instruct the robot to perform a previously
learned task.

To achieve additional functionalities, a robot learning
phase is developed based on a rule-based system, a type
of rudimentary artificial intelligence that uses conditional
statements “if-then,” or rules, to make decisions based on an
input [18]. When a user gives a command to teach the robot

a new task, the robot will ask the user a series of questions
to create and store the new task for future use. As a task,
it is considered an IADL that requires the manipulation and
delivery of several objects.

For our proposed system, the rule-based system, shown in
Fig. 1 consists of the following components [19]:

• Rule Engine: This is the system’s core where the rules
are processed. The Rule Engine processes the user’s
speech commands and outputs the learned task into the
robot’s memory. The Rule Engine consists of Rule Base
and Error Handling.

• Rule Base: The rule base acts as the system’s knowl-
edge base to make decisions. It processes the user’s
commands and, based on defined rules, creates a new
task, modifies an existing task, or retrieves an existing
task. The Rule Base is designed to be easily adaptable,
allowing new activities to be added or existing ones
to be modified as the system evolves. This flexibility
is crucial for accommodating new tasks and improving
the system’s capabilities.

• Error handling: The error handling ensures that if
any part of the process fails, the system can provide
meaningful feedback to the user. For example, if the
robot does not have access to a requested object needed
for a task, the system will inform the user and ask the
user to request a different object.

• Robot Memory: This is where the system stores the
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processed data, including the user’s input and the tasks
created by the user. It is implemented using a CSV
database, where learned tasks and their corresponding
details are stored. This allows the robot to recall and
execute previously taught tasks without requiring the
user to repeat the teaching process. The Robot Memory
provides the robot with information about the learned
tasks.

During the robot learning phase, when the user selects
to teach a new task, the robot will ask the following three
questions: (1) “What is the name of the task?” (2) “How
many items are needed for the task?” and (3) “Which items
are needed?”. During the robot working phase, the user can
command the robot to complete a task, such as retrieving an
object or a list of objects. Alternatively, the user can switch
to the robot learning phase to teach the robot a new task.

IV. EXPERIMENTAL RESULTS

A pilot study was conducted to evaluate the proposed
method. This section discusses the experimental setup, the
pilot study, and the results.

a) Experimental Setup: Fig. 2 shows the experimental
setup for preparing for an IADL. The setup consists of two
tables: one designated as the user area where the participant
sits and the other where all the items needed for IADL are
placed. A mobile base equipped with a 7-Degrees of Free-
dom robotic arm, two RGB-Depth cameras, and a container
for transporting multiple objects is used for the study, as
shown in Fig. 2. The items used for the pilot study are
the following: wallet, car keys, calculator, cellphone, hand
sanitizer, medicine, umbrella, and a laptop. QR codes are
used for mobile base localization and object pose estimation.
The participant communicates with the robotic system by
using a microphone. To respect the participant’s privacy, the
user taps the microphone when they want to instruct the robot
and taps it off when they finish their interaction.

b) Pilot Study: For the pilot study, 10 adult participants
(4 female and 6 male) of average age 28.7 ± 15.4 years
old were recruited with the approval of the Institutional
Review Board (IRB) at Santa Clara University (IRB #23-
02-1902). It is worth noting that the mobile manipulator
moves at a slow speed to ensure human safety during
the pilot study. After the participant read and signed the
consent form, the participant was instructed to request one
item from the robot. Subsequently, the participant taught
the robot a task and then asked the robot to execute the
learned task. The users used predefined speech commands
to communicate with the system. A demo video for the
single item retrieval can be found in www.youtube.
com/watch?v=7ieUHwGYHr8, for teaching a task in
www.youtube.com/watch?v=3ZwdYYUvZRw and for
executing a learned task in www.youtube.com/watch?
v=I1os_-2GVwU.

After the interaction, the participants completed the Sys-
tem Usability Scale (SUS) questionnaire [20], which is
widely used to determine a system or product’s perceived
usability and user-friendliness. SUS consists of a 10-item

Fig. 2. Experimental Setup for IADL.

questionnaire with 5-point Likert scale response options
ranging from “Strongly agree” (for 5) to “Strongly disagree”
(for 1). A SUS score above 68 is generally considered above
average, while a SUS score below 68 is considered below
average. Additionally, the participants were requested to fill
out the Human-Robot Collaboration (HRC) Questionnaire,
which was proposed by Kodur et al. [15] and is shown in
Table I. It consists of 14 statements (Q1-Q14) with the 5-
point Likert scale, similar to the SUS.

c) Preliminary Results & Discussion: All participants
in the pilot study successfully completed all the required
interactions with the robot on their first attempt. Therefore,
the success rate of our system was 100 % for the ten trials.
The average SUS score was 81.5 ± 15.3, demonstrating that
the participants found the proposed system to be useful. Table
I shows the average score and standard deviation for each of
the statements in the HRC Questionnaire. For the statements
Q2-Q8, Q10, and Q14, the results are above the score of 4,
which shows the users felt safe and in control, and the system
was easy to use. For Q1, the participants did not agree or
disagree that they accomplished the given tasks rapidly. This
may be due to the robot’s slow speed. Since no identifiable
data were collected during the study, participants were not
concerned about their privacy (Q13). Additionally, they did
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TABLE I
THE 5-POINT LIKERT SCALE STATEMENTS FOR THE HUMAN-ROBOT

COLLABORATION QUESTIONNAIRE [15] AND THE AVERAGE AND

STANDARD DEVIATION RESULTS FROM THE PILOT STUDY.

Statements Results (Average ±
Standard Deviation)

Perceived Usefulness
Q1. I accomplished the given tasks rapidly. 3.3 ± 1.4
Q2. I accomplished the given tasks successfully. 4.5 ± 0.7
Perceived Safety and Trust
Q3. The robot’s actions were predictable. 4.4 ± 0.8
Q4. I felt safe using the robot. 4.9 ± 0.3
Q5. I trusted the robot’s suggestions. 4.4 ± 0.7
Perceived Ease of Use
Q6. I found the robot easy to use. 4.2 ± 0.8
Q7. The robot learned how to assist me. 4.1 ± 0.7
Q8. The robot met my expectations. 4.6 ± 0.5
Perceived Interaction
Q9. I had to learn more about robots in order to be able to interact
with the system.

1.3 ± 0.4

Q10. I felt my voice volume was normal. 4.7 ± 0.5
Q11. I had to speak slowly to interact with the robot. 1.5 ± 0.9
Ethical Considerations
Q12. It is acceptable for the robot to have much information about
the user.

3.8 ± 1.2

Q13. I am concerned about my privacy when using the robot. 1.6 ± 0.7
Q14. I should have full control of when and how the robot will
assist me.

4.4 ± 0.9

not feel they had to speak slowly to interact with the robot
(Q11) and did not have to learn more about robots to interact
with the system (Q9). Our findings from the pilot study
demonstrate that the system has the potential to be useful
and easy to use without requiring user training. However, as
this is a pilot study with a small number of participants, a
study with more users is needed to validate our preliminary
results.

V. CONCLUSION & FUTURE WORK

This paper proposes an intelligent robotic system that
assists people with preparation for IADL. A rule-based
system was developed to enable a robot to learn tasks via
speech commands and to execute the learned tasks. A pilot
study was conducted with 10 participants and demonstrated
that the system is easy to use and useful based on user
feedback. The proposed system has the potential to support
people with Alzheimer’s disease by providing reminders for
specific tasks [21], such as getting ready for IADL. In the
future, we plan to enable a more proactive robotic behavior
where the robot will access the user’s weekly calendar (with
the user’s approval) and can bring the required items without
the user’s request. For example, if a person needs to go to
the doctor at 9 am, the robot would have already retrieved
the items. This functionality will be important for individuals
who suffer from Alzheimer’s disease, and we will conduct a
user study to evaluate it.

ACKNOWLEDGMENT

This material is based upon work supported by the Na-
tional Science Foundation under Grant 2226165. Any opin-
ions, findings, conclusions, or recommendations expressed in
this material are those of the author(s) and do not necessarily
reflect the views of the National Science Foundation.

The authors would like to thank the pilot study participants
for evaluating the proposed system and Krishna Kodur for
developing the initial framework.

REFERENCES

[1] J. Liu, Y. Chen, Z. Dong, S. Wang, S. Calinon, M. Li, and F. Chen,
“Robot cooking with stir-fry: Bimanual non-prehensile manipulation
of semi-fluid objects,” IEEE Robotics and Automation Letters, vol. 7,
no. 2, pp. 5159–5166, 2022.

[2] G. Sochacki, X. Zhang, A. Abdulali, and F. Iida, “Towards practical
robotic chef: Review of relevant work and future challenges,” Journal
of Field Robotics, 2024.

[3] A. Alwala, H. El-Hussieny, A. Mohamed, K. Iwasaki, and S. F.
Assal, “Hybrid impedance control-based autonomous robotic system
for natural-like drinking assistance for disabled persons,” International
Journal of Control, Automation and Systems, vol. 21, no. 6, pp. 1978–
1992, 2023.

[4] F. F. Goldau, T. K. Shastha, M. Kyrarini, and A. Graser, “Autonomous
multi-sensory robotic assistant for a drinking task,” IEEE International
Conference on Rehabilitation Robotics, vol. 2019-June, pp. 210–216,
6 2019.

[5] J. Wu, R. Antonova, A. Kan, M. Lepert, A. Zeng, S. Song, J. Bohg,
S. Rusinkiewicz, and T. Funkhouser, “Tidybot: Personalized robot
assistance with large language models,” Autonomous Robots, vol. 47,
no. 8, pp. 1087–1102, 2023.

[6] Y. Gao, H. J. Chang, and Y. Demiris, “User modelling using multi-
modal information for personalised dressing assistance,” IEEE Access,
vol. 8, pp. 45 700–45 714, 2020.
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