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ABSTRACT: High latitudes, including the Bering Sea, are experiencing unprecedented rates of change. Long-term
Bering Sea warming trends have been identified, and marine heatwaves (MHWs), event-scale elevated sea surface temper-
ature (SST) extremes, have also increased in frequency and longevity in recent years. Recent work has shown that variabil-
ity in air–sea coupling plays a dominant role in driving Bering Sea upper-ocean thermal variability and that surface forcing
has driven an increase in the occurrence of positive ocean temperature anomalies since 2010. In this work, we characterize
the drivers of the anomalous surface air–sea heat fluxes in the Bering Sea over the period 2010–22 using ERA5 fields. We
show that the surface turbulent heat flux dominates the net surface heat flux variability from September to April and is pri-
marily a result of near-surface air temperature and specific humidity anomalies. The airmass anomalies that account for the
majority of the turbulent heat flux variability are a function of wind direction, with southerly (northerly) wind advecting
anomalously warm (cool), moist (dry) air over the Bering Sea, resulting in positive (negative) surface turbulent flux anoma-
lies. During the remaining months of the year, anomalies in the surface radiative fluxes account for the majority of the net
surface heat flux variability and are a result of anomalous cloud coverage, anomalous lower-tropospheric virtual tempe-
rature, and sea ice coverage variability. Our results indicate that atmospheric variability drives much of the Bering Sea upper-
ocean temperature variability through the mediation of the surface heat fluxes during the analysis period.

SIGNIFICANCE STATEMENT: A long-term ocean warming trend and a recent increase in marine heatwaves in the
Bering Sea have been identified. Previous work showed that anomalies in the exchange of heat between the ocean and
the atmosphere were the primary driver of Bering Sea temperature variability, but the processes responsible for the
heat exchange anomalies were unknown. In this work, we show that the atmosphere is the primary driver of anomalies
in the Bering Sea air–sea heat exchange and therefore plays an important role in altering the thermal state of the Bering
Sea. Our results highlight the importance of understanding more about how the ocean and the atmosphere interact at
high latitudes and how this relationship will be affected by future climate change.

KEYWORDS: North Pacific Ocean; Mesoscale processes; Atmosphere-ocean interaction; Air-sea interaction;
Climate variability; Anomalies

1. Introduction

Large-scale atmospheric circulation and basin-scale sea sur-
face temperature (SST) variability are strongly coupled in the
North Pacific. On monthly to seasonal time scales, basin-scale
SST anomalies (SSTAs) and atmospheric circulation anoma-
lies covary (Wallace et al. 1990; Cayan 1992a), with the stron-
gest air–sea coupling occurring when atmospheric forcing is
driving an ocean temperature response (Cayan 1992a). The
impact of atmospheric forcing on SST is maximized in boreal
winter when the surface turbulent heat fluxes are at their
peak (Cayan 1992a). During this time, anomalies in the air–
sea temperature (humidity) difference in the presence of high
mean wind speeds account for most of the variability in the
sensible (latent) heat flux (Cayan 1992b). A similar, large-
scale coupling between the atmosphere and the SST occurs
on synoptic time scales, with surface turbulent heat flux vari-
ability being the dominant component of the atmospheric
forcing (Deser and Timlin 1997). The key role of atmospheric
variability in forcing basin-scale SSTA is well described on
weekly to seasonal time scales, but the role of the atmosphere

in driving smaller-scale ocean temperature variability in the
Bering Sea, a marginal sea of the high-latitude North Pacific
and the focus of this analysis (Fig. 1a), remains unclear. In a
recent paper (Hayden and O’Neill 2024), we showed that anom-
alies in the net surface heat flux were responsible for most of the
observed mixed-layer temperature anomalies (MLTa) in the
Bering Sea during the period 2010–17; however, the processes
driving the flux anomalies remain unknown. Upper-ocean
temperature anomalies in the Bering Sea vary on a continuous
spectrum of time scales, including approximately decadal
(Wooster and Hollowed 1995; Danielson et al. 2020). Prior to
2010, surface and subsurface temperature anomalies displayed
pronounced interannual variability that does not exceed 628C,
through multiple phases of the Pacific decadal oscillation (PDO)
(Fig. 1b). Since 2010, temperature anomalies have regularly
exceeded 28C and have remained elevated through multiple
phase changes in the PDO. The goal of the present study is
to determine the specific processes driving anomalies in the
surface heat exchange.

Marine heatwaves (MHWs) are a component of Bering Sea
temperature variability that is receiving increased attention in
recent years. MHWs are relatively extreme SSTA (Hobday
et al. 2016) that have increased in frequency, intensity, and
spatial extent across the globe (Scannell et al. 2016), a trend
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that is projected to continue with ongoing climate change
(Frölicher et al. 2018). Exceptionally intense and persistent
MHWs occurred in the North Pacific in 2014/15 (Di Lorenzo
and Mantua 2016) and again in 2019 (Amaya et al. 2020). The
precise mechanisms driving these MHWs are an area of ongo-
ing research, but anomalous atmospheric forcing was respon-
sible for their formation and preservation (Bond et al. 2015;
Di Lorenzo and Mantua 2016; Amaya et al. 2020; Chen et al.
2023) as well as for their demise (Phillips and O’Neill 2020).
These periods of persistent, elevated ocean temperatures have
wide-ranging ecosystem impacts across multiple trophic levels
(Cheung and Frölicher 2020; Piatt et al. 2020; Suryan et al. 2021;
Wyatt et al. 2022). The Bering Sea has not been immune to this
trend, with MHWs increasing in both frequency and persistence
since 2010 (Carvalho et al. 2021). Similar to the North Pacific,
Bering Sea MHWs have extensive ecosystem impacts (Siddon
et al. 2020). The 2018/19 Bering Sea MHW was implicated as
a key factor in the collapse of the snow crab fishery in 2021
(Szuwalski et al. 2023) and negatively impacted various other
species, including salmon, seabird, and seal populations (Siddon
et al. 2020). The extensive and deleterious impacts of MHWs on
Bering Sea ecosystems, and the projected amplification of their
impacts under continued climate change (Cheung and Frölicher
2020), indicate the urgency of identifying the processes that drive
Bering Sea temperature extremes.

Surface forcing is the dominant driver of seasonal variabil-
ity in Bering Sea upper-ocean heat content (Reed 2003; Wirts
and Johnson 2005). Strong solar insolation is the primary sur-
face forcing term during the spring and summer over both the
shallow eastern shelf (Reed and Stabeno 2002; Reed 2003)
and over the Aleutian basin (Wirts and Johnson 2005). During
the fall and winter, the turbulent heat flux is the leading surface
forcing term, as winter storms drive increased latent and sensible
heat losses to the atmosphere (Reed 2003; Wirts and Johnson
2005). These previous studies established the importance of the
air–sea heat exchange in driving seasonality in the Bering Sea
ocean temperature state, but they were not diagnostic of the
specific processes driving seasonal flux variability. Specifically,
the surface turbulent heat flux anomalies could be caused by

anomalies in wind speed, surface air temperature and specific
humidity, and/or SST, none of which were conclusively identi-
fied as the driver. Furthermore, these previous studies were
limited in space and time by available data, typically focusing
on either the eastern shelf or the western basin.

In this work, we quantify the role of atmospheric variability
in observed Bering Sea net surface heat flux anomalies, which
we previously identified as the dominant driver of upper-
ocean temperature variability (Hayden and O’Neill 2024). We
examine the period 2010–22, which is coincident with a period
of intense climate extremes, including the lowest sea ice ex-
tent on record (Stabeno and Bell 2019); an increased inci-
dence of MHWs (Carvalho et al. 2021); a shift in the response
of Bering Sea upper-ocean temperature to decadal variability
(Fig. 1b); and the initiation of a period of increased upper-
ocean warming driven by surface forcing anomalies (Hayden
and O’Neill 2024). We characterize the relationship between
the atmospheric state and the air–sea heat flux variability using
the fifth major global reanalysis produced by European Centre
for Medium-Range Weather Forecasts (ECMWF) (ERA5),
emphasizing the seasonal evolution of the heat flux terms and
their influence on the annual heating cycle. Our analysis pro-
vides insight into the contribution of surface forcing anomalies
to temperature variability in the Bering Sea over the recent
decade. The results of this work improve our fundamental
understanding of air–sea interactions at high latitudes, which is
relevant to the advancement of weather and ocean predictive
capabilities. Increased knowledge of the role of coupled ocean–
atmosphere processes in climate extremes is essential for the
development of improved coupled ocean–atmosphere models.
Data and methodology are described in section 2. Results are
presented in section 3. A discussion of the results and their inter-
pretation, as well as conclusions, is presented in section 4.

2. Data and methodology

a. Data

Variability in the net surface heat exchange is assessed using
ERA5 fields. ERA5 is a global estimate of atmospheric state

FIG. 1. (a) Map of key geographical locations in the Bering Sea, with bathymetry noted by blue shading. The study
area of this analysis is outlined in black and extends from the Aleutian Islands in the south to the Bering Strait in the
north. (b) Time series of area-averaged daily Bering Sea ERA5 SSTA 1979–2022 (gray) and ECCOMLTa 1992–2017
(black). The climatological base periods used to compute these anomalies are noted by vertical lines, with 1979–2010
(gray vertical lines) used for computing SSTA and the full ECCO record length of 1992–2017 (black vertical lines)
used for MLTa. The sign and magnitude of the monthly PDO index over 1979–2022 are shown in the lower-right cor-
ner, with 2010–22 noted by the gray shading.

J OURNAL OF CL IMATE VOLUME 376660

Brought to you by OREGON STATE UNIVERSITY | Unauthenticated | Downloaded 07/15/25 06:23 PM UTC



variables at hourly intervals from 1979 to the present, on a uni-
form 0.258 spatial grid (Hersbach et al. 2020). Surface heat flux
variables are presented as hourly averages, while other variables
[i.e., ocean skin temperature Ts, 2 m air temperature Ta, 2 m air
specific humidity qa, and 10 m u and y winds] are instantaneous
values at the top of each hour, and SST is a daily mean field.
The surface turbulent heat flux QTHF and surface upward long-
wave radiative flux QLW↑ are computed using the skin tempera-
ture Ts, which varies throughout the day and also differs from
SST as a cool-skin and warm-layer correction is applied to ac-
count for temperature differences within the top few meters of
the surface. The skin temperature is the ocean temperature vari-
able used to compute the surface heat fluxes in the ERA5 rean-
alysis system.

ERA5 was chosen over other reanalysis products primarily
because of its high temporal and spatial resolution (Hersbach
et al. 2020), as well as its performance in capturing variables
of interest. ERA-Interim, the precursor to ERA5, was one of
the best-performing reanalysis products in comparison with in
situ estimates of the surface turbulent heat fluxes in the Be-
ring Sea (Kong et al. 2019). Assessments of the performance
of ERA5 in other North Pacific and Arctic regions suggest it
is one of the best available data products for our analysis, be-
cause of its ability to reproduce independent observations of
the surface turbulent heat fluxes (Phillips and O’Neill 2020;
Renfrew et al. 2021), other key meteorological variables
(Graham et al. 2019) used in this work, and the net surface ra-
diative flux (Seo et al. 2020). Over the global ocean, satellite-
based observations of the downward longwave radiative flux
QLW_ performed slightly better (RMSE 5 11.6 W m22) than
ERA5 (RMSE 5 12.5 W m22) in comparison with observa-
tions, but ERA5 had the lowest RMSE relative to other rean-
alysis products (Feng et al. 2023).

Sea ice plays an important role in the climate of the Bering
Sea (Overland 1981). Interactions between the atmosphere,
ocean, and sea ice drive physical variability in the region
(Stabeno et al. 1999). Sea ice concentration is not generated
as a prognostic or forecast field in ERA5; rather, it is a
specified surface boundary condition comprised of a combi-
nation of the daily ECMWF OCEAN5 reanalysis and the
Met Office Operational SST and Sea Ice Analysis (OSTIA)
(IFS Documentation–Part II 2023).

We used daily mean ERA5 fields of the net surface heat
fluxes, the clear-sky (CS) net surface radiative fluxes, sea ice
concentration, 10-m winds, geopotential height, cloud frac-
tion, Ts, Ta, and qa. The net air–sea heat flux Qnet is the sum
of the turbulent heat flux QTHF [sensible heat flux QSH plus
latent heat flux QLH] and the net radiative flux QRAD [net
shortwave radiative flux QSW plus net longwave radiative flux
QLW]:

Qnet 5 QSH 1 QLH 1 QSW 1 QLW: (1)

Following the ECMWF convention for surface fluxes, positive
values of Qnet and each component term in Eq. (1) indicate a
downward (ocean warming) heat flux and vice versa. The
terms QSW and QLW can be separated into their upwelling ↑
and downwelling _ components so thatQnet is

Qnet 5 QSH 1 QLH 1 QSW_ 1 QSW↑ 1 QLW_ 1 QLW↑: (2)

We computed the upwelling components of QSW and QLW as
the difference between the relevant net surface radiative term
and the downwelling terms. We recognize that upward short-
wave radiative fluxQSW↑ is a function of downward shortwave
radiative flux QSW_ and the surface albedo, but we have
elected to consider them as separate terms because of the pos-
sibility of small amounts of sea ice driving a large upward flux
anomaly.

In section 4, we also consider a metric for determining a ref-
erence SST response to a given surface flux forcing. To do so,
we used the NASA/JPL Estimating the Circulation and
Climate of the Ocean (ECCO) Version 4 Release 4 (V4r4)
Ocean State and Sea Ice Estimate (Fukumori et al. 2017;
ECCO Consortium et al. 2021) fields of mixed-layer depth
(MLD) h, available for 1992–2017. The term h is provided on
a Lat-Lon-Cap 90 (LLC90), nonuniform grid, which corre-
sponds to horizontal grid sizes of approximately 60 km in the
Bering Sea (Forget et al. 2015).

b. Climatologies and anomalies

Daily mean climatological values for all ERA5 fields were
computed relative to the base period 1979–2010, resulting in
366-day-long fields for each variable and denoted by overbars
throughout this work. Daily anomalies relative to the climato-
logical base period, denoted by primes, were computed as

F′(i, j, t) 5 F(i, j, t) 2 F (i, j), (3)

where F is the daily variable of interest, i corresponds to grid-
point latitude, j corresponds to gridpoint longitude, and t cor-
responds to the time in days. We chose the base period of
1979–2010 to align with the climatological base period used
by other assessments of recent variability and anomalies in
the Bering Sea (i.e., Danielson et al. 2020; Carvalho et al.
2021; Baker et al. 2020), which allows us to contextualize our
results in the existing literature. Furthermore, we found that
our results were not sensitive to the chosen base period (not
shown) principally because sea ice significantly attenuates en-
ergy exchange between the ocean and the atmosphere.

c. Sea ice masking

At high latitudes, sea ice complicates our understanding of
the air–sea heat exchange, as both the air–sea heat fluxes and
sea ice display high seasonal variability, making their impact
on Bering Sea temperature difficult to separate. Furthermore,
our understanding of the annual cycle of the surface heat
fluxes over sea ice is incomplete, largely due to inadequate
measurements (Bourassa et al. 2013). Because heat fluxes
over the sea ice and their seasonal variability are not yet fully
understood, and because they are fundamentally different
from the air–sea fluxes, we removed ERA5 grid cells contain-
ing sea ice in our analysis.

To determine a suitable “metric” for our sea ice mask, we
evaluated the effect of masking ice-covered grid cells using:
1) a sea ice extent criterion of grid cells covered by $15% sea
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ice concentration and 2) a fractional ice mask that weighted
the heat flux per grid cell according to the fraction of the grid
cell covered by sea ice. We compared the total number of joules
entering the Bering Sea over 2010–22 for the unmasked net air–
sea heat flux anomaly Q′

net fields, to the total number of joules
associated with each ice mask metric (Table 1). The 15% sea ice
concentration criterion preserved most of the variability in the
Q′

net, with the total number of joules differing by,3% from the
unmasked fields. In addition, the 15% coverage criterion aligns
with the commonly used threshold for sea ice extent in a grid
cell (ECMWF 2019; Matthews et al. 2020; Meier et al. 2021). Be-
cause of the apparent small differences in net air–sea heat ex-
change, we chose the common definition of 15% sea ice fraction
for our ice mask, and hereafter, all grid cells with $15% sea ice
fraction in all variables are removed from the analysis.

By masking sea ice, there will be a different number of data
points available for different grid cells, due to the seasonality

and spatial extent of sea ice (Fig. 2). We recognize that this
processing choice results in a small sampling bias, but argue
that it is necessary to focus on air–sea interactions only, rather
than confounded air–sea and air–sea ice interactions. The im-
pact of our treatment of sea ice on our results is reviewed in
the discussion section.

d. Balance metric

We implement the balance metric MB approach of
Halkides et al. (2015) to assess spatial variability in the sea-
sonally varying heat flux anomaly terms [Eq. (1)]. The term
MB, defined as

MB(P1, P2, Tt) ;
h(P2 2 Tt)2i 2 h(P1 2 Tt)2i
h(P2 2 Tt)2i 1 h(P1 2 Tt)2i

0 , MB #11 P1 is more important

MB 5 0 P1 and P2 contribute equally

0 . MB $ 21 P2 is more important

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩ (4)

describes the relative importance of two forcing processes P1

and P2 in driving spatial variability in a mixed layer tracer ten-
dency response term Tt, with angle brackets indicating ensem-
ble averaging over time. We define the net radiative flux
anomaly Q′

RAD as P1, the turbulent heat flux anomaly Q′
THF

as P2, and Q′
net as Tt. Because Q′

net is fully described by the
sum of Q′

THF and Q′
RAD and is thus a closed budget [Eq. (1)],

analysis ofMB fully describes the sources of variability ofQ′
net

among the surface turbulent and net radiative heat fluxes.
When MB 5 21, Q′

THF accounts for all of the variance of
Q′

net, and when MB 5 1, Q′
RAD accounts for all Q′

net variance.
When MB 5 0, the variance of Q′

net is equally partitioned be-
tweenQ′

THF andQ′
RAD.

e. Cloud radiative forcing

To assess the role of cloud coverage variability in anoma-
lous Bering Sea air–sea heat exchange, we computed cloud ra-
diative forcing (CRF) components (Ramanathan et al. 1989;
Shupe and Intrieri 2004) and their anomalies for QRAD, QLW,
QSW, and their upwelling and downwelling components. The

generalized method for computing CRF is the difference be-
tween the all-sky (AS) radiative flux and the CS radiative
flux:

QRADCRF
5 QRADAS

2 QRADCS
, (5)

where the CS fields are computed in the absence of clouds
and provided as part of the ERA5 data collection. The cloud
radiative fluxes computed in this fashion are a function of
only cloud properties. Following the ECMWF convention for
the sign of the radiative fluxes, when CRF is positive, clouds
warm the surface relative to the clear sky, and when it is nega-
tive, clouds cool the surface relative to the clear sky.

f. Potential mixed-layer heating terms

We estimated potential mixed-layer heating rate terms that
describe the possible impact of Q′

net on the Bering Sea MLT,
in the absence of oceanic heat advection and diffusion. These
terms are not descriptive of a closed ocean mixed-layer heat
budget; rather, they describe the potential impact of the

TABLE 1. Total number of joules contributed by daily mean
ERA5 net surface heat flux anomalies Q′

net, the total number of
joules contributed when a 15% sea ice coverage ice mask is
applied, and when a fractional ice mask coverage is applied.
The total energy exchange was computed by integrating over the
Bering Sea, bounded to the north by the Bering Strait and to
the south by the Aleutian Islands (Fig. 1a), over 2010–22.

Q′
net 15% mask Fractional mask

4.084 3 1021 4.201 3 1021 3.948 3 1021

FIG. 2. Temporal coverage of all fields at each grid cell, 2010–22,
computed as the percentage of available data points relative to the
total record length, after grid cells containing $15% sea ice cover-
age are removed.
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observed air–sea heat flux anomalies on the ocean thermal state
if all of the anomalous surface heating went into changing MLT,
while accounting for the effect of the seasonally varying MLD on
the ocean temperature response to a given surface forcing.
Changes in the vertically averaged ocean MLT Tm over a given
time can be described by an MLT tendency equation (e.g.,
Frankignoul 1985; Phillips and O’Neill 2020). An abbreviated
version, used in Hayden and O’Neill (2024), is given by

­Tm

­t
5

­TSF

­t
1

­TOD

­t
, (6)

where the first term on the right-hand side describes the MLT
response to the net air–sea heat flux [Eq. (1)]. The second
term is an ocean dynamic term, defined as the net effect of
vertical and horizontal advection, entrainment, and turbulent
exchanges at the base of the mixed layer on MLT tendency.
The potential impact of penetrative shortwave radiation leav-
ing the mixed layer is not accounted for here, but is generally
small in the Bering Sea (i.e., Fig. 1; Tian and Zhang 2023). We
showed previously (Hayden and O’Neill 2024) that surface
forcing variability (­TSF/­t) accounted for more than 70% of
the variability in the Bering Sea MLT tendency anomalies
(1992–2017). Therefore, we argue that focusing only on the
surface forcing term in Eq. (6) can provide significant insight
into Bering Sea MLT variability, even though the contribu-
tion from the neglected ocean dynamics is still O (1). We eval-
uated the daily potential heating rate due to anomalies inQ′

net
and each term in Eq. (2) according to

­T′
SF

­t
5

Q′
net

roCPo
h
; F′

net, (7)

where seawater density ro is set equal to a constant value of
1029 kg m23, the specific heat of seawater CPo

is set equal to
3993 J kg21 K21, and h is the MLD. We present the potential
heating rate in units of degrees Celsius per day (8C day– 1)
throughout. Because of the differing temporal coverage of
ERA5 and ECCO, we use a daily climatological (1992–2017)
ECCO MLD, which is bilinearly interpolated to the 0.258
ERA5 spatial grid. Because we use a daily mean climatologi-
cal value for the MLD, we are not evaluating the effect of the
surface heat flux anomalies on MLD on daily time scales, nor
are we assessing how variability in MLD feeds back onto the
atmosphere through the net surface fluxes. We estimated the
first-order sensitivity of the potential heating rate to the use
of a climatological MLD as

dF′
net 5

∣∣∣∣­F′
net

­h

∣∣∣∣sh, (8)

where sh is the interannual variability of the daily MLD at each
grid cell, computed from daily ECCO fields for 1992–2017. We
found that dF′ was on the order of 1021 8C day21 and thus only
had a small effect on mixed-layer temperature variability.

g. Heat flux decomposition

A primary goal of this work is to diagnose the specific driv-
ers of the various net surface heat flux terms [Eq. (1)]. The

turbulent heat fluxes in ERA5 are computed using a nonlin-
ear system of equations based on the Monin–Obukhov simi-
larity theory, and thus, isolating the drivers of flux anomalies
is not possible from the ERA5 fields. We developed a strategy
for diagnosing the drivers through the estimation of the
ERA5 latent and sensible heat flux anomalies using a simple
approximation of the turbulent heat fluxes. To determine the
role of air temperature, ocean temperature, air humidity, and
wind speed in driving anomalies in QTHF, we first estimated
QSH and QLH by their bulk aerodynamic formulation and
then computed a decomposition of the sensible heat flux
anomaly Q′

SH and latent heat flux anomaly Q′
LH in terms of

their climatological mean and anomaly components in a fash-
ion similar to, for instance, Tanimoto et al. (2003). A detailed
derivation is shown in the appendix. Briefly, estimates of
ERA5 fields of Q′

SH and Q′
LH, denoted by Q̃′

SH and Q̃′
LH,

were estimated using standard bulk formulas as

Q̃′
SH 5 raCPCH VDT′︸�︷︷�︸

1

1 V′DT︸�︷︷�︸
2

1 V′DT′︸�︷︷�︸
3

( )
, (9)

Q̃′
LH 5 raCQLV VDq′︸︷︷︸

1

1 V′Dq︸︷︷︸
2

1 V′Dq′︸�︷︷�︸
3

( )
: (10)

In both equations, primed terms denote daily anomalies, rela-
tive to the 1979–2010 daily climatology, and overbars denote
daily climatological mean values (1979–2010) [Eq. (3)]. The
term V is the wind speed 2 m above the surface, computed by
adjusting the 10-m wind speed using the same stability-dependent
surface layer wind profile formulation used in ERA5. The
term DT is the air–sea temperature difference Ta 2 Ts. The
term Dq is the air–sea specific humidity difference qa 2 qs.
The term Ts is the ERA5 skin temperature, and qs is the sea
surface saturation specific humidity computed from Ts. Daily
climatological fields of air density ra were used in both equa-
tions. We assume constant air specific heat capacity CP 5

1025 J kg21 K21, for Q̃′
SH, and a constant latent heat of va-

porization LV 5 2.5 3 1026 J kg21, for Q̃′
LH. Because ERA5

does not output the transfer coefficients CH and CQ we com-
puted daily fields of CH and CQ according to Eqs. (3.17) and
(3.18) in IFS Documentation–Part IV (2023), using ERA5
fields of momentum roughness length, and an Obukhov length
estimated using a buoyancy flux estimated from QSH and QLH

as per IFS Documentation–Part IV (2023). Although CH and
CQ vary with wind speed (and to a lesser degree, temperature,
and humidity), we did not decompose the transfer coefficients
into their mean and climatological components, as we are pri-
marily interested in variability in the atmosphere and in ocean
surface temperature and their role in driving Q′

THF. The mean
contribution of the covarying anomaly terms V′DT′ and V′Dq′
is negligible loss terms that do not significantly contribute to the
performance of the decompositions and are not included here.
To assess the validity of our decompositions, we compared them
to the equivalent ERA5 Q′

SH and Q′
LH fields. Our approximate

turbulent flux anomaly decompositions display good agreement
with the ERA5 surface flux anomalies (Figs. 3a,b). The RMS
difference between Q̃′

SH and Q̃′
LH and their respective ERA5
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fields is ;6 W m22. To estimate whether the differences are
statistically significant, we performed a two-sample Kolmogorov–
Smirnov test comparing the probability distribution of our
decompositions against their respective ERA5 counterparts. For
Q′

SH,D5 0.0094, p, 0.001, with a significance level of less than
1%. For Q′

LH, D 5 0.0182, p , 0.001, with a significance level
of less than 1%. Therefore, the differences between the distri-
butions of our decomposition and their respective ERA5 fields
are not statistically significant below the 99% significance level.
Our decomposition slightly underestimates the ERA5 Q′

THF at
large, negative values, likely due to our approximation of the
transfer coefficients, and because our decomposition is com-
puted using daily means of hourly instantaneous fields, while
the ERA5 surface turbulent heat fluxes are averaged over
hourly periods. We investigated multiple methods of estimating
the transfer coefficients and found that using daily fields of CH

and CQ resulted in the best match between the ERA5 and de-
composition fields. Although the large-magnitude positive and
negative flux anomalies in our decomposition were most sensi-
tive to the choice of transfer coefficient approximations, the
majority of the points that contribute to Q′

THF occur within a
small range of values (Figs. 3c,d) that are relatively insensitive
to the choice of transfer coefficient. Because Q̃′

SH and Q̃′
LH

well approximateQ′
SH andQ′

LH, we proceed to use our decom-
posed turbulent heat flux fields to diagnose the drivers ofQ′

THF
variability.

3. Results

a. Seasonal variability of the air–sea heat flux anomalies

We quantified the seasonally varying contribution ofQ′
RAD and

Q′
THF to variability inQ′

net, by computing MB(Q′
RAD, Q

′
THF, Q

′
net)

for each month of the year, using daily mean fields of the
surface heat flux anomalies, and ensemble averaging the daily
fields for each month (Fig. 4). Over the analysis region (Fig. 1a),
Q′

THF accounts for, on average, $90% of Q′
net variability in

January–March and ;70% in April. In April, there is a shift
to an increasing contribution from Q′

RAD. Beginning in May,
Q′

RAD is the dominant term over much of the Bering Sea,
accounting for an average of 73% of the Q′

net variability, al-
though over the shelf break there is a similar magnitude con-
tribution from Q′

THF. The term Q′
RAD becomes increasingly

important in June and July, accounting for 90% and 86%, re-
spectively, of Q′

net variability. In August, there is a latitudinal
gradient in the terms driving variability in Q′

net, with Q′
THF

more important over the shallow, northern region and Q′
RAD

remaining more important over the southern Bering Sea. In
September, there is a transition back to the dominance of
Q′

THF (83%) that is maximized in the north. The term Q′
THF

continues to drive the majority of the variability in Q′
net in

October–December, accounting for at least 94% of Q′
net in

these months. These results indicate significant seasonal
evolution in the processes contributing to variability in Q′

net,

FIG. 3. (a) Bin mean of the approximate Q̃′
SH [Eq. (9)] (y axis) computed as a function of ERA5 Q′

SH (x axis).
(b) Bin mean of the approximate Q̃′

LH [Eq. (10)] (y axis) computed as a function of ERA5Q′
LH (x axis). A bin width

of 1 W m22 was used for both (a) and (b). (c),(d) Histograms showing the density of points within the bins shown in
(a) and (b), respectively. All data presented here are daily means for each grid point over the spatial domain shown in
Fig. 1a, for the period 1979–2022.
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motivating us to characterize these processes in the next two
sections.

b. Diagnosing the drivers of surface turbulent heat flux
variability

Anomalies in the surface turbulent heat fluxes account for
the majority of Q′

net in September–April, and we now identify
the processes responsible forQ′

THF. Returning to the bulk flux
representation of the sensible [Eq. (9)] and latent [Eq. (10)]
heat fluxes, it is clear that Q′

SH and Q′
LH could result from

variability in the ocean skin temperature, surface air tem-
perature, surface humidity, wind speed, or covarying combi-
nations of these variables. In this section, we identify which
state variables are driving Q′

THF, identifying key processes
responsible for turbulent heat flux anomalies in the Bering
Sea.

1) THE ROLE OF THE ATMOSPHERE IN DRIVING

TURBULENT HEAT FLUX ANOMALIES

We assess the relative contribution of each term in Q̃′
SH

[Eq. (9)] and Q̃′
LH [Eq. (10)] using dominance analysis (DA)

techniques (Budescu 1993; Azen and Budescu 2003), which
were described in detail in Hayden and O’Neill (2024).
Briefly, DA is a linear regression technique that partitions the
variance in a field, in this case Q̃′

SH and Q̃′
LH, among each of

their component terms [right-hand side of Eqs. (9) and (10),
respectively]. Its strength lies in the fact that DA determines
which component variable contributes most to the variance of

the surface flux anomaly, after accounting for all other predic-
tors and their cross covariances. The average variance de-
scribed by a term is computed as a spatial average over the
region indicated in Fig. 1a.

Anomalies in the air–sea temperature difference DT′ [term 1
in Eq. (9)] are the dominant driver of Q̃′

SH variability in
September–April, describing an average of 73% of its variance
(Fig. 5a). The maximum variance described by this term (90%)
occurs over the deep basin, reaching a minimum of 65% over
the shelf. Wind speed anomalies V′ [term 2 in Eq. (9); Fig. 5b]
and covarying anomalies in V and DT [term 3 in Eq. (9);
Fig. 5c] account for an average of 10% and 17%, respectively,
of Q̃′

SH variability. The maximum variance described by V′

occurs near Cape Olyutorsky (25%), with a minimum value
of 6% off the coast of Alaska. The V′DT′ minimum of 10%
occurs over the deep basin, and its maximum of 25% occurs
over the eastern shelf. Because anomalies in the DT term ac-
count for the majority of Q̃′

SH variability, we separated term 1
in Eq. (9) into contributions from 2-m air temperature anoma-
lies T′

a and ocean skin temperature anomalies T′
s :

raCPCHVDT′ 5 raCPCH VT′
a︸︷︷︸

a

2 VT′
s︸︷︷︸

b

( )
: (11)

This decomposition allows the determination of whether the
sensible heat flux anomalies are driven by oceanic or atmo-
spheric variability. Anomalies in the air temperature [term a
in Eq. (11)] account for an average of 89% of the variance in
term 1 of Q̃′

SH (Fig. 5d), with a maximum value of 97% over

FIG. 4. Monthly balance metric MB(Q′
RAD, Q

′
THF, Q

′
net), 2010–22, comparing the role of daily ERA5 Q′

RAD to Q′
THF in driving Q′

net.
When MB 5 1, Q′

RAD drives all of the variance in Q′
net; when MB 5 21, Q′

THF drives the variability; and when MB 5 0, the variance in
Q′

net is equally partitioned betweenQ′
THF andQ′

RAD. The fraction of available data points relative to the total record length for that month
is shown by the white contour lines. The contours are only plotted during months when sea ice coverage results in a reduction in the num-
ber of available data points in the Bering Sea, south of the Bering Strait.
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much of the deep basin and a minimum value of 70% south of
the Bering Strait. The term Q′

s [term b in Eq. (11)] accounts
for only 11% of the variance (Fig. 5e).

The term Q̃′
LH is primarily a result of anomalies in the

air–sea specific humidity difference Dq′ [term 1 in Eq. (10)],
which accounts for more than 65% of its total variance
(Fig. 6a), with a peak of 70% over parts of the shelf and
north of the Aleutian Islands and a minimum of 60% off of
the eastern coast. The term V′ [term 2 in Eq. (10); Fig. 6b]
accounts for over 25% of the total variance of Q̃′

LH, with
a minimum of 15% on the shelf and a maximum of 30%
near the capes. Covarying anomalies in V and Dq [term 3 in
Eq. (10); Fig. 6c] describe 9% of the total variance, with a
minimum of 6% over much of the basin and southern shelf
and a maximum of 15% in small patches on the shelf. Similar
to Q̃′

SH, term 1 in Eq. (10) was separated into contributions
from air specific humidity anomalies q′a and sea surface spe-
cific humidity anomalies q′s:

raCQLVVDq′ 5 raCQLV Vq′a︸︷︷︸
a

2 Vq′s︸︷︷︸
b

( )
: (12)

The term q′a [term a in Eq. (12)] accounts for 91% of the vari-
ance in term 1 of Q̃′

LH (Fig. 6d), with a maximum value of
97% over most of the analysis region and a minimum of 75%
near Cape Navarin. The term q′s [term b in Eq. (12)] accounts
for 9% (Fig. 6e) of the total Q′

LH variance, with a value of
,5% over most of the Bering Sea and a maximum of 25% co-
incident with the area where q′a is minimized.

These results indicate that, from 2010 to 2022, anomalies in
near-surface air temperature and humidity account for the
majority of the variance in the September–April Q′

THF, with
wind speed anomalies evidently driving little of Q′

THF. We
conclude that seasonal variability in QTHF is primarily driven
by atmospheric heat and moisture variability rather than
ocean variability during these months. While wind speed
anomalies are not significant drivers of Q′

THF, we show next
that the wind nonetheless does play a role in producing air
temperature and humidity anomalies.

2) WIND DIRECTION INFLUENCES THE SIGN AND

MAGNITUDE OF TURBULENT HEAT FLUX ANOMALIES

In the previous section, we described the dominant role of
near-surface air temperature and humidity anomalies in driv-
ing variability in Q′

THF. We now assess the role of wind direc-
tion in these airmass anomalies, to determine the contribution
of atmospheric circulation to Q′

THF. We evaluated the rela-
tionship between wind direction u and Q̃′

SH and Q̃′
LH, and

each term in their decomposition, by bin averaging the anom-
alous flux fields as functions of u. For Q̃′

SH (Fig. 7a) and term 1
in its decomposition (Fig. 7b, solid curve), there is an approxi-
mately sinusoidal relationship with the wind direction. Southerly
(u 5 1808)-to-easterly (u 5 2708) wind is associated with large
positive Q̃′

SH, with the component proportional to VDT′ [term 1
in Eq. (9)] displaying a similar relationship. Northerly (u 5 08)
wind is associated with large negative Q̃′

SH, with the component
proportional to VDT′ again displaying a similar relationship.

FIG. 5. (a)–(c) Fraction of the variance of the September–April daily ERA5 sensible heat flux anomaly decomposition Q̃′
SH accounted

for by each term in its decomposition [Eq. (9)], computed using DA techniques. (d),(e) Fraction of the variance of term 1 in Q̃′
SH ac-

counted for by the term proportional to T′
a and that proportional to T′

s [Eq. (11)].
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Westerly wind (u 5 908) is associated with a transition from neg-
ative to positive flux anomalies. As expected from the previous
section, the part of term 1 in Q̃′

SH driven by T′
a [term a in

Eq. (11)] accounts for the majority of Q̃′
SH and displays a simi-

lar sinusoidal relationship with u (Fig. 7c, solid curve), while
the term driven by T′

s [term b in Eq. (11)] displays no clear
relationship with wind direction (Fig. 7c, dashed curve). The
small amplitude of the T′

s term demonstrates that ocean skin
temperature anomalies are not significant drivers of the Q̃′

SH
during September–April. The remaining two terms in the
decomposition of Q̃′

SH do not display a clear relationship
with the wind direction (dashed and dotted curves in Fig. 7b).
These results show that the atmosphere is the predomi-
nant driver of anomalous sensible heat flux on seasonal
time scales.

Similar results were found for Q̃′
LH and VDq′ [term 1 in

Eq. 10)], which both have an approximately sinusoidal rela-
tionship with wind direction (Fig. 7d and solid curve in
Fig. 7e). Positive latent heat flux anomalies are associated
with southerly wind and negative latent heat flux anomalies
with northerly wind. The part of term 1 proportional to q′a
[term a in Eq. (12)] accounts for the majority of Q̃′

LH and
displays an approximately sinusoidal relationship with wind
direction (solid curve in Fig. 7f). The term proportional to
q′s [term b in Eq. (12)] does not display a strong relationship
with wind direction (dashed curve in Fig. 7f). Finally, there
is no clear relationship between the other two terms in the
Q̃′

LH decomposition and wind direction (dashed and dotted
curves in Fig. 7e). This is suggestive of southerly wind

advecting anomalously humid air over the Bering Sea and
driving an increase in positive Q̃′

LH, through suppression of
ocean heat loss by a reduction in evaporation at the ocean
surface and of northerly wind advecting anomalously dry air
that results in negative Q̃′

LH.

3) THE ROLE OF THE OCEAN IN DRIVING SUMMERTIME

SURFACE TURBULENT HEAT FLUX ANOMALIES

The term Q′
RAD dominates the net surface heat flux anom-

aly signal in May–August (Fig. 4), but we evaluate the drivers
of Q′

THF during these months nonetheless to understand sea-
sonal variability in its drivers. The term Q̃′

SH is primarily a re-
sult of DT′ (70% of total variance; Fig. 8a), and T′

a still
accounts for most of the variance in this term of the decompo-
sition (66%; Fig. 8d). However, the contribution from T′

s is
3 times larger in the summer (34%; Fig. 8e) in comparison
with the September–April months (11%; Fig. 5e). In addition,
there is a stronger contribution in May–August from covary-
ing anomalies in V and DT, which now account for the 25% of
total variance in Q̃′

SH (Fig. 8c). For the latent heat flux,
anomalies in Dq′ remain dominant, accounting for 72% of the
variance in Q̃′

LH (Fig. 9a), while the contribution from the
V′ is reduced (13%; Fig. 9b) and that from the covarying V
and Dq anomalies is increased (15%; Fig. 9c) relative to the
September–April period (Fig. 6). In addition, anomalies in q′s
contribute more to the variance (25%; Fig. 9e) in this season.
These results suggest that ocean variability plays a larger role
in modulating the turbulent air–sea heat exchange during
May–August than during September–April.

FIG. 6. (a)–(c) Fraction of the variance of the September–April daily ERA5 latent heat flux anomaly decomposition Q̃′
LH accounted for

by each term in its decomposition [Eq. (10)], computed using DA techniques. (d),(e) Fraction of the variance of term 1 in Q̃′
LH accounted

for by the term proportional to q′a and that proportional to q′s [Eq. (10)].
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c. Diagnosing the drivers of surface radiative heat flux
variability

In this section, we describe the relative importance of the
Q′

RAD terms and diagnose the role of atmospheric variability
in driving them in May–August, when Q′

RAD accounts for the
majority of the variability inQ′

net (Fig. 4).

1) DOWNWELLING SHORTWAVE ANOMALIES DOMINATE

Q′
RAD VARIABILITY

Downward shortwave radiative flux anomalies Q′
SW_ domi-

nate variability in the May–August Q′
RAD, describing an aver-

age of 66% of the total variance (Fig. 10a), with a maximum
value of 80% over the northern shelf and a value of 60% over
most of the southern Bering Sea. Upward shortwave radiative
flux anomalies Q′

SW↑ and downward longwave radiative flux
anomaliesQ′

LW_ each account for an average of 17% ofQ′
RAD

variance (Figs. 10b,c). The maximum variance described by
Q′

SW↑ is 25% in the southeast, and the minimum is ,5% over
the northern shelf. The maximum variance described by
Q′

LW_ is 25% in the western basin and along the climatological
ice edge, with a minimum of 15% over the majority of the
Bering Sea. Upward longwave radiative flux anomalies Q′

LW↑
describe ,1% of the variance in Q′

RAD (Fig. 10d). Because
QLW↑ is a function only of Ts, this indicates that ocean skin
temperature anomalies are not significant drivers of the sum-
mertime surface radiative flux anomalies.

We evaluated the role of the CS and CRF radiative fluxes
in driving the net shortwave radiative flux anomaly Q′

SW and
net longwave radiative flux anomaly Q′

LW and found that
CRFQ′

SW_ accounts for 77% of the variance ofQ′
SW and CRF

Q′
LW_ accounts for 67% of the variance of Q′

LW (assessed us-
ing DA techniques; not shown). The CS Q′

LW_ accounts for
26% of the variance of Q′

LW. The remaining terms, CRF

FIG. 7. (a)–(c) The term Q̃′
SH and each term of its decomposition [Eqs. (9) and (11)] and (d)–(f) Q̃′

LH and each
term of its decomposition [Eqs. (10) and (12)] bin averaged as functions of the local wind direction u at each grid
point, with a bin width of 98, 2010–22. Shading indicates the 95% confidence interval of the means in each bin,
estimated using the Student’s t distribution. The wind direction is expressed in the meteorological convention such
that u 5 08 is the northerly wind; u 5 908 is the westerly wind; u 5 1808 is the southerly wind; and u 5 2708 is the
easterly wind.
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Q′
SW↑, CS Q′

SW_, and CS Q′
SW↑ for Q′

SW and CRF Q′
LW↑ and

CS Q′
LW↑ forQ′

LW, account for less than 10% of the variance
of their respective fields. At high latitudes, including the
Bering Sea, clouds tend to be low in the atmosphere (Allan
2011; Forster et al. 2021), reflecting incoming surface radia-
tion and trapping longwave radiation emitted by the surface
(Shupe and Intrieri 2004; Forster et al. 2021). Because of
the importance of clouds in the Bering Sea surface energy
budget, and the dominance of the CRF radiative flux anom-
alies, in the following section, we assess the role of cloud
coverage at different heights in the atmosphere in driving
the summertime radiative flux anomalies.

2) CLOUD VARIABILITY AND RADIATIVE

FLUX ANOMALIES

Cloud coverage at low, medium, and high levels in the at-
mosphere in ERA5 is defined as an aggregate over a range of
s-coordinate values. For a surface pressure of 1000 hPa, low
cloud coverage (LCC) encompasses clouds occurring between
the surface and 800 hPa; medium cloud coverage (MCC) en-
compasses clouds occurring between 800 and 450 hPa; and
high cloud coverage (HCC) encompasses clouds on levels
with a pressure less than 450 hPa. We developed an empirical
linear regression model to describe the relationship between
the anomalous CRF terms, and low cloud coverage anomalies
LCC′, medium cloud coverage anomalies MCC′, and high
cloud coverage anomalies HCC′:

Q′
RADCRF

5 b1LCC
′ 1 b2MCC′ 1 b3HCC′: (13)

The magnitude of the resultant regression coefficients for
each term bi describes the effect of changes in the fractional
cloud coverage at that level on the CRF surface radiative flux
anomalies. The total cloud radiative forcing for both Q′

RAD
and Q′

SW is negative at all cloud levels (Figs. 11a–f), meaning
that clouds at all levels cool the surface by reflecting downwel-
ling shortwave radiation upward. For theQ′

RAD model, the re-
gression coefficient for the LCC′ is largest in magnitude in the
southern Bering Sea, while the regression coefficient for the
MCC′ is of a similar magnitude in the central Bering Sea
and of a larger magnitude in the northern Bering Sea. The
regression coefficient for the Q′

SW model and LCC′ is the
largest of the three and is negative throughout the Bering
Sea. The regression coefficient with MCC′ is also negative
but is about a third of the magnitude smaller than that of
LCC′. The regression coefficient for HCC′ is generally
slightly negative for both the Q′

RAD and Q′
SW models but is

not statistically different than zero for much of the Bering
Sea. Therefore, LCC′ reflects the most incoming solar radi-
ation relative to the other cloud coverage levels, with an ef-
fect that is most pronounced in the southern Bering Sea.
For the CRF Q′

LW model, the regression coefficients at all
levels are positive (Figs. 11g–i), indicating that longwave
CRF warms the surface by absorbing and reemitting QLW

toward the surface. The largest magnitude regression coefficient

FIG. 8. (a)–(c) Fraction of the variance of the May–August daily ERA5 sensible heat flux anomaly decomposition Q̃′
SH accounted for

by each term in its decomposition [Eq. (9)], computed using DA techniques. (d),(e) Fraction of the variance of term 1 in Q̃′
LH accounted

for by the term proportional to T′
a and that proportional to T′

s [Eq. (9)].
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occurs for LCC′, and it is approximately half the size of the
coefficient for Q′

RAD and Q′
SW at the same level. The coeffi-

cient for MCC′ is small throughout the Bering Sea, and the
HCC′ coefficient is not statistically different than zero in most
of the Bering Sea.

3) THE RADIATIVE FLUX RESPONSE TO SEA ICE

EXTENT ANOMALIES

Most of the variability in Q′
SW, which dominates variability

in Q′
RAD in the summer months (.80%), is a result of the

CRF Q′
SW (77%). However, during the month of May, there

is a strong contribution to Q′
RAD (Fig. 12a) from anomalies in

the CSQ′
SW (Fig. 12b), with more than 30% of theQ′

RAD vari-
ability in May in the northern Bering Sea due to CSQ′

SW. The
CS QSW anomalies are dominated by the reflected CS short-
wave flux (Fig. 12d). The signal is concentrated in the north-
ern Bering Sea, in a region that would typically be ice covered
in May (gray curve in Fig. 12), and is therefore a result of
anomalously open ocean allowing for increased absorption of
incoming shortwave radiation. The northern Bering Sea is ice
free in at least some years of our analysis, resulting in an
anomalous positive heat flux into the ocean that is a result of
the decrease in surface albedo and the resultant decrease in
the reflected shortwave radiative flux.

Although sea ice extent in the Bering Sea has not displayed a
significant trend over recent decades (Parkinson and Cavalieri
2008; Cavalieri and Parkinson 2012), its interannual variability
has increased (Danielson et al. 2011a), and the timing of sea ice

advance has grown increasingly variable (Stabeno et al. 2007).
Because the CS Q′

SW is concentrated in an area that is abnor-
mally ice free, and because of the increase in sea ice extent vari-
ability and timing over recent decades, we evaluated the
relationship between the CS Q′

SW and anomalies in the open
ocean area (Fig. 13). We define the open ocean area anomalies
as the difference between the total area of the Bering Sea
that is ice free (according to the 15% sea ice criterion) for
each day (2010–22) and the daily climatological average
(1979–2010) total area of the Bering Sea that is ice free, pre-
sented as a fraction of the total Bering Sea area (Fig. 1a).
The CS Q′

SW is positively correlated with anomalies in the
open ocean area in February–March (r2 5 0.69 6 0.03), with
the largest magnitude flux anomalies and highest correla-
tion observed in April and May (r2 5 0.82 6 0.02). Sea ice
extent in the Bering Sea tends to reach its maximum extent
in February or March, before beginning its northward re-
treat in April, with the Bering Sea typically ice free by May
or June (Danielson et al. 2011a; Baker et al. 2020). The
large-magnitude CS Q′

SW in April and May occurs when
there is an intersection between large changes in day length,
solar zenith angle, and sea ice loss (Danielson et al. 2011b),
which allows for large amounts of sunlight to be absorbed
at the surface of the Bering Sea. There are years with large
increases in the open ocean area in December and January,
but the magnitude of the anomalous CS net shortwave flux
anomalies into the ocean is generally small because of the
lack of solar radiation in winter.

FIG. 9. (a)–(c) Fraction of the variance of the May–August daily ERA5 latent heat flux anomaly decomposition Q̃′
LH accounted for by

each term in its decomposition [Eq. (10)], computed using DA techniques. (d),(e) Fraction of the variance of term 1 in Q̃′
LH accounted

for by the term proportional to q′a and that proportional to q′s [Eq. (10)].
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4) SUMMERTIME LOWER-TROPOSPHERIC TEMPERATURE

VARIABILITY AND INCREASED THERMAL RADIATION

To assess the drivers of the CS QLW_ anomalies that ac-
count for 26% of the variance of Q′

LW_ in May–August, we
analyze geopotential thickness anomalies in the lower tropo-
sphere between 1000 and 850 hPa. Geopotential thickness is
directly proportional to the atmospheric layer average virtual
air temperature, which is primarily a function of the layer av-
erage air temperature (Elliott et al. 1994). To determine
whether anomalies in lower-tropospheric virtual temperature
are driving CS Q′

LW_, we regressed geopotential thickness
anomalies between 1000 and 850 hPa against the May–August
CRF and CS Q′

LW_. The regression coefficient between the
thickness anomalies and the CS Q′

LW_ is larger in magnitude
(Fig. 14b) than that of the CRFQ′

LW_ (Fig. 14a), with a 1 Wm22

or larger increase in CS Q′
LW_ for a 1-m increase in geopoten-

tial thickness over much of the Bering Sea. Further analysis is
necessary to determine the relative contribution of tempera-
ture and water vapor anomalies to the geopotential thickness
variability and to then quantify their role in driving the ob-
served CS Q′

LW_. In other parts of the Arctic, Q′
LW_ has been

found to be significantly more sensitive to temperature vari-
ability than water vapor changes (Sedlar and Devasthale
2012), as the effect of specific humidity changes on geopoten-
tial thickness variability is relatively minor, especially at high
latitudes (Elliott et al. 1994).

d. Estimating the effect of surface heat flux variability on
the Bering Sea temperature

Because the ocean can be understood as an integrator of at-
mospheric white noise forcing (Frankignoul and Hasselmann
1977; Di Lorenzo et al. 2010), we estimated the effect of the
surface heat flux anomalies on the ocean state by computing
an annual cumulative potential mixed-layer heating term for
each Q′

net term. We defined the annual cumulative potential
heating terms as the time integral of each F′ component
[Eq. (7)] from October–September (Fig. 15). This period was
chosen because October marks the typical beginning of the
sea ice season (Overland 1981) and the winter storm season
(Pickart et al. 2009), thus capturing a “climatological” year in
the Bering Sea and providing insight into the interannually
varying potential effect of surface heat flux anomalies on the
ocean state. In seven of the 12 years considered, the net cu-
mulative potential heating term is positive (black squares in
Fig. 15). The largest magnitude cumulative potential heating
occurred in 2013/14 (1.838C) and 2017/18 (1.288C). In 2013/14,
Q′

THF (1.068C) accounts for most of the net cumulative
heating, while in 2017/18, Q′

SW (0.688C) and Q′
LW (0.668C)

contribute a similar amount. In every year considered, the cu-
mulative potential heating from Q′

LW↑ and Q′
LW_ is of oppo-

site sign, and in all years except 2011/12, the cumulative
potential heating due to Q′

LW↑ is negative, while that due to
Q′

LW_ is positive. The tendency for Q′
LW↑ to be negative is

FIG. 10. (a)–(d) Fraction of the variance of the May–August daily ERA5 radiative heat flux anomaly Q′
RAD, 2010–22,

described by the surface radiative flux terms on the right-hand side of Eq. (2), computed using DA techniques.
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likely a result of anomalously elevated surface ocean temper-
atures, while positive downward longwave radiative flux
anomalies Q′

LW_ are likely a result of either an anomalously
warm atmosphere driving increased thermal radiation into
the ocean or increasedQ′

LW↑ out of the ocean that is absorbed
and reemitted downward in the lower troposphere.

We additionally estimated the annual (October–September)
change in ocean surface temperature over the same period
using ERA5 fields of SSTA, which we have denoted as DSST
(white diamonds in Fig. 15), to evaluate whether variability
in the surface heat exchange has a similar influence on SSTA
as it potentially does for MLTa. If DSST and the net cumula-
tive potential heating rate are similar in a given year, it sug-
gests that upper-ocean temperature anomalies in the Bering
Sea in that year are primarily a function of anomalies in the
surface heat flux. In most years, the change in SSTA and the
net cumulative potential heating term are of a similar sign
and magnitude. The annual change in SSTA and the net cu-
mulative heating potential rate differed by more 0.58C for
four of the years considered: 2014/15, 2016/17, 2018/19, and
2021/22. MHWs were observed in three of these years, with
designated MHWs in the eastern Bering Sea shelf region in
2014/15 and 2018/19 (Belkin and Short 2023; Szuwalski et al.
2023) and an MHW present in the Aleutian basin beginning
in summer 2021 (Barkhordarian et al. 2022). Further discussion

about the difference between the annual change in SSTA
and the net cumulative heating is discussed in the following
section.

4. Discussion and conclusions

This study investigated the seasonally varying processes
responsible for anomalies in the Bering Sea air–sea heat ex-
change over 2010–22. The primary result is that the atmo-
sphere plays a dominant role in driving surface heat flux
anomalies throughout the year. Anomalies in the surface tur-
bulent heat fluxes account for most of the net surface heat
flux variability in September–April and are primarily a conse-
quence of near-surface air temperature and humidity anoma-
lies. The sign and magnitude of the turbulent heat flux
anomalies and the airmass anomalies that drive them are cy-
clic functions of wind direction, indicative of the importance
of large-scale atmospheric circulation in the turbulent heat
flux variability. These results clarify the role of the near-
surface wind on Q′

THF, showing that wind direction is more
important than anomalies in the wind speed in driving the sur-
face turbulent heat flux variability. In the remaining months
of the year (May–August), anomalies in the downward short-
wave radiation dominate net surface heat flux variability and
are primarily a function of variability in cloud coverage. The

FIG. 11. Linear regression coefficients from an empirical linear regression model relating the relative contribution of (top) low,
(middle) medium, and (bottom) high cloud anomalies to the (a)–(c)Q′

RAD CRF variability, (d)–(f) Q′
SW CRF variability, and (g)–(i) Q′

LW
CRF variability. Regression coefficient values that are not statistically different than zero (at the 95% confidence level) are noted by black
shading. The cloud amounts are given in terms of a fraction of a grid cell, so the units of the regression coefficients are watts per square
meter per fractional change.

J OURNAL OF CL IMATE VOLUME 376672

Brought to you by OREGON STATE UNIVERSITY | Unauthenticated | Downloaded 07/15/25 06:23 PM UTC



second largest term contributing to Q′
net in these months is

Q′
LW_, which is largely a result of geopotential thickness

anomalies in the lower troposphere. Furthermore, in May,
there is a contribution to Q′

SW from the clear-sky net short-
wave radiation that is a result of anomalously low sea ice

extent in the Bering Sea that coincides with increasing day
length/solar zenith angle, which together result in a decrease
in reflected incoming shortwave radiation at the surface. We
evaluated the drivers of Q′

THF in May–August and found that,
although they were still primarily driven by atmospheric vari-
ability, there was an increased contribution from T′

s and q′s, in
comparison with September–April. This is suggestive of an in-
crease in the importance of ocean variability in altering the
air–sea heat exchange in the summer.

We also estimated the potential ocean MLT response to
the atmospherically driven surface heat flux anomalies and
found that the estimate was of a similar order as the change in
temperature estimated using SST fields during most years.
During years in which the observed change in SST differed
drastically from our estimated potential change (i.e., 2014/15,
2016/17, 2018/19, and 2021/22), other ocean dynamical pro-
cesses are likely important. For example, vertical diffusion, a
key process in the Bering Sea upper-ocean temperature vari-
ability (Hayden and O’Neill 2024), may play an important
role by transporting heat below the mixed-layer. This heat
may be stored beneath the mixed layer before reemerging at
the surface (Alexander et al. 1999). Northward oceanic heat
flux through the Bering Strait has increased in recent years
(2014–18), largely due to increased advection from the Bering
Sea shelf, as well as increased air–sea heat fluxes into the

FIG. 12. Mean value of the May 2010–22 (a)Q′
RAD, (b)Q

′
SWCS

, (c) Q′
SW_CS

, and (d)Q′
SW↑CS . The climatological aver-

age (1979–2010) sea ice edge for May is depicted by the solid gray contours, with the minimum (2017) and maximum
(2012) May sea ice extent over the period of interest (2010–22) depicted by the dashed gray contours.

FIG. 13. Scatterplot of the fractional open ocean area anomaly
(x axis) and the CS net shortwave radiative flux anomalies (y axis).
The fractional open ocean area anomalies are computed as the dif-
ference between the area of the Bering Sea that is considered ice
free for our analysis (#15%) and the climatological ice-free area,
as a fraction of the total area of the Bering Sea, color coded by
month of the year, 2010–22.
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shelf region (Danielson et al. 2020). The increase in heat
fluxed northward from the Bering Sea due to amplified ad-
vection and anomalously warm ocean temperatures driven by
surface heat flux anomalies describes a possible formation
mechanism for the “heat bombs” responsible for accelerating
Arctic sea ice loss (MacKinnon et al. 2021; Monroe 2021).
Furthermore, MHWs were observed in the Bering Sea in
2014/15, in 2018/19, and in the summer of 2021 (Belkin and
Short 2023; Szuwalski et al. 2023; Barkhordarian et al. 2022),
which have been linked to advection of anomalously warm
water from the North Pacific (Basyuk and Zuenko 2020; Bel-
kin and Short 2023). Finally, to first order, the equivalent
heating terms were relatively insensitive to the use of a clima-
tological MLD, but some of the difference between the esti-
mated potential change due to anomalies in the net surface

flux and DSST could be addressed by using daily MLD fields,
which are not yet available for our full period of analysis
through ECCO.

In this analysis, we masked sea ice, which allowed us to
focus only on air–sea interactions. In general, sea ice coverage
reduces the exchange of heat between the ocean and the at-
mosphere by reflecting the small amount of wintertime short-
wave radiation incident at the surface, by insulating the upper
ocean from cold sub-Arctic air, and by damping surface waves
which tend to enhance turbulent exchanges in the upper
ocean. Therefore, we expect that our decision to mask sea ice
will tend to remove grid cells with small heat fluxes and will
have a small basin-scale impact on ocean surface temperature
anomalies and our results. We estimated the effect of the sea
ice masking by comparing the net cumulative heating resulting

FIG. 14. Regression coefficients between anomalies in the geopotential thickness between 1000 and 850 hPa and the
(a) cloudy sky Q̃′

LW_ and (b) CS Q̃′
LW_. Grid cells for which the regression coefficient is not statistically significant at

the 95% confidence interval are shaded in black.

FIG. 15. Annual (October–September) cumulative potential heating in degrees Celsius due to
anomalies in each term in Eq. (2). The net cumulative potential heating due to the contribution
of all six terms combined is denoted by the black square in each bar chart, and its value is noted
above each bar. The estimated ERA5 DSSTa over the October–September climatological year is
denoted by the white diamonds.
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from the sea ice masked and unmasked fields (Fig. 16) and
found that removing sea ice generally had a small effect on the
basin-scale results. 2010/11 and 2021/22 were exceptions to
this, and these were also years in which Bering Sea sea ice
concentration was higher than average, extending further
south in comparison with the climatological (1981–2010) aver-
age (Stabeno and Bell 2019; National Snow and Ice Data
Center 2022). We hypothesize that the anomalously high sea
ice concentration in 2011/12 insulated the Bering Sea, result-
ing in reduced upper-ocean heat loss in comparison with our
ice-masked analysis. In 2021/22, the cumulative heating was
positive and larger for the unmasked fields, which does not
align with our hypothesis about sea ice insulation, suggesting
the need for further analysis.

The results described in this work and in a previous manu-
script (Hayden and O’Neill 2024) indicate that the atmo-
sphere is a key driver of upper-ocean thermal variability in
the Bering Sea. Recent studies have described changes in the
large-scale atmospheric circulation over the North Pacific that
may be contributing to the observed increase in surface heat
flux variability. The North Pacific storm track has shifted pole-
ward over recent decades (Rudeva and Simmonds 2015;
Wang et al. 2017), increased variability in the jet stream and
associated persistent weather patterns have been described
(Francis and Vavrus 2015), and positive trends in blocking
frequency over the Bering Sea have been identified (Wool-
lings et al. 2018). These large-scale shifts in North Pacific at-
mospheric circulation may be relevant to the observed
seasonal variability of the turbulent heat fluxes in the Bering
Sea. Furthermore, large-scale modes of North Pacific climate
variability may contribute to the atmospheric variability that
we have identified as key to Bering Sea temperature anoma-
lies, as low-frequency interdecadal-to-decadal climate oscilla-
tions play an important role in the Bering Sea climate
variability (i.e., Wooster and Hollowed 1995; Overland et al.
2012; Yang et al. 2020). Further analysis is necessary to quantify

the contribution of atmospheric variability to the observed
surface heat flux anomalies across a range of time and space
scales, from synoptic-scale weather variability to relatively
slower modes of variability, including intraseasonal, annual,
and interannual bands.
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APPENDIX

Turbulent Heat Flux Decomposition

We derived our decomposition of Q′
SH and Q′

LH using a bulk
formula for the sensible and latent heat flux and Reynolds
averaging. A detailed derivation of Q̃′

SH is shown here, with

FIG. 16. Annual (October–September) net cumulative potential heating in degrees Celsius
due to Q′

net. Blue bars are computed from ice-masked fields and are equivalent to Fig. 15, while
the red bars are computed from the unmasked fields. The magnitude of the difference between
the masked and unmasked fields is shown above each bar.
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a similar derivation and result for Q̃′
LH. Reynolds averaging

is defined by X 5X 1X′ (or X′ 5X 2X), where baseline
climatological means are denoted by an overbar and anomalies
from the mean relative to the baseline (1979–2010) climatology
are denoted by a prime. Beginning with a bulk formula for
QSH:

QSH

raCPCH

5 VDT

5 (V + V′)(DT + DT′)
5 VDT + VDT′ + V′DT + V′DT′

QSH

raCPCH

5 VDT + VDT′ + V′DT + V′DT′

5 VDT + V′DT′

QSH

raCPCH

( )′
5

QSH

raCPCH

2
QSH

raCPCH

5 raCPCH VDT′ + V′DT + V′DT′ 2 V′DT′( ):

The last term on the right-hand side of the equation above
is the mean contribution of the covarying V′ and DT′ terms,
a negligible term that is neglected for the remainder of this
analysis. The decomposed Q′

SH is composed of three terms:

Q̃′
SH 5 raCPCH(VDT′ 1 V′DT 1 V′DT′):

In a similar fashion, we derived a decomposition of Q′
LH as

Q̃′
LH 5 raCELy (VDq′ 1 V′Dq 1 V′Dq′):
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