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We propose an online variational inference framework for joint state-parameter estimation
in nonlinear systems. This approach provides a probabilistic estimate of both parameters and
states, and does so without relying on parameter-state augmented filtering nor on mean-field
assumption of independence of the two. The proposed method leverages a factorized form
of the target posterior distribution to enable an effective pairing of variational inference for
the marginal posterior of parameters with conditional Gaussian filtering for the conditional
posterior of the states. This factorization is retained at every time-step via formulation
that combines variational inference and regression. The effectiveness of the framework is
demonstrated through applications to three example systems in different application domains.

I. Introduction

N a variety of areas ranging from robotics and financial prediction to computational neuroscience, the task of estimating
Isystem parameters and states from time-dependent observations is critical. Effective inference methods for such tasks
must demonstrate efficiency, robustness, and scalability to enable rapid responses, ensure safety, and address various
challenges. Inference methods for dynamical systems are generally categorized into offline and online approaches.
Offline inference methods store historical data and reprocess the entire dataset each time new data is received, leading to
continuously increasing storage demands and computational costs over time. Consequently, offline methods may be
unsuitable for many tasks. On the other hand, online inference methods avoid storing historical data. Instead, they
maintain the state and parameter estimates from the previous time step and update them using newly received data.
This approach ensures constant storage and computational requirements over time, making online inference well-suited
for the underlying parameter-state estimation task. However, achieving accurate online state estimation in nonlinear
dynamical systems is often challenging. Simultaneous learning of states and system parameters in an online manner
further increases the complexity of the task. To ensure safety, it can be important to accurately quantify uncertainty in
both states and parameters. This necessitates an online parameter-state estimation approach that computes the joint
distribution of states and system parameters (referred to as the joint posterior distribution) from available data, rather
than relying solely on point estimates, which can significantly underestimate uncertainty.

Among online inference methods that provide distributions as estimates, classic Bayesian filtering techniques, such
as Gaussian filters [1]] and particle filters (PF) [2]], remain some of the most prominent and widely utilized approaches.
Gaussian filters, which include the Extended Kalman Filter (ExKF), Unscented Kalman Filter (UKF), and Ensemble
Kalman Filter (EnKF) [3]], operate under the assumption that the posterior distribution of the states follows a Gaussian
distribution. They recursively update the mean and covariance of this Gaussian approximate distribution over time
by assimilating the received data points incrementally. Conversely, particle filters do not impose constraints on the
distribution type of the posterior. Instead, they employ empirical distributions to approximate the posteriors, offering
flexibility and robustness particularly in low-dimensional problems. However, particle filters suffer from the weight
degeneracy for large-scale problems [4]. It’s important to note that both Gaussian filter and PF were initially designed
for inferring the distribution of states only. To enable simultaneous inference of states and system parameters, a common
approach involves augmenting the state vector with system parameters, leading to the development of joint filters such
as the joint Extended Kalman Filter (ExKF) [5] and joint Unscented Kalman Filter (UKF) [6H8]. While joint Gaussian
filters are often computationally efficient, they may lack robustness, particularly in scenarios where the true posterior is
highly non-Gaussian, a common occurrence when only a small amount of data are received. In PF, the simultaneous
inference of system parameters and states exacerbates the issue of weight degeneracy as the parameters are static.
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While introducing artificial dynamics for the system parameters can partially alleviate this problem, it provides limited
mitigation and often introduces artificial variance inflation, ultimately reducing estimation accuracy [9]. As a result, PF
exhibits unsatisfactory performance even for problems that are not considered high-dimensional.

In addition to classic Bayesian filtering approaches, optimal transport (OT) techniques [[10] have recently been
explored for online state-parameter estimation. For example, [11] computes an approximate joint posterior distribution
of states and parameters using an optimal transport map. However, OT methods face two significant limitations. First,
few OT algorithms are able to compute transport maps in continuous spaces, which limits their practicality [12|13]].
Second, OT methods may be susceptible to the curse of dimensionality [14}|15]. As the dimensionality increases, the
computational cost grows drastically, making OT methods less suitable for online estimation tasks.

Variational inference (VI) approximates the posterior distribution by minimizing the Kullback-Leibler (KL)
divergence between the true and approximate posterior distributions. It is widely recognized for its superior scalability
and ability to handle problems in continuous spaces. However, the majority of existing VI methods focus on offline
inference, processing data in batches (e.g., [L6H18])).

In recent years, some online variational methods have been developed to simultaneously estimate system parameters
and states. A common approach among these methods is to combine particle filtering with variational inference. For
instance, [[19-21] incorporate particle filtering into amortized inference frameworks to achieve a tighter lower bound on
the log-likelihood for sequential data, while [22] employs particle filtering to learn the filtering distribution of states.
However, these particle-based online variational methods inherit the limitations of standard particle filters, such as
weight degeneracy, which makes them unsuitable for large-scale problems.

In contrast, other online variational approaches use alternative distribution families to represent filtering distributions
of states [23H23]]. For instance, [25] employs the exponential family of distributions for state filtering, while [[26] avoids
predefined variational distribution families and utilizes a backward decomposition of the joint posterior and variational
distribution. Despite these innovations, all of the aforementioned methods [19-H26]] rely on point estimates for system
parameters, leading to significant underestimation of uncertainty.

Additionally, several methods have been proposed to leverage online variational techniques for computing the joint
distribution of states and system parameters (e.g., [27,28]). However, these approaches are restricted to linear systems
and depend on the mean-field assumption of joint posterior, which presumes independence between the posterior
distributions of states and system parameters. This strong assumption can lead to inaccurate approximations of joint
posteriors in many practical scenarios.

In this paper, we propose a novel factorization-based online variational inference framework to estimate the
joint distribution of system parameters and current states at each time step in an online fashion. The proposed
method factorizes the joint posterior of states and parameters into the product of the marginal posterior distribution
of the parameters and the conditional posterior of the current states given the parameters. The marginal posterior
of the parameters is approximated using another distribution, while the conditional posterior of the current states is
approximated by a Gaussian distribution with mean and covariance as functions of the parameters. Our method updates
these approximations recursively over time using variational inference and Gaussian filtering. The primary contributions
of this paper are summarized as follows:

1) We develop a posterior factorization-based online state-parameter estimation method that is able to provide

a more accurate approximation of joint posterior than inference methods relying on mean-field assumptions
and leverage existing filtering techniques. The method offers flexibility by allowing the approximate posterior
distribution of the parameters to be chosen arbitrarily and by supporting the use of various Gaussian filtering
methods to compute the conditional posterior of states given the parameters, to adapt to various problem settings.
2) Numerical experiments demonstrate that the proposed method is more robust than the joint UKF and exhibits
superior scalability compared to the bootstrap particle filter with parameter-state augmentation. Furthermore, the
results illustrate that the method effectively approximates highly non-Gaussian joint posterior distributions.

The remainder of this paper is organized as follows. Section [[I| introduces the notation and formulates the
online parameter-state estimation problem, along with an overview of variational inference and Gaussian filtering.
Section [[IT presents the proposed factorization-based online variational inference method. In Section we evaluate
the effectiveness of the proposed method through numerical experiments and compare its performance with several
existing online inference methods for state-parameter estimation. Finally, the conclusions are summarized in Section [V,
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Fig. 1 Computation procedure: Blue arrows indicate the information flow used to compute the joint posteriors
of states and parameters.

I1. Background
In this section, we present the notation, outline the problem statement, and introduce the variational inference and
Gaussian filtering method. In the following, let R denote the set of real numbers, Z>( denote the non-negative integers
and Z, denote the positive integers. Let N'(u, R) denote the Gaussian distribution with mean u and covariance R. The
symbol p n(x; u, R) denotes the probability density of a Gaussian distribution with mean g and covariance R evaluated
at x. Let V, f(x) denote the gradient of function f(x).

A. Problem statement
Consider a discrete-time system with a nonlinear dynamical model and a linear observation model

Xir1 = O(Xi, ur;0) + Wi, Wi ~ N(0,2(0)),

Y =HO)Xi + Vi, Vi~ N(,T(9)), M
where k € Z>( denotes a time index; and X € R", Y, € R™, W, € R", and V; € R are random variables representing
the state, observation, process noise, and measurement noise at time step k, respectively. The control inputs uy € RY,
are assumed known. Furthermore, # € R” denotes unknown system parameters; ® denotes the nonlinear dynamics
mapping from R” to R"; and H denotes a linear (in state) observation function mapping from R” to R"*",

Let yx denote an observed value of Y at time step k and Vi = {y1,y2,- - , yx} denote the history of observations
up to time k. Our objective is to compute the joint posterior p(Xx, 6 | Yi) over both states X; and parameters 6 given
observations Y obtained until time step k. Moreover, we seek an online (recursive) update formula that only performs
one-pass over the data. Therefore the computation of the joint posterior should rely solely on the previous joint posterior
p(Xk-1,0 | Yr-1) from time k — 1 and the newly received data point y,. This computation procedure is illustrated in
Figure

It will be useful to consider a factorized representation of the joint posterior. To this end, p(Xx-1,0 | Yi-1)
factorizes as

P(Xk-1,0 | Yi—1) = p(Xi-1 1 0, Y1) p(0 | Yi-1). ()

The first term on the right-hand side is the classic filtering distribution computed during state estimation. The second
term is the marginal posterior over the parameter. Updating these distributions to the next time-step relies on a
straight-forward extension of the traditional prediction-update approach of data-assimilation [3]: the prediction step
propagates the joint posterior at time k — 1 forward in time without yet accounting for the data; and the update step
incorporates the observation obtained at the current time step k via Bayes’ rule. The details of the two steps are presented
in the following two subsections.

Prediction The prediction step computes the joint predictive distribution p(Xg, 6 | Yx-1) by updating p(Xx—1 |
0,Yr—1) and p(0 | Y_1) via the dynamical model. Specifically, the joint predictive distribution p(Xg, 0 | Yix—1) can
be factorized as

P(Xi, 0 | Yi—1) = p(0 | Y1) p(Xic | 0, Y1), 3)
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Fig. 2 Computation procedure for the factorized joint posterior: Green arrows represent the information flow
for computing p (6 | V), while orange arrows indicate the flow for computing p(Xy | 6, V).

where p(Xy | 6, Y_1) is obtained through marginalization
P Xk | 0,Yk-1) =/ P(Xies Xi—1 | 0, Y k—1)dXi—1 =/ PN (Xi; @ (Xg—1, k-1 0), 2(0)) p(Xi-1 | 0, Y g—1)dXp-1.
R7 R7

Update The predictive distribution (3)) can then be updated with the new data point y; through Bayes’ rule

Pk | Xi, O)p(Xi, 0 | Yi-1)

pP(Xi,0 | Yi) = 7

“

where Z; = fRan Pk | Xi, O)p(Xi, 0 | Y)dXidd. However, we seek to exploit the factorized form (2)), and instead
seek solutions for p(0 | Yi) and p(Xx | 0, Yx), individually. Bayes’ rule yields the following for the first term

1
pO|Yi) = Z—P(9 | Y- )Pk | 6, Yi-1),
0.k

where Zg ;. = fR, pO| Y1) p(yi | 0, Yr_1)dO is anormalizing constant, and the marginal likelihood p(yx | 6, Yi_1)
can be written as

POk 160, Yi-1) =/ P> X | 0, Y -1)dX =/ PN H(O) Xk, T(0) p(Xk | 0, Y k—1)dXk. (5)
R7 R"
Similarly, the conditional posterior p(Xy | 8, Y) is derived using Bayes’ rule as

1
p(Xi10,Yi) = EPN(YMH(Q)XMF(H))P(Xk |6, Yx-1),

where Zx i = fRn PN HO) X, T(0)p(Xy | 6, Y r—1)dX} is a normalizing constant.

To conclude, given the factorized joint posterior from time step k — 1, the joint posterior at time step k can be derived
by iterating through the prediction and update steps. This computation procedure is summarized in Figure [2] However,
computing this solution is typically intractable because expressions for p(Xi | 0,Yk_1), p(yx | 6, Y k-1), Zg x, and
Zx x are generally not available in closed forms. As a result, approximating the posterior distributions becomes essential.
In the following section, we introduce two existing methods that address the underlying problem based on distribution
approximation.

B. Existing approaches

The prevalent existing approaches for online parameter-state estimation rely on parameter-state augmentation.
In this section, we introduce two such methods: joint UKF and bootstrap particle filter (BPF) with parameter-state
augmentation.



1. Parameter-State Augmentation

To estimate the parameters and states simultaneously from the observations, parameter-state augmentation endows
the parameters with fictitious random walk dynamics

Or+1 = Ok + €, (6)

where € is a very small process noise. Next, an augmented state

Xk

X, =
k 6,

is introduced, so that the original system [T| with unknown parameters becomes a system with a fully known dynamical
model

Xint = ©( X, ug) + Wy

N @)
Yi = h(Xy) + Vg,
where
- W
€k
and

h(Xk) = H(0r) X«

This model can then be solved using various state-estimation techniques. Next we describe two approaches.

2. Gaussian filtering, joint UKF, and joint EnKF

Gaussian filtering [1]] is one of the most commonly used classical inference methods. In this section, we introduce
the general framework of Gaussian filtering. Gaussian filtering operates under the assumption that the joint distribution
of the current state and observation, given all the previous observations, p (X, Y | Yi—1) is Gaussian. Under this
assumption, conditioning this distribution on new data yields a Gaussian posterior

Xk | Yi) = pn(Xi; m, C),

where

my =my +UrSi' (v — ), (8
Cr = Cy - UpS;'UY, ©

where

my =E[Xi | Yi-1l,

Cr =Var[ Xy | Yi-1],
Hi = E[Yi | Y],

Uk :=Cov[Xp, Yic | Y -1,
Sk :=Cov[Ye,Ye | Yi-1].

Different Gaussian filtering approaches utilize different techniques to compute these expectations. The UKF method
employs the unscented transformation (UT) for this computation [3]. UT is a method that estimates the means and
covariances of random variables by approximating the corresponding integrals using quadrature points and associated
weights. In contrast, the EnKF method utilizes the Monte Carlo technique to estimate these expectations [3].

In a manner analogous to the standard UKF, the joint UKF and joint EnKF applies the UKF method and EnKF
method, respectively, to the augmented system [7| Both methods approximate the posterior distribution p(Xy | Y) with
a Gaussian distribution and recursively computes its mean and covariance at each time step k.



3. Bootstrap particle filter (BPF) with parameter-state augmentation
In this section, we introduce bootstrap particle filter (BPF) with parameter-state augmentation [9,29]]. This method
approximates the posterior with an empirical distribution, as given by

N
PR | V)~ Y wilo(Re - 5),
i=1

N(’) and w]({i) are the value and the weight for the i-th particle at time step &,

géi)’g}i)’ ..

where N is the number of particles. Here ¥

respectively. The notation ¢ represents the D1rac delta function. Let X ,fi) = ,ifj)) denotes the trajectory
of the i-th particle till time step k. Then the weight for this particle can be updated according to
@) _ @) =)
Wiet =Vie Wi

where
RO
-y
(l> P(Yk+1 Vit | Xien =f,(<?1)17(?2k+1 =xk+1 | X =x
2G| XO)
where 7 is the proposal distribution. BPF uses the dynamics as the proposal, i.e., we have

rE XD = NEL 0. D),

(l))

>

where £ is the covariance of the process noise Wy in systemﬂ PF typically suffers from weight degeneracy [4]. While
this problem cannot be entirely eliminated, resampling procedures are commonly employed to mitigate its effects [2].
For clarity and to avoid redundancy, we will refer to the Bootstrap particle filter with parameter-state augmentation as
BPF throughout the remainder of this paper.

Our proposed approach also approximates the posterior. However, it does so by leveraging an optimization-based
approach for variational inference.

C. Variational inference

This section provides the general background of variational inference following [30, [31]]. Variational inference
seeks to approximate a target probability distribution via one in some smaller space of distributions. It does so through
forming an optimization problem based on some error measure on distributions. Below, we provide the background in
the context of approximating the solution to Bayesian inference problems by minimizing the Kullback-Leibler (KL)
divergence between the approximate distribution and the target posterior.

Consider a general setting with uncertain parameter z, data d, and prior information /. Here z is a random variable
the distribution of which we seek to obtain given all available information. Data d is often in the form of observations.
Prior information / includes the form of the model, knowledge of the system physics, the prior belief and space of z.
Bayes’ rule provides the posterior as

p(d|z,Dp(z| 1)
pd|I) '

where 7(z) := p(z | d, ) is the posterior density. Variational inference approximates 7(z) with a distribution g(z),
referred to as variational distribution, by minimizing the KL divergence between g and r:

(2)}
(2)

Typically the KL divergence is reformulated to enable a more tractable optimization problem. To this end, the KL
divergence KL (g||7) can be written as

KL (qllm) = = Ey(z) [log 7(2)] + Eq(z) [log ¢(2)]

=—Eq(;) [~logp(d | 1) +logp(d|z,1)+logp(z | I)] +Ey(z) [logq(z)]
=logp(d | I) — (Bq(z) [log(p(d | z, ) p(z | 1))] = E4(z) [logq(2)]) . (10)

n(z) =

KL (ql|r) = q(z) [IOg



Define the evidence lower bound (ELBO) as

L(q) :=Ey(z) llogp(d,z | I)] —Ey() [logq(z)].

Since the term log p(d | I) in Equation is independent of ¢, the variational distribution g can be obtained by
maximizing the ELBO.

II1. Methodology

In this section, we propose a factorization-based online variational inference approach (FBOVI) to address the
problem described in Section The approach leverages the general framework of variational inference for the
marginal posterior over the parameters as we well as Gaussian filtering for the conditional posterior of states given
parameters.

The key idea of our approach is to approximate the distributions p(Xy | 6, Y ) and p(0 | Yi) at each time step
k using more general variational inference formats for the marginal posterior of the parameter than those typically
performed (e.g., than Gaussian filtering). We retain the approximation of the conditional posterior p(Xy | 6,Y) as a
Gaussian. More specifically, we have

P(Xi | 0, Y1) = pn (Xi;mp(0), Cr(9))

where my and Cy are functions of 6. Therefore, at each time step k, our scheme computes gy, my, and Cy via a two-step
procedure, described as follows.

Step 1: Compute g;. At time step k, in the online setting, the distributions p(Xi—-1 | 6, Y-1) and p(0 | Y-1) are
replaced with the previously obtained approximations p x/(Xx—1;my—1(6), Cr—1(6)) and g_1(6), respectively. Then
by Bayes’ rule, the posterior distribution p (8 | Y ) satisfies

PO YY) cp(ye |0, Yi-1)qr-1(6). (1D

Recall from (5)), that the marginal likelihood requires computing

POk 10900 = [ NI HO X TO)p(X | 0.Y11)d.
Here, we use the UKF to approximate the predictive distribution p(Xy | 8, Y1) as
p(Xi | 0,Yk-1) = pn (Xiimy (6), C ().
The marginal likelihood can then be obtained analytically as
PO 1 6,Y ko) = piv (vis HOME (0), HOCL (O)H©O)T +T(6)).
Substituting this result into Equation (1)), the posterior distribution becomes
PO 1 i) < puv (vis HOmy (0), HOCT (OH©O)T +T(6)) gx-1(0).

Next we need to obtain some approximate representation gy (6) of this term, and we do so using variational inference by
maximizing the ELBO

Li=Eq ) [10g (pw (v HOME (0), HOCL OHO)T +T(6)) 41-1(6))] = Eqy o) [log 41 (0)].
This simplifies to

Li =By o) [P(O)] - KL(qxllqr-1), (12)



where

W) = 5 (v~ HOm0) (HOCOHO +T6)) " (v~ HEm (9)

- % log|H(8)C (0)H(0)T +T(6)| - %log(Zn).

The problem of maximizing the ELBO in general settings typically either use stochastic gradient descent (SGD) [32]
to account for the expectation or leverages sample average approximation [33]]. In this paper we employ SGD to solve this
optimization problem. Let ¢ represent the hyperparameters of the distribution gx. The ELBO Ly is therefore a function
of ¢x. At each optimization step ¢, let the current estimate of ¢ be denoted by ¢y ;. The gradient Vs, Li (dx)|pr=gy .,
is estimated as

, 13)

N
1 . . .
Vo Le(@0)lo=00,~ Vou |5 D ¥ (6;") +logqi-r(6/”) ~ log qkwi‘)))
i=1 k=K.t

where 6(!) are samples generated from g (#) with hyperparameters ¢y ;.
With the distribution g (6) determined, we proceed to approximate p (X | 6, V).

Step 2: Computation of m; and Cy. Following step 1, we compute the functions m(6) and Ci(6) at step 2.
Theoretically, the exact functional representations of m and Cy can be obtained at each time step k£ based on my_
and Cy_; using the UKF to solve Equations (8) and (9). In our case, however, we are representing the conditional
posterior and this mean and covariance are functions of 8. These particular representations of the mean and covariance
are inconvenient because it would requiring storing all intermediate terms such as ux (6), Sk (), etc. over all time steps.
Therefore, we seek a closed-form approximation of these terms as a function of 6.

Specifically, let us now refer to Equation (8) and (9) as giving the exact posterior mean m;_and covariance C;,
respectively. These exact representations are computed using the UKF given the current my_; (6) and Cy_;(6). The task
then is to generate my (8) and Cy (6) as approximations to these exact mean and covariance. We do this by formulating a
regression problem. We generate data from the exact equations by sampling 6 from the marginal posterior, and then we
fit a surrogate to this data. In this paper, we deploy neural networks to represent my and Cy, with their weights denoted
by nx. These networks are trained via stochastic gradient descent. At each gradient descent step ¢, N samples of 6,
{5;” }f\; |» are drawn from g (6), and a mean squared error is minimized. This error is defined as:

2 =

N
MSEm) = = 3 (Ime (@) = m @13+ ek @) = o GVR) . 61 ~ ax(0), (14)
i=1

where ¢ (6'")) and c*k(ét(i)) represent the vectors obtained by flattening matrices Cy (")) and C; (89), respectively,
and the values of mZ(é,(”) and C; (5,(’)) are computed given y; and ét(’) using UKF by assuming

p(Xio1 |6,V ) = pN(Xk—l;mk—l(élgi))sCk—l(éz(i)))-

The framework of the proposed method is illustrated in Figure[3 and the detailed procedure for a single time step
k is outlined in Algorithm[I. In practice, the selection of the number of samples for the optimization procedures in
Steps 1 and 2, denoted by N and N, plays a critical role in determining the computational efficiency of the proposed
method. A trade-off exists between the computational cost per optimization step and the total number of steps required
for convergence. Smaller values of N and N reduce the computational time needed for each optimization step but result
in higher variance in the gradient estimation, which can increase the total number of steps required for convergence.
Therefore, N and N should be carefully chosen to balance the variance of gradient estimation and the number of
optimization steps, in order to minimize the overall computational time.

Similarly, the choice of neural networks used to represent m and Cy should align with the desired performance and
computational constraints. More expressive neural networks generally yield more accurate approximations, enhancing
the method’s overall performance. However, employing more expressive networks typically increases the time required
for supervised learning in Step 2 and imposes higher storage requirements.
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Fig. 3 Scheme of FBOVI. The green arrows represent the information flow for computing g,. The orange
arrows represent the information flow for computing m; and Cy.
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Algorithm 1 Factorization-Based Online Variational Inference Algorithm (Single Time Step)
Input:
Variational hyperparameters obtained at the previous time step ¢x—_1, 7x—1;
Measurement yy;
Maximum number of optimization steps Tj,qx and T, for optimization over ¢, and 7 respectively
Output:
Variational hyperparameters ¢, 1k

1: Step 1 begins:
2: Optimization step ¢ < 0

Initialize ¢x with ¢r_1: P o — Pr—1
3: repeat
4: Draw N samples of 6: {§D}N  with 6) ~ g,(6)
5. Estimate the gradient Vs, £y (1) | =g, USINg {0(")}[7‘;1 according to Equation
6:  Set the learning rate y;
7 Update the variational parameters: ¢ 141 < k0 + VeV Lk (01| pr=icr
8 te—t+1
9: until Convergence of ¢y ; or t = Tp,4x
10: ¢ — Pz
11: Step 1 ends
12: Step 2 begins:
13: Optimization step ¢ < 0

Initialize nx with ng—_1: Nr0 < Ni-1

14: repeat
15:  Draw N samples of §: {§)}N  with 0~,(l) ~ qr(0)
16:  Estimate MSE (n;) using {§)}V according to Equation (T4)
17:  Set the learning rate ¥,
18:  Update the hyperparameters for m and Cy: ni 141 < N, + Vo Vi MSE (11 | p=nyec,
19: te—1t+1
20: until Convergence of 1y ; or t = Tonax
21: Nk < Niye
22: Step 2 ends




IV. Numerical Experiments and Evaluations
In this section, we implement FBOVT in several numerical experiments and compare it with several existing online
state-parameter estimation algorithms to demonstrate its performance.

A. Evaluation criteria

In this section, we introduce the criteria used for evaluating the performance of the online parameter-state estimation
algorithms. We first provide the criteria for assessing the accuracy of parameter learning and state estimation.
Subsequently, we describe the criteria for evaluating the prediction performance.

1. Estimation accuracy evaluation

In this section, we introduce a criterion for evaluating the accuracy of parameter learning and state estimation: root
mean squared error (RMSE). RMSE is computed using the mean of the marginal posterior distribution obtained by
an algorithm over different data realizations. Firstly, to evaluate the accuracy of the estimates at each time step, we
use single-step-element RMSE. The single-step-element RMSE for estimating the i-th element of the parameter 6 and
learning the i-th element of the state Xj at time step k are defined as:

N _\2
RMSE ;0 & (aj.f)k —9<t>) , (15)

z|=

\

M| 1=

2 ) )
RMSE o 2 (#7% - ]k), (16)

z| =

\ Vs

where N is the total number of data realizations. Here, 9(’) and £ . represent the mean of the marginal approximate
posterior distribution for the i-th element of 8 and the i-th element of state X at time step k, respectwely, based on the
j-th data realization. The symbol () denotes the true value of the i-th element of 6, while x]. k represents the true
value of the i-th element of the state at time step k for the j-th data realization. |

Secondly, to provide an overall evaluation for the accuracy of estimates, we use all-time-single-element RMSE and
all-time-element RMSE. All-time-single-element RMSE calculates the average estimate error across all time steps for a
single element of the parameter or state, while all-time-element RMSE calculates the average estimate error across all
time steps and all elements of the parameter or state. The all-time-single-element RMSE for 6 and state are defined as
follows:

1

11X & i -2
RMSEg, 2 ——ZZ(@(’}(—@M) , (17)
\ NK Sa
11 9RE . )2
RMSE,, 2 __ZZ()?QL"C(";«)’ (18)
\ NKFSY ™ 0

where K is the total number of time steps.
Equation [I9]and Equation 20| provide the definitions of the all-time-element RMSE for estimating the parameter ¢
and learning the state X, respectively:

r

RMSE, é\ﬁf%ii ( Q) g(n)z, (19)
j=1 k=1 i=1
1 N K n

RMSE; é\ﬁEZZZZ( (l) (l)) . (20)
j=1 k=1 i=1

2. Prediction ability evaluation
In this section, we introduce two criteria for evaluating the prediction performance of online parameter-state
estimation algorithms: single-step prediction RMSE and all-time prediction RMSE. Both metrics quantify the error

10



between the predicted state at the next time step, based on the approximate joint posterior obtained at the current time
step, and the true state value at the next time step. These RMSE values are computed using the approximate joint
posterior distribution of parameters and states across different data realizations.

The single-step prediction RMSE reflects the average prediction error for the next-step state at each time step. At
time step k, it is defined as

N
1
RMSE prear = N ZE(xk,9)~q,,k(xk,e),wk~N(o,2(e)) [1(@( Xk, ur: 0) + Wie) = x;11113] (21)
=1

where ¢ ; x (Xi, 6) denotes the approximate joint posterior distribution at time step k for the j-th data realization and
Xj k+1 represents the true state value at time step k + 1 for the j-th data realization.

The all-time prediction RMSE provides the average next-step prediction error across all time steps and data
realizations, which is defined as

N K
1
RMSE prea = Z Z E(Xy.0)~q; 4 (X1.0). Wi N(0.2(0)) [ I1(@( Xk, ur: 0) + Wie) = xj k1 [13]- (22)

j=1 k=1

=1

1
N

In all experiments detailed in this paper, the expectations required for computing RMSE are obtained using Monte
Carlo method with a fixed sample size of 1 x 10*.

B. Experimental settings

The FOBVI framework is implemented in Pytorch ﬁ The ADAM optimizer is applied for maximizing the online
ELBO £ and minimizing the MSE of function fitting defined in Equation (14)), to determine the hyperparameters
¢k and 7, respectively. For the examples presented in this section, the conditional mean my and covariance Cy are
represented using neural networks. Additionally, Gaussian distributions are employed as the variational distributions for
the system parameters.

Each process noise in the artificial dynamics assigned by joint UKF, joint EnKF and BPF is distributed according to
a Gaussian distribution with zero mean. To demonstrate the effectiveness of the proposed method, various combinations
of hyperparameter values were tested for both the joint UKF and the BPF. For the joint UKF, the hyperparameters
include those for the Unscented Transform (UT) and the process noise covariance assigned to the artificial dynamics
of the system parameters. The process noise covariance is represented as a diagonal matrix with diagonal elements
[0}, 03, ,0}]. Different combinations of UT hyperparameter values and the values of o7 (fori = 1,2,--- ,r) are
tested. For the BPF, the primary hyperparameters are elements of the process noise covariance for the artificial dynamics
assigned to the system parameters. This process noise covariance is also represented as a diagonal matrix with the
diagonal [5'12, 5'22, cee 5'r2]. Different combinations of the values of 5'1'2 fori =1,2,---,r are explored. The results
presented in the following subsections for both the joint UKF and BPF correspond to the configurations yielding the
lowest mean of all-time-element RMSE for parameter and state. The experiments are not run in real time. The new
data point is received after the method completes processing the previous data point. In the first two experiments, the
approximate posterior obtained using BPF with 1 x 107 particles is treated as the ground truth posterior for the first 50
time steps. It is important to note that BPF (1 x 107) is used solely to provide a reference for the true posterior and is
nearly impractical for online tasks in real-world applications due to its computational demands.

C. Pendulum System
In this section, we learn a nonlinear dynamical model for a two-dimensional system. The true system considered
here is a nonlinear single pendulum system described by
d _ X2
dt B —£sin(xy) |’

X1

X2

*https://pytorch.org.

11


https://pytorch.org

where g = 9.8m/s? represents the gravity acceleration and I = 1.2m is the length of the pendulum. The corresponding
discrete-time single pendulum system, with a time interval At = 0.1s, is given by

x{‘ ‘] + Atxé“]
1 B ENE
xk xé‘ LAt sin(xfh)

Noisy measurements are taken at every time step according to
Yie =xf +rk rF ~ N(O,R), (23)

where R = 0.01. To evaluate performance, the simulation is repeated 100 times independently, generating 100 different
data realizations.
Assuming the measurement model (23) is known, we aim to learn a nonlinear dynamical model parameterized as

k k-1 k-1
x| O1xy 7" + Arx; k %
[xgl - [glx -6, sm(xk 1) +q°, g ~N(0,0.0112x2),

where At = 0.1 is known. The system parameters 6 = (01, 0,) are unknown and the measurements are available at every
time step. The initial condition of the system is set to x1 0.5, x2 0.5. The prior distribution for the state is distant

3
from the initial condition and is specified as N ( [4 5] ,41>%>). The prior for the parameter 6 is given by N ( [Ol , hyo).

The marginal distributions of the states and system parameters obtained by the joint UKF, BPF with 1 x 10* particles,
BPF with 1 x 107 particles, and the proposed method at each time step for a single data realization are presented
in Figure . The results show that the marginal distribution means of the system parameters and states estimated
by FOBVI converge to their true values after approximately 20 time steps. Addtionally, the approximate marginal
posterior distribution obtained FBOVI closely aligns with the true posterior most of the time while BPF (1 x 10%)
overestimates uncertainty after time step 20. In contrast, the joint UKF demonstrates a considerable deviation from
the true values, reflecting its limited capability to provide accurate online state-parameter estimates when handling
simultaneous estimation of parameters and states. This discrepancy suggests that the joint posterior distribution of
parameters and states may exhibit highly non-Gaussian characteristics, which the Gaussian assumption inherent in UKF
struggles to capture.

Next, Figure [5|shows the estimation error of parameter learning and state estimation by employing the mean of the
posterior as the point estimate over 100 data realizations: RMSE 9(,) and RMSE . <L> fori=1,2and k=1,2,3,---,50.

These metrics are defined in Equation (15) and Equation (I respectlvely FBOVI achieves the lowest RMSE for both
parameter and state estimation after time step 20 compared to the other two algorithms. However, it is noted that FBOVI
exhibits a higher error of estimating # compared to PF before time step 17. Furthermore, Figure[5dindicates that FBOVI
underperforms both BPF (1 x 10*) and joint UKF in the early stage in terms of RM SE)%{Z)' This temporary superior

performance of BPF during this period can be attributed to the fact that the accumulated approximation error of FBOVI
is at the peak during this time period and BPF’s flexibility in representing distributions using 1 x 10* particles. Despite
the limited approximation accuracy of these particles, they offer a more adaptable approximation compared to Gaussian
distributions employed by FBOVI to represent the marginal distribution of the parameters. The observation that joint
UKF outperforms FBOVI for RMSE >y during this period is unexpected. This might be partially explained by the

discrepancy between the mean of the trlne posterior and the true values of the states during the early stages.

The all-time-element RMSE for parameters and states, RMSE ; and RMSE; obtained by joint UKF, BPF (1 x 10%)
as well as FBOVI are shown in Table I BPF with 1 x 10* partlcles yields the lowest RMSE ; and RMSE, due to its
superior performance prior to time step 20.

Table 1 All-time-element RMSE for parameters and states:RMSE 5 and RMSE;

joint UKF BPF (1 x 10%) FBOVI
RMSE, 1.8246 0.3571 0.5238
RMSE; 3.3189 0.7439 0.9220
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Fig. 4 Temporal evolution of the marginal distributions of parameters and states for the nonlinear pendulum
system. The top row illustrates the marginal distributions of the parameters 6, and 6, obtained using FOBVI,
BPF, and joint UKF at each time step k. The bottom row depicts the marginal distributions of the states x; and
X obtained by the same methods. FBOVI and BPF learns the parameters 6 rapidly.
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Fig. 5 RMSE of parameter learning and state estimation over time in the pendulum system. The figures
compare the outcomes of FBOVI, BPF, and joint UKF. The top two figures present the RMSE of parameter
learning (RMSE 5.)) for i = 1,2, while the bottom row depicts the RMSE of state estimation (RMSE ) for
i = 1,2. FBOVI outperforms BPF and joint UKF after time step 18.
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Fig. 6 Single-step prediction error for the pendulum system. Although FBOVI exhibits a higher prediction
error during the early stage, its prediction error decreases significantly after step 15, ultimately achieving the
lowest prediction error among the tested methods after time step 18.

The prediction RMSE of different algorithms at each time step are shown in Figure[6] FBOVI shows best prediction
ability after time step 15 although it underperforms the other two methods before time step 14, which can be partially
caused by its overestimation of the uncertainty from time step 10 to time step 15, as shown in Figure |4}

The all-time prediction RMSE for the joint UKF, BPF with 1 x 10* particles, and FBOVI are presented in Table
FBOVTI achieves the lowest overall prediction error, indicating superior predictive performance. Since the prediction
error is calculated using the entire approximate joint distribution of parameters and states, this result highlights FBOVI’s
ability to produce a more accurate approximation of the joint posterior compared to the other two methods.

Table 2  All-time prediction RMSE RMSE ,,cq

| \ joint UKF | BPF(x10YH | FBOVI \
] RMSE p,ea \ 4.8977 \ 1.9162 \ 1.7662 |

D. Predator-prey model
Consider a predator-prey model described by the following Lotka-Volterra equations:

4
dt

X axy — Bx1xz

b}

X —yXy + 0X1X2

where x; and x; represent the population density of prey and predator, respectively. Here, @ = 0.1 and y = 0.1 represent
the prey birth rate and the predator death rate, while 8 = 0.02 and § = 0.01 represent the predation rate and the predator
reproduction rate per unit prey consumed, respectively. Using zero-order hold approximation with a time interval
At = 0.1, the corresponding discrete-time system is given by

x{c+]
k+1| —
)

At each time step, a noisy measurement of the predator population density, x», is available. The measurement model is

Ye = x5 +r5 7k ~ N(0,0.01).

(1+ Ata)x{‘ - Atﬂx{‘xé‘l
k kok |-
(1 = Ary)x;5 + Atox|x

To evaluate the performance of the proposed method, we employ it on two scenarios: one with prey birth rate @ unknown
and another with predator reproduction rate 6 unknown.
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Fig.7 Approximate marginal posterior distributions obtained using joint UKF, BPF, and FBOVI. The shaded

areas represent the 95% credible intervals of the corresponding distributions. The means of the marginal
distributions estimated by FBOVI converge rapidly to the true values.
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Fig.8 Approximate joint distributions of the parameter and states at time step 25 in the scenario with unknown
prey birth rate. The lines represent the contours of the probability densities of the approximate joint posterior
distributions. FBOVI effectively approximates the joint posterior overall.

1. Unknown prey birth rate
In this section, the prey birth rate « is assumed to be unknown, and 8, y and ¢ are known. We represent « by 6 and
seek to infer the joint distribution of 6 and the states (x’l‘, x§ ) at each time step k. The dynamical model employed is:

xllc+l

x§+1
The marginal distributions of the states and parameter 6 obtained using joint UKF, BPF, and FBOVI are shown in
Figure|/} The results indicate that the means of the marginal distributions obtained by FBOVI and joint UKF converge
to the true values after 50 time steps.

The 95% credible intervals of FBOVI and BPF (1 x 10%) closely match that of the ground truth for the unobserved
state x1. To demonstrate the performance of joint posterior approximation of the proposed method, we present the
approximate joint posterior of the states and parameter obtained by the algorithms at time step 25 in Figure [8| The joint
posterior derived from FBOVI largely aligns with the ground truth, although it slightly underestimates the uncertainty
for 6. In contrast, the joint UKF deviates significantly due to the highly non-Gaussian nature of the posterior, which
cannot be captured by its Gaussian approximation. Notably, Figure also reveals that BPF (1 x 10%) suffers from severe
weight degeneracy, even at an early time step of 25. This degeneracy prevents it from accurately approximating the
posterior, despite its inherent flexibility.

(1+AtO)xk — Argekk|
(1 — Ary)x5 + Aroxkxk +q°, g ~N(0,0.0112x2).
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Fig. 9 Approximate marginal distributions of the parameter and states obtained using joint UKF, BPF, and
FBOVI for the predator-prey model with an unknown predator reproduction rate. All methods successfully

estimate the parameter 6 within a short period. The 95% credible intervals produced by all methods are closely
aligned.
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Fig.10 Approximate joint distributions of the parameter and states at time step 25 in the scenario with unknown
predator reproduction rate. The lines represent the contours of the probability densities of the approximate joint
posterior distributions.

2. Unknown predator reproduction rate
In this section, we assume the predator reproduction rate, ¢, is unknown and «, 8 and y are known. The dynamical
system is parameterized by

k+1 k k. k
x| (L + Ata)x) — AtBxix; k i
XKLL (1 = Ary)xk + Aroxkxk ta, a ~N©,001h0).
2 2 172

The marginal distributions of parameters and states obtained by joint UKF, BPF and FBOVI are depicted in Figure [9]
All methods learns the parameter 6 rapidly. Compared with joint UKF and BPF, the mean of FBOVI for the unobserved
state x; is closer to that of the ground truth. The approximate joint posteriors are provided in Figure [T0. In this case,
the true joint posterior is closer to a Gaussian distribution, allowing the joint UKF to achieve a good approximation.
FBOVI continues to provide accurate approximation of the joint posterior. However, BPF (1 x 10*) remains significantly
affected by severe weight degeneracy, as highlighted in Figure [I0}
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Fig. 11 Approximate marginal posterior distributions of states

E. Six-dimensional system
Consider a six-dimensional system described by:

Eas | XK+ Arg; sin(x¥)

xé‘” x§ + At@z(xf + sin(x'l‘)) + O.25At(x§ - 2x§)
B xk 4+ A10,(xX + sin(xk)) + 0.25A1(xk — 2x5)
kel K Arg3 (6K + sin(xK)) +0.25A0 (xK - 2x%) |
xé‘” xé‘ + At03 (xf,f + sin(xi‘)) + O.25At(xg - 2x§)
i x§ + At6) sin(xf)

where 61, 65 and 63 are unknown parameters. The noisy measurements of x1, X, x3, X4, and xg are collected at each time
step, with measurement noise distributed according to a Gaussian distribution with zero mean and covariance 0.01/5s.
In this section, we evaluate the performance of the joint UKF, BPF (1 x 104), FBOVI, and joint EnKF. EnKF is
particularly recognized for its effectiveness in high-dimensional problems. The approximate marginal distributions of
states obtained by the four methods are shown in Figure The 95% credible intervals of joint UKF, joint EnKF, and
FBOVI are very closely aligned. Moreover, all four methods effectively track the unobserved state x5 after 50 steps.
The marginal distribution of the parameters 8 = (61,65, 63) are presented in Figure @ The means of the
approximate posteriors obtained by joint UKF and FBOVI converge rapidly to the true values, whereas BPF struggles to
learn the parameters. This is expected, as increasing dimensionality exacerbates weight degeneracy in BPF. To evaluate
the performance of the four methods, the all-time-single-element RM SE for the parameters and the unobserved state
xs based on this single data realization is summarized in Table[3. The proposed method achieves the lowest error for
estimating 6, and 63, though it slightly underperforms compared to joint UKF and joint EnKF in learning 6.

18



o,

)

0
0

1 1 ~
\\

.Paﬁ;?gr}—ﬁ)-aﬁgl}@;\ngﬁ%w ‘|‘ RS . N .

0 0 : J\ v ol s eaesaEmstaRmeeee
9 ’

1 -1 -1

0 20 10 60 <0 100 0 20 10 60 0 100 0 20 10 60 0 100
time step k time step k time step k
(a) marginal distribution of 6 (b) marginal distribution of 6, (c) marginal distribution of 63
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Table 3 All-time-single-element RMSE

joint UKF joint ENKF | BPF(1x10%) | FBOVI
RMSE,, 0.2013 0.2031 0.2017 0.2135
RMSE,, 0.08542 0.0950 0.2264 0.06421
RMSE,, 0.1799 0.1811 0.5591 0.1609
RMSE,, 1.3922 1.3996 1.1636 1.3652

V. Conclusion
In this work, we propose a factorization-based online variational inference framework for parameter-state estimation

in nonlinear dynamical systems. Unlike traditional methods, the proposed framework avoids restrictive assumptions
about the structure of the joint posterior and supports the integration of various Gaussian filtering techniques. Numerical
experiments across different application systems were conducted to validate its effectiveness. The results show that the
proposed approach exhibits greater robustness compared to the joint UKF and superior scalability relative to the BPF
with parameter-state augmentation.

the

Future work will focus on extending the proposed method to more general application problems. Furthermore,
algorithm will be modified to accommodate online estimation of system parameters and states under constraints,

broadening its applicability to more complex and practical scenarios.
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