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Abstract—This study focuses on identifying the factors con-
tributing to a sense of personal responsibility that could improve
understanding of insecure cybersecurity behavior and guide
research toward more effective messaging targeting non-adopting
populations. Towards that, we ran a 2(account type)x2(usage
scenario)x2(message type) between-group study with 237 United
States adult participants on Amazon MTurk, and investigated
how the non-adopting population allocates blame, and under
what circumstances they blame the end user among the parties
who hold responsibility: the software companies holding data,
the attackers exposing data, and others. We find users primarily
hold service providers accountable for breaches but they feel the
same companies should not enforce stronger security policies on
users. Results indicate that people do hold end users accountable
for their behavior in the event of a breach, especially when the
users’ behavior affects others. Implications of our findings in risk
communication is discussed in the paper.

Index Terms—Cybersecurity; Risk Communication; Blame
Attribution

I. INTRODUCTION

Researchers have looked at various factors that may explain

and alter users’ behavior both in security and privacy contexts

such as gaps in mental models, low risk perceptions, cost

involved (i.e., time and money), and poor efficacy of message

designs [1]–[14].

Risk perception research has shown that people do not

adequately understand the risks involved with their data being

public, and more education leads to greater risk perception

by users [15]–[17]. However, users do not always take rec-

ommended action, even when people know what the risk is,

what to do about that risk, and how they should act [18], [19].

This suggests that there are other components to encouraging

user action beyond education and increasing risk perception.

A variety of motivational theories have been proposed and

applied to security behavior [20]–[25], but research suggests

that a person’s sense of responsibility to act could be a valuable

addition to those theoretical models [26].

A first step to examining whether a responsibility to act

motivates behavior is to determine who is held responsible

in the case of a data breach and why. When do users feel

that the responsibility for data breaches lies with others? Even

though users are directly affected, they may hold other parties

accountable on their behalf. Understanding how blame is

attributed after a data breach may determine how to approach

messaging and encourage more secure behavior. It may also

help explain motivational questions in a variety of fields, such

as the privacy paradox.

In this paper, we examine which factors contribute to

responsibility distribution, and how non-adopting population

allocate blame and responsibility and whether messages,

account ownership, and usage behavior have an effect on

blame distribution. To answer these questions, we designed a

2(account type)x2(usage scenario)x2(message type) between-

group study using a factorial set of vignettes and recruited

237 Amazon Mechanical Turk users in the United States

aged 18 and above. The surveyed population was split into

8 subgroups, and each group was asked about the vignette

protagonists’ feelings, motivations, and placement of blame as

he made the decision to decline two-step verification protection

for his email.

The study finds that users primarily hold the service

provider (i.e., Google in our case) accountable for breaches.

Interestingly, even though they want those companies to do

more to protect their servers, they do not feel that the same

companies should enforce stronger security policies for users.

Survey participants regularly expressed an attitude of “to each

their own,” sharing a strong belief that users know best what

level of security is appropriate for the context in which they

use a particular account.

Our findings further suggest that people do hold end users

accountable for their behavior in the event of a breach,

especially if it harms people who have less control over the
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exposed data. Additionally, several responses shared a belief

that the end user would pass the blame on to someone else

and would not want to hold himself responsible, even if the

end user recognized that he had an opportunity to prevent

the attack. This indicates a sense of shame and responsibility

among users, which may be leveraged to trigger the feeling of

responsibility and change in behavior [26]. Details of our study

and findings along with broader implications are presented in

the paper.

II. RELATED WORK

In the area of usable cybersecurity, how people concep-

tualize and protect their data is widely studied to help re-

searchers and industry work with users to ensure security and

privacy [27]–[29]. In 2009, Herley suggested that failure to

adhere to good security behavior could be attributed to users’

perceptions of the costs being too high and/or benefits being

too low [1], which is supported by more recent work [6].

Further, even when people know what the risk is, what to do

about that risk, and how they should act, users do not always

take recommended action [18], [19]. Over the years, numerous

studies have tried to understand and identify the underlying

factors that may explain non-expert users’ insecure cyberbe-

havior in different contexts (ranging from password creation

to adoption of security tools and privacy behaviors) [2], [3],

[7]–[10], [14].

There are several models for human behavior that attempt

to explain this dichotomy. These models often theorize what is

necessary for users to take action, but are not always sufficient

for action to take place. Among numerous models, we discuss

the commonly cited models below.

A. Protection Motivation Theory

A well-known theory that explains how people respond to

threats is Rogers’ Protection Motivation Theory (PMT) [30].

In this model, to change behavior, one would first expose a

threat that the current behavior does not address, and then

recommend a protective action to address the threat. This

idea is more commonly known as fear appeal. Rogers’ theory

states that an effective fear appeal balances the following

three components: perceived severity, perceived risk, and the

efficacy of a protective response. A fourth item, self-efficacy,

was added later [20]. PMT is broad enough to apply to

fear appeals generally, but has also been specifically used to

encourage secure behaviors in several studies. For example,

one recent work used fear appeal to persuade users to enable

screen locking and successfully convinced about 50% of users

in the short-term [31]. While fear appeal is broadly used in

cybersecurity and health campaigns, the results have been

mixed and the long-term efficacy is unclear [31], [32].

B. Theory of Planned Behavior

An alternate theory proposed by Ajzen [22] is the Theory of

Planned Behavior (TPB). This theory states that an individual’s

behavior can change through the following factors: a positive

attitude toward the behavior, subjective norms (people around

the individual having a positive attitude toward the behavior),

and self-efficacy. Each of these factors have been shown

to increase the behavioral intention of compliance with an

information systems security policy [23]. However, this model

does not explicitly consider the role of self-responsibility in

promoting secure behavior.

C. Health Belief Model
The Health Belief Model (HBM) has been found to have a

strong fit to Internet security behavior [21], [24]. This model

posits that behavior change is based on the following six

factors: risk perception, perception of severity, perceived ben-

efits, perceived barriers, cues to action, and self-efficacy [33]–

[35]. Ng et. al. shows that each of those six factors impacts

computer security behavior, where susceptibility, benefits, and

self-efficacy are determinants of behavior [21].

D. Bayesian Economics
In addition to motivational models, there are economic mod-

els to explain why users may or may not adopt security tools.

However, these models are imperfect because while users may

be making rational economic choices for themselves based on

perceptions of cost and benefit [1], [6], [36], humans’ bounded

rationality, imperfect knowledge, and psychological deviations

from rationality prevent people from making rational economic

decisions at all times [37].

E. Responsibility
The researchers argue that the existing models fail to

account for how users allocate blame and responsibility in

the event of a data breach, and incorporating the perceived

responsibility of different parties in the cybersecurity context

could help researchers better understand user behavior. While

people hold companies responsible for breaches and there is a

cost to a company who is breached, that cost tends to dissipate

over time [38]. Personal responsibility may have a role to play

in cybersecurity behavior [39]. A study by Yazdanmehr and

Wang [26] goes beyond the existing frameworks to explore

the effects of several factors on information security policy

(ISP) compliance behavior. They show that there are more

factors than the current theories incorporate. They write, “We
show that the strength of ISP-related personal norms on ISP
compliance depends on the degree to which an employee
feels personal responsibility.” In other words, an employee’s

personal inclination to comply with an ISP is not enough to

account for their behavior. Rather, the employee must also feel

personal responsibility for the organization’s ISP. This finding

suggests that users may not feel responsible for their data,

and may feel that the responsibility for data breaches lies with

others. Even though users are directly affected, they may hold

other parties accountable on their behalf. Interestingly, none

of the current theories includes all of the factors Yazdanmehr

and Wang identified to explain ISP compliance.
Thus, we argue that fear appeal may not be adequate alone

to promote sustainable change in behavior, and further research

is needed to investigate the concept of blame attribution and

self responsibility in the context of cybersecurity.
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III. METHODOLOGY

The purpose of this study is to investigate who users blame

for data breaches and why. While many factors may contribute

to data breaches and affect blame distribution, we wanted to

focus on a scenario that is preventable if appropriate actions

are taken by a user. At the same time, the attack could

have been prevented by the service provider as well, making

it difficult to attribute blame. Specifically, in our case, the

attack was preventable if the user (i.e., Bob) enabled two-step

verification for his email account. At the same time, the service

provider (i.e., Google) could have forced Bob to use two-step

verification and prevented the attack. We also hypothesized

that the severity of compromise (i.e., loss of personal vs. other

people’s data) may influence blame attribution as well.

Finally, we hypothesized that the design of the message used

by the service provider (i.e., Google in our study) to promote

the security feature may influence blame attribution as well

as feature adoption. Specifically, a message that contains fear

appeal and risk content is likely to trigger different sets of

emotions than a message without fear appeal, and may shift

the blame towards Bob as he may appear more negligent for

ignoring a stern warning. As such, we used two different

messages to evaluate these effects (i.e., one is the message

incorporating risk information and graphics depicting a person

wearing an eye mask (Figure 1) and the other one is the edited

version of the same message excluding the risk component

and the image of the person wearing an eye mask (Figure 2)).

Note that the messages used in the study were edited to suit the

purpose of the study, and may not be the same which are used

by Gmail to promote 2-step verification (i.e., messages used by

Gmail could be seen at https://www.google.com/landing/2step/

at the time of the study). Further, any opinions, findings, and

conclusions or recommendations expressed in this material

are those of the authors and do not reflect the views of

Google/Gmail.

In our study, we seek to answer the following research

questions based on the following study variables: type of email

account (official email account vs. personal email account),

usage scenario (personal vs. personal and business), and design

of the message (with vs. without fear appeal):

RQ1 How does account ownership affect delegation of blame

after an attack?

RQ2 How does account usage affect delegation of blame after

an attack?

RQ3 How does the design of a notification of a new security

feature affect delegation of blame after an attack?

RQ4 How does the risk profile of the situation (e.g., loss

of personal information versus loss of other people’s

information) affect perception of risk?

A. Study Design

To answer these questions, we designed a 2(account

type)x2(usage scenario)x2(message type) between-group study

using vignettes. These stories were about Bob, a protagonist

designed to share habits with survey takers. We restricted

our population to people who have not implemented two-step

verification (see subsection III-C for enrollment criteria).

The vignettes included both relevant and irrelevant infor-

mation about how Bob behaves when prompted to implement

a security feature. We attempted to make these vignettes as

realistic as possible by using Gmail as the platform of choice

in this study as this is one of the most widely used email

service across the world. Further, we restricted participation

to people who use Gmail regularly for important tasks based

on self-reported data. Participants were assigned to groups

randomly to ensure that any possible bias related to using

Gmail was uniformly distributed across groups. After viewing

the vignette, the survey then asked participants who Bob would

blame (open-ended) and whether various parties (e.g., the

data holder, the account manager, the end-user, the company

using the data, the government, the attacker, etc.) share any

responsibility.

We hypothesize that our factorial design would help answer

questions about how changes in the story (including changes in

the messages the protagonist sees, the protagonist’s “personal

risk,” and the behavior of the protagonist; see Table I for full

details) change the way survey participants allocate blame. We

anticipate that people are more likely to blame a protagonist,

even if the protagonist acts the way the participants do, than

the participants would be to blame themselves. Since media

attention rarely focuses on the end user, we determined that it

would be interesting to see if people would ever blame an end-

user, so we determined that the best course of action would

be to use vignettes following a neutral protagonist.

Once participants give informed consent and start the study,

vignette part 1 is presented, in which Bob’s email habits are

established and participants see a message encouraging Bob

to enable the two-step verification feature for his email. These

vignettes are factorial in nature, with two binary variables.

Bob’s email account is either an official business account or a

personal account. Bob either uses the account for personal

use or business and personal use. Finally, participants see

one of two messages encouraging adoption, one of which is

the message incorporating some degree of risk information

and fear appeal, and one is an abridged version of the same

message. These three factorial variables are evaluated for

their impact on participants’ distribution of responsibility. The

vignettes are presented below.

Vignettes, Part 1, Group 1 - Office email; business and
personal use. Bob works for a health insurance company and
the company provides email service to the employees through
commercial Gmail service. He uses his official Gmail account
for his official and personal business and often exchanges
health insurance claim files with his colleagues using the email
account. On Dec 7, 2017, he received an email from Google
(shown below) promoting a security feature called two-step
verification that is supposed to enhance the security of the
account and decided not to activate the feature.

Vignettes, Part 1, Group 2 - Office email; personal use.
Bob works for a health insurance company and the company
provides email service to the employees through commercial
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TABLE I: Use case scenarios

Email Account Scenario Message

Account type: Office email; Usage: Business and personal use
Message with Risk Content (Group 1A)

Abridged Message (Group 1B)

Account type: Office email; Usage: Personal use
Message with Risk Content (Group 2A)

Abridged Message (Group 2B)

Account type: Personal email; Usage: Business and personal use
Message with Risk Content (Group 3A)

Abridged Message (Group 3B)

Account type: Personal email; Usage: Personal use
Message with Risk Content (Group 4A)

Abridged Message (Group 4B)

Gmail service. He uses his official Gmail account for his
personal business. On Dec 7, 2017, he received an email from
Google (shown below) promoting a security feature called two-
step verification that is supposed to enhance the security of
the account and decided not to activate the feature.

Vignettes, Part 1, Group 3 - Personal email; business and
personal use. Bob works for a health insurance company and
uses his personal Gmail account for his official and personal
business. He often exchanges health insurance claim files with
his colleagues using the email account. On Dec 7, 2017, he
received an email from Google (shown below) promoting a
security feature called two-step verification that is supposed
to enhance the security of the account and decided not to
activate the feature.

Vignettes, Part 1, Group 4 - Personal email; personal
use. Bob works for a health insurance company and uses his
personal Gmail account for his personal business. On Dec
7, 2017, he received an email from Google (shown below)
promoting a security feature called two-step verification that
is supposed to enhance the security of the account and decided
not to activate the feature.

After participants read vignette part 1 and see the message

promoting 2FA, they are then told that Bob chooses not to

enable the feature, and are asked questions about the reasons

Bob presumably chose not to enable the feature. After that,

a follow-up to the vignette (i.e., Follow-up vignette) is then

shown in which Bob’s email is breached in a way that could

have been prevented if he had used two-step verification. The

true cause of the breach is not clear to participants to keep the

situation as general as possible. The vignette is as follows.

Follow-Up Vignette. On Dec 7, 2017, Bob decided not
to activate two-step verification. On Dec 15, 2017, security
attackers broke into the Google authentication server and stole
login credentials of several thousand users. However, Bob was
unaware of the attack as Google did not identify the attack
immediately and failed to notify the users. On Dec 20, 2017,
the attacker used the stolen credentials from the social media
account to log into his email account and then changed
the password, preventing him from accessing his own email
account.

After viewing the follow-up vignette, participants are then

asked who Bob would hold responsible for the breach and why.

Finally, participants are asked for demographic information.

Overall, the survey took participants about a half an hour

to complete (median = 29.57 minutes, mean = 35.18 minutes,

SD = 23.28 minutes, one outlier removed). Participants were

paid $3 on Mechanical Turk for taking this survey. The

survey and methodology for this study were approved under an

exempt protocol by the IRB of the University of Connecticut.

B. Measurement

The survey questions are mostly in the form of agreement

to a statement on a 5-point Likert scale [40] and open-

ended questions about why participants chose their response.

The survey included specific questions like “Who would Bob

blame?” as well as questions about how other parties in the

scenario should have behaved by asking participants how

much they agreed with statements like “Enabling two-step

verification can inconvenience the owner of the email account.”

The survey also asked participants to explain their thinking

to expose the reasoning behind their decisions. The research

questions were answered by comparing responses to questions

between groups to determine significant differences, and then

relating those differences back to respondents’ thinking.

C. Participant Population

Participants were recruited using Amazon’s Mechanical

Turk (MTurk) platform. We restricted participants to those 18

years of age or older, currently living in the United States,

having completed at least 1000 HITs (Human Intelligence

Tasks), and having a HIT approval rate greater than 95%,

which is recommended by prior work [41]. While MTurk

participants may not be statistically representative of the adult

population in the United States, they are still noted to be

more representative than other convenience samples [42] and

MTurk’s use has been noted in numerous prior efforts [43]–

[46]. The participants must meet the following criteria to be

eligible for the study:

• Be proficient in English

• Not have a degree in Computer Science, including a “mi-

nor” or any professional computer science certifications

• Not a user of two-factor authentication

• Use a Microsoft Windows computer

• Use Gmail
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The population we focus on is the population of users with-

out expertise in computers or security, but who use technology

proficiently enough to be at a significant risk for security

vulnerabilities. We focus primarily on those not using all of

the security tools available to them, so the participants were

restricted to those who do not use two-factor authentication

already. To ensure a uniform baseline, we also chose to restrict

our population to just Windows users because of widespread

existing notions about relative security of different operating

systems [47], [48]. Not having extensive formal education in

computer science was required because previous studies have

shown that more knowledge of security issues increases risk

perception [15]–[17]. Proficiency in English was mandatory

because the survey was conducted and evaluated in English.

Fig. 1: Message with Risk Content

Fig. 2: Abridged Message

The participants were randomly separated into eight distinct

groups, as highlighted above. Participants were kept anony-

mous and questions were ordered to minimize biasing.

D. Data Analysis
The survey consisted of both qualitative and quantitative

questions inspired by prior work [6]. The quantitative ques-

tions were evaluated with UNIANOVA processing to compare

responses across the vignette scenarios and find factors ex-

plaining the variability in responses.
A confidence interval of 95% was used on the data. To

test the assumption of equal variance, a Levene test was run

before UNIANOVA processing. If the Levene test indicated

that the assumption of equal variance was violated, the p-value

was reduced to 0.01 before results were considered significant.

We also tested differences between normal ANOVA assuming

normality and corrected ANOVA models (the ANOVA-type

statistic and the Wald-type statistic), because of the potential

for the distribution of model residuals to fail the normality

assumption. As fewer than 1% of results changed in their

conclusion (in terms of significance), we report the unadjusted

results. Analyses were done in SPSS and R [49]–[51].
Data was cleaned prior to statistical evaluation. Responses to

attention-check questions were used to filter out responses that

were potentially unreliable. Mechanical Turk’s tools to prevent

the same user from responding multiple times were used.

To further eliminate the possibility of duplicate participation,

respondents who submitted answers that were exact or very

close duplicates of other narrative answers were removed. In

this way, 15 of the 252 responses (6.0%) were removed from

the data.
We used a bottom-up inductive coding approach [52] at

the question level in order to code responses to the open-

ended questions. Initially, two researchers worked indepen-

dently and read through all the comments and developed a

set of codes for each question. These two coders then met to

discuss and create the final codebook for each question. Once

the codebooks were finalized, the two coders updated their

codebook independently. Inter-rater reliability was calculated

for each question using Cohen’s Kappa which ranged from

0.76 to 0.95, indicating “substantial” or “excellent” agreement

between the coders [53]. See Tables II, III, IV and V for

codes and question-specific inter-rater reliability. The details

are presented below.

IV. EVALUATION

A. Demographics
Overall, this study included 237 valid responses. Ages

ranged from 20 to 69 years old (mean = 35.6, SD = 10.6).

This population was made up of 138 males (58.2%), 96

females (40.5%), 2 other and one participant who preferred

not to answer. Race was not recorded. See Table VI for the

demographic breakdown of each group.
A Chi-squared test revealed no significant differences be-

tween groups in terms of gender (χ2(21) = 15.25p = 0.81).

A Kruskal-Wallis test found no significant differences between

groups in terms of age (χ2(7) = 2.08, p = 0.96) or in terms

of time spent taking the survey (χ2(7) = 4.777, p = 0.687).

The researchers conclude that the groups are demographically

similar and can be compared.
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TABLE II: Codes for “Why do you think Bob declined to enable two-step verification? Please explain.” (κ = 0.87)

Code 1A 1B 2A 2B 3A 3B 4A 4B Total

Enabling takes too much effort 52% 67% 56% 41% 57% 46% 63% 50% 53%

Enabling takes too much time 22% 29% 20% 16% 11% 23% 20% 17% 19%

Did not know what would happen 26% 33% 32% 24% 29% 27% 27% 37% 29%

Did not need extra protection 17% 13% 36% 38% 37% 38% 27% 37% 31%

I do not know 0% 0% 0% 0% 0% 0% 3% 0% 0%

Unable to code 13% 0% 16% 3% 9% 8% 0% 17% 8%

Number of valid responses 23 24 25 37 35 26 30 30 230

TABLE III: Codes for agreement with the statement “Google did the right thing by not forcing Bob to enable two-step

verification. Please explain the reasoning behind your answer.” (κ = 0.80)

Code 1A 1B 2A 2B 3A 3B 4A 4B Total

Two-step verification is untrustworthy 0% 0% 0% 0% 3% 0% 0% 0% 0%

Two-step verification is inconvenient 8% 0% 12% 11% 16% 7% 7% 16% 9%

It should be Bob’s choice 92% 91% 92% 62% 80% 78% 86% 94% 83%

Google should force to avoid consequences to itself 0% 9% 4% 8% 6% 0% 3% 0% 4%

Google should force for Bob’s own good 4% 9% 0% 5% 11% 11% 3% 0% 6%

Bob should still enable 8% 0% 0% 11% 3% 4% 3% 0% 4%

I do not know 4% 4% 0% 3% 0% 7% 3% 3% 3%

Other 0% 0% 0% 5% 0% 0% 3% 0% 1%

Unable to code 4% 4% 16% 0% 9% 4% 3% 9% 6%

Number of valid responses 26 23 25 37 35 27 29 32 234

TABLE IV: Codes for agreement with the statement “Bob did the right thing by not enabling two-step verification. Please

explain the reasoning behind your answer.” (κ = 0.76)

Code 1A 1B 2A 2B 3A 3B 4A 4B Total

It is Bob’s decision to make 21% 29% 9% 30% 9% 14% 50% 22% 23%

Two-step verification is untrustworthy 4% 0% 0% 0% 3% 0% 4% 3% 2%

Two-step verification is unnecessary 0% 0% 0% 3% 0% 11% 15% 0% 4%

Two-step verification is inconvenient 0% 0% 0% 0% 12% 4% 15% 19% 7%

Bob should consider other people’s data 13% 17% 9% 3% 6% 21% 0% 0% 8%

Two-step verification is beneficial 67% 58% 74% 49% 76% 61% 38% 69% 61%

The account is valuable 17% 13% 26% 19% 40% 25% 8% 28% 22%

I do not know 8% 13% 0% 3% 6% 11% 4% 6% 6%

Unable to code 13% 0% 26% 5% 12% 0% 15% 13% 10%

Number of valid responses 24 24 23 37 33 28 26 32 227

TABLE V: Codes for “Who do you think Bob would blame for the attack and why?” (κ = 0.95)

Code 1A 1B 2A 2B 3A 3B 4A 4B Total

Hackers 33% 39% 29% 24% 35% 19% 34% 3% 30%

Google 46% 61% 50% 52% 65% 77% 72% 70% 62%

Himself 50% 26% 50% 27% 50% 35% 38% 43% 40%

No one 0% 0% 8% 0% 6% 0% 3% 0% 2%

The internet in general 0% 4% 0% 3% 3% 0% 0% 0% 1%

I do not know 4% 0% 0% 0% 0% 0% 0% 0% 0%

Other 0% 0% 0% 3% 0% 0% 0% 0% 0%

Unable to code 13% 4% 17% 3% 12% 8% 3% 17% 9%

Number of valid responses 24 23 24 37 34 26 29 30 227
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TABLE VI: Participant Demographics by Group

Group
Number of Age

Gender Breakdown
Valid Responses Mean Median Std. Dev.

1A 25 36.3 34.0 9.4 13 Male, 12 Female

1B 24 36.0 32.0 13.6 15 Male, 8 Female, 1 Other

2A 28 34.2 33.5 7.2 16 Male, 11 Female, 1 Other

2B 32 37.5 36.0 12.9 19 Male, 12 Female, 1 Prefer not to answer

3A 32 36.3 32.5 10.6 23 Male, 15 Female

3B 27 35.0 33.0 9.3 14 Male, 13 Female

4A 30 35.1 32.5 11.3 18 Male, 12 Female

4B 33 34.3 31.0 9.9 20 Male, 13 Female

B. Users’ Response to Negligent Behavior: Before the Attack

1) Should Google Force Adoption?: Participants answered

several questions about the relationship between Google’s

responsibility to push the two-step verification feature and

Bob’s responsibility to adopt that feature. Overall, participants

indicated strong agreement that “Google did the right thing by

not forcing Bob to enable two-step verification,” with 80.6%

of participants who responded either somewhat or strongly

agreeing with the statement. 4 participants declined to answer

the question. This result is consistent with a later question

asking for agreement with “Google should not have asked and

should have automatically enabled the two-step verification

feature,” where 72.0% of responding participants indicated

disagreement.

In both of these questions, the vignettes participants began

with significantly affected the results. Participants responding

to “Google did the right thing by not forcing Bob to enable

two-step verification” were significantly more likely to agree

if the account was Bob’s personal account than if it was an

official business account (F(1,227) = 7.51, p < 0.05; Cohen’s

d = 0.38), although the effect size was not very large.

Among participants responding to “Google should not have

asked and should have automatically enabled the 2FA feature,”

there was a significant interaction effect between account type

and usage. When Bob is using his email for personal purposes,

participants feel Google has more authority to force adoption

when the account is an official business account than when it is

a personal account (F(1,120) = 8.44, p < 0.01 (failed Levene

test of homogeneity of variance); Cohen’s d = 0.52).

Responses like “to each their own” and “You can’t force

anyone to do anything” were common and appeared as reasons

for participants’ agreement with, for example, “Bob did the

right thing by not enabling two-step verification.” 83.3% of

responses to the statement “Google did the right thing by

not forcing Bob to enable two-step verification” included this

sentiment.

Google does not need to force people to do anything.
They tell them what they think is right, but it is
the American way to let people make their own
decisions.

This response reflects a belief that consumers should be able

to make independent choices and take on risk themselves. The

respondent also appears to believe that this is an American

perspective. This raises a further question for study: Is blame

distributed differently in different cultures? If it is, interven-

tions may need to be tailored to the context in which they are

used. Further investigation is needed to answer this question.

While this response was very common, there was still a

subset of dissenters, about 5.6% across groups, who felt that

Google should enforce adoption for the good of the user. One

respondent wrote:

Actually, in my opinion, Google should make this
2-step verification process a standard feature of
their service if it really provides enhanced security.
The best security available should be standard, not
optional, as far as I’m concerned.

This is fairly representative of the reasoning behind re-

sponses encouraging Google to have the best security available

on by default for the good of the user. There was even a subset

of users (3.8%) who believed Google should force users to

adopt two-step verification for the sake of Google’s well-being

rather than the sake of users.
2) Should Bob Have Enabled Two-Step Verification?:

When the email account was official, participants were more

likely to agree that “Bob should have enabled 2FA once he

knew about it” (F(1,227) = 10.13, p< 0.01 (failed Levene test

of homogeneity of variance); Cohen’s d = 0.36) and that “Bob

should have tried to learn more about 2FA before deciding not

to adopt it” (F(1,229) = 10.07, p < 0.05; Cohen’s d = 0.39).

Patterns in the data suggest that participants expect Bob to

adopt more security features with an official company email

account than with his own, regardless of usage.

This research was designed to determine whether Bob had

a greater responsibility to secure himself because he had

access to other peoples’ data. One participant disagreed that

Bob did the right thing by not enabling two-step verification,

explaining:

Especially given that Bob is using his personal email
for his work and that it has other peoples info, he
should do everything he can to make sure the other
peoples info is secure.[sic]

This response indicates that since Bob’s account holds other

people’s data, he has a greater responsibility to protect that

data. A corollary, then, is that when Bob is dealing with his
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own data, it is more acceptable for him to take risks with that

data. If other people would bear the negative consequences of

a breach, though, Bob needs to be more secure.

Five participants shared concerns with the security involved

with using a two-step verification system. Specifically, they

shared concerns with the service provider gaining access to

Bob’s phone number, as well as the possibility that the email

Bob received was actually a phishing attempt. To explain why

Bob declined to enable two-step verification, one respondent

wrote:

Perhaps he doesn’t trust the security feature, like he
is ignorant to the benefits. He may not have trusted
the source of the email. Since hackers have been
know to craft fake emails, perhaps Bob was afraid
he was being tricked.

This response also offers insight into the possible intersec-

tion of knowledge and trust. That Bob would trust the service

more if he understood the benefits of the feature raises a ques-

tion of whether there exists a relationship between depth of

knowledge about a feature and adoption of that feature. In this

case and the case where Bob is afraid to share his cell phone

number with the system, participants are also questioning the

motivation of the two-step verification provider. This comment

implies that for optimal feature adoption among this group of

participants, both the feature and the company offering the

feature would need to be trusted by the adopter.

Some participants take this one step further, as seen in this

response:

I personally don’t trust huge companies who want
us to verify identity. It’s never to our advantage and
it’s always to theirs. It doesn’t change anything to
protect important files and I would have done the
same had I been in Bob’s place.

There are other reasons not to enable two-step verification.

One participant, for instance, indicated discomfort relying on

cell phone service for access to important information:

Probably the same reason I have; because I don’t
want to bother with my cell phone since I live outside
of a small town where my cell signal is weak and
very unreliable. I am lucky to receive text messages
on a good day.

While the research questions specifically investigated the

role of account type, account usage, and messaging on blame

distribution, the question of feasibility of parties incorporating

stronger security behaviors was not included and could be

interesting for future research.

3) The Effect of Intervention Message on Cost-Benefit
Analysis: The effect of messaging was different in different

contexts. Generally, when the account and usage was personal,

the abridged message performed better. Once the email was

involved in business, the message incorporating risk content

was more effective. For example, when asked how much they

agreed with the statement “Enabling two-step verification is

beneficial for society,” participants responding to personal con-

texts in which both the usage and account is personal agreed

more when they had seen the abridged message than when they

saw the message with risk content (F(1,60) = 15.76, p < 0.05;

Cohen’s d = 1.01 ). In the case where Bob is using his personal

account for both business and personal purposes, participants

who viewed the message incorporating risk content agreed

more than participants who viewed the abridged message (

F(1,66) = 21.83, p < 0.05; Cohen’s d = 1.14).

Similarly, when agreeing with the statement “Enabling two-

step verification can inconvenience the owner of the email

account,” participants who viewed the abridged message felt

that two-step verification was more inconvenient for personal

accounts than for business accounts (F(1,108) = 10.88, p <
0.01 (failed Levene test of homogeneity of variance); Cohen’s

d = 0.63). When Bob uses a personal account, participants

viewing the abridged message also felt it was more inconve-

nient than participants viewing the message incorporating risk

content (F (1,121) = 10.09, p < 0.01 (failed Levene test of

homogeneity of variance); Cohen’s d = 0.59).

C. Users’ Reactions: After the Attack

1) What Worries Bob After an Attack?: Responses indicate

that Bob would experience a substantial amount of fear and

anxiety after the attack. Participants indicated that Bob is likely

to be extremely worried about not knowing what other online

accounts may have been affected (81.6% somewhat or strongly

agree), that Bob is likely to be extremely worried about not

knowing how this may affect others (74.8% somewhat or

strongly agree), that Bob is likely to be extremely worried

about not knowing what to do next (78.6% somewhat or

strongly agree), and that he is likely to be worried about how

this may affect himself (82.3% somewhat or strongly agree).

The degree to which Bob would be worried about how

this would affect himself is significantly different between a

personal and a company account when Bob uses email for

personal purposes, and participants agreed more strongly when

the account was Bob’s personal email (F(1,138) = 7.5337, p<
0.01 (failed Levene test of homogeneity of variance); Cohen’s

d = 0.46). This is somewhat inconsistent with participants’

written responses that often imply that data has greater value

when it is business-related.

2) Who Does Bob Blame?: One participant pointed out

Google’s responsibility to others in this response regarding

who Bob would blame for the attack:

He would probably blame Gmail because he would
feel Google is one of the biggest Internet companies
and they should know how to keep hackers out of
their account by now considering hacks would affect
people around the world.

In this example, it appears that the number of people

affected would predict a party’s responsibility to act securely.

This comment indicates that responsibility to protect other

people’s data applies to both individuals and corporations.

The second part of the comment also shows that the greater

the reach of a potential data breach, the more resources are

expected to be used to protect data.
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Another participant who claimed that Bob would blame

Google for the attack mentioned Google’s resources as jus-

tification:

I think he’d blame both himself and Google and
probably put a little more of the blame on Google
since they shouldn’t let hackers steal a bunch of data.
They have the money and resources to better protect
that stuff.

Several responses also brought up the intersection of per-

sonal and business purposes that Bob uses the email account

for. This implies that people use different levels of security for

different perceived levels of data value. While the survey asked

users if they had implemented two-step verification on their

own, it is unclear whether participants have ever used two-

factor verification in other parts of their lives. One participant

felt that Bob did not do the right thing when he chose not to

enable two-step verification:

I believe it is an important security feature for
someone using their personal account for both home
and work. Especially someone in the insurance field.

When asked who Bob would blame for the attack, re-

spondents indicated that while Bob bears some responsibility,

Bob would “pass the buck” and blame others instead. One

participant shared this sentiment:

Bob should blame himself, but it could be that he
blames the IT office or a former boss. When it comes
to mistakes like this in the workplace, the person
should own up to it, but there a several cases where
somebody passes the blame to everyone. [sic]

A further response dives deeper into the emotions Bob might

feel:

I think he may feel ashamed that he didn’t do the 2
step verification, and not want to admit that, so he
would blame the people responsible for the security
attack (the hackers), or maybe even Google itself
for not being secure even though they gave him the
opportunity to do the 2 step verification.

Another respondent shares a flawed understanding of the

hack as a response for why Bob is not to blame:

I think Bob would mostly blame Google for the
attack. It wasn’t his account specifically which was
hacked, but instead it was the Google’s servers.
Had Google protected their own servers better, the
hackers would not have been able to access his
account.

This explanation oversimplifies the vignette scenario and

demonstrates a misunderstanding of the purpose of two-step

verification technology and how the hackers access Bob’s

account. Overall, those surveyed felt Bob should try harder to

secure his business account than his personal account. Further

study is needed to identify the underlying reasons behind such

opinions.

3) Changes to Motivational Predictors: The Health Belief

Model (HBM) of behavior lists several factors leading to

behavioral change, including risk perception, severity percep-

tion, perceived benefits and perceived barriers [33]–[35]. We

hypothesized that the contextual differences between groups

would lead to changes in these factors, as measured by

questions in the survey. To determine a change in perceived

cost in terms of inconvenience, the participants answered the

question “How difficult is it to enable two-step verification?”

There were no significant differences between groups for this

question. 22.4% of respondents responded that they did not

know how difficult it was to implement two-step verification.

This is not surprising given that none of the messages shows

how to enable two-step verification.

To determine a change in perceived vulnerability or risk,

the participants answered these questions: “How vulnerable

is your Gmail account without two-step verification?”; “How

likely is it for your Gmail account to get compromised?”;

“How worried are you about your Gmail account’s security?”;

and “How concerned are you about your Gmail account being

accessed by others?”

Responses to “How likely is it for your Gmail account

to get compromised?” were significantly impacted by which

message the participant saw, where the message incorporating

risk content resulted in an elevated concern over the abridged

message (F(1,229) = 4.43, p < 0.05; Cohen’s d = 0.26).

Responses to “How worried are you about your Gmail ac-

count’s security?” were significantly different when Bob is

using email for personal purposes. Participants who see Bob

using a personal account indicated more worry than when Bob

was using an official account (F(1,121) = 10.27, p < 0.05;

Cohen’s d = 0.58).

Responses to “How concerned are you about your Gmail

account being accessed by others?” were significantly different

across groups in three ways. In the case of a personal account

and the message incorporating risk content, the scenario where

Bob uses email for both business and personal purposes

elicited greater concern than when Bob uses email for personal

purposes (F(1,66) = 10.56, p < 0.05; Cohen’s d = 0.81).

In the case where Bob uses his personal account for per-

sonal purposes, the abridged message generates a greater con-

cern than the message incorporating risk content (F(1,61) =
10.96, p < 0.05; Cohen’s d = 0.84). Finally, when participants

see the message with risk content and Bob uses email for

personal purposes, the scenario where Bob is using an official

account generates more concern than when Bob is using

his personal account (F(1,56) = 11.20, p < 0.05; Cohen’s

d = 0.88).

To determine a change in perceived severity, the partici-

pants answered “If your Gmail account is compromised, how

disruptive will this be to your daily life?” There were no

statistically significant differences between groups in response

to this question.

Overall, the contextual differences in these scenarios did

affect participants’ responses to measures of factors that HBM

predicts will lead to behavior change. Most of the measures

above showed that in official contexts or contexts where other

people’s data are involved, perceptions of risk and severity

786

Authorized licensed use limited to: UNIVERSITY OF CONNECTICUT. Downloaded on July 16,2025 at 19:54:48 UTC from IEEE Xplore.  Restrictions apply. 



increased. However, under very specific circumstances, using

the abridged message increased risk perception. In many cases,

the context did not have a significant effect. Further studies

are needed to understand the interaction effects across multiple

factors that may affect risk perceptions.

V. DISCUSSION

While there have been extensive efforts in academia and

industry to encourage adoption of more secure behavior among

users, users still behave insecurely by reusing passwords,

delaying software updates, and not adopting two-step verifi-

cation when it is made available to them [31], [54]. Some

users behave in accordance with their stated beliefs about

privacy and protection, while others find the price of marginal

protection, in the form of mild inconvenience, too high. This

means that there is opportunity and interest in understanding

user motivation and decision process around security choices.

Existing motivational theories explain some, but not all,

of the factors that change behavior, as Yazdanmehr and

Wang show [26]. They demonstrate that a feeling of personal

responsibility made a significant impact on behavior change

in the workplace. Our study attempts to determine whether

some people behave insecurely because they feel that someone

else is responsible for protecting their data. To answer that

question, researchers started by determining who is held

responsible for data and why. The study shows that service

providers are largely held responsible for any data breaches,

more so than any other party. However, there are circumstances

that nudge responsibility back toward the user.

Overall, Google, as the service provider, took the majority

of the blame in this survey, but context did play an important

role. As the party with the most data, resources, and impact,

it is not surprising that it took the brunt of the blame. Though

respondents expressed that Bob acted insecurely and had

opportunities to be more responsible, he did not carry as much

of the blame in the end.

It appears that the degree of influence a party has over

securing the data determines the amount of responsibility that

party has to protect it. For example, when Google is storing

data in a repository, users have very little control over it. This

could explain why people do not seem to mind Bob behaving

insecurely with his data, but they feel much more opposed

to Bob being irresponsible when he has access to other

people’s data, essentially acting as a proxy data aggregator

in participants’ mind.

That being said, the circumstances of Bob’s situation did

have an effect on who is held responsible.

A. Account

When official accounts are being used, the user is held to

a higher expectation of personal security conduct. Participants

in the study opined that Bob should have learned more before

deciding not to adopt two-step verification than when the

circumstances were personal. In this case, Bob faces some

social disapproval from participants.

However, Bob is still not held to the same level of responsi-

bility as the service provider, which could explain some of the

discrepancy in the security paradox. Why would Bob separate

his email account uses if he wouldn’t get credit for it? A

follow-up investigation into blame distribution when Bob is

either a secure or insecure user instead of a more typical user

could clarify the social incentives behind responsible behavior

for users.

B. Usage

Bob’s usage of his account affected how blame was dis-

tributed. Specifically, when Bob was using his own account

for his own purposes, participants were less likely to agree that

Bob should have enabled two-step verification early or that he

should have tried to learn more before choosing not to adopt

the feature. When Bob explicitly mixes purposes within a

single account, he is exercising greater freedom and judgment

over his email usage. Respondents expect a corresponding rise

in responsible behavior when Bob is behaving in ways that

are not socially beneficial. When participants mentioned that

Bob had a responsibility to others, they blamed him for not

behaving more securely.

This finding has wider implications for designing security

interventions. For instance, service providers (e.g., Google)

can attempt to identify such usage scenarios and deliver

personalized security notifications, which are likely to be more

effective than a generic message.

C. Design of the Message

Message design had a more nuanced impact on participants’

perception of responsibility. Most of the impact of messaging

was related to feelings around security instead of directly

consequential to blame distribution. The messaging did change

the degree to which participants felt that two-step verification

is beneficial for society, but the impact was more frequently

seen as an interaction effect with the context around Bob’s

account and usage habits. The data suggest that for personal

contexts, the message with risk content was no more effective,

and in some cases less effective, than the abridged message.

However, participants who viewed the abridged message did

indicate that Google could have had a stronger message than

participants who viewed the message with risk content. Future

research should examine more nuanced intersections of context

and messaging.

D. Limitations

Our study suggests that users’ do not attribute blame mind-

lessly, and appears to be affected when others are harmed by

their (in)actions. This is in line with prior efforts that showed

that social motivations are stronger regulator of behavior

than instrumental motivations (i.e., motivations related towards

gaining material reward or avoiding material cost) [55]–[57].

Furthermore, the efficacy of risk communication messages can

be affected depending on who is at risk. As such, we suggest

future studies on message designs incorporating social motives

in this context.
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However, as with all studies, this study has limitations

worth considering. In order to maximize the value of the data

collected, we chose to limit the group of participants to adults

in the United States with at least the level of technical expertise

to use Mechanical Turk. While this population is a relatively

good sample for the people most likely to encounter two-step

verification messages in the wild, it is not representative of the

United States as a whole. The authors attempted to make the

situations as realistic as possible, but to make the contexts

comparable, some small liberties have to be made. One

example is allowing Bob to make security decisions for his

business account when in reality, that decision may be made

by someone else. Also, people are often more likely to blame

someone else than they are to blame themselves. Participants

incorporated this belief into their answers, claiming that Bob

would pass the blame to another party instead of taking the

responsibility himself. It is unclear how the results presented

here could be applied to users blaming themselves instead of

other users.

Furthermore, to maximize the observed effect, one of the

key recommendations in using vignette is to increase the

realism by making the experimental settings as similar as

possible to the natural settings [58]–[60]. For that, while we

considered using an unnamed or generic service provider name

instead of Gmail, that had the risk of making the vignettes less

relatable, and may not prompt sincere response. As such, to

maximize the observed effect, we used Gmail and ensured

that only users with Gmail account are allowed to participate.

However, to minimize participants’ possible personal bias to

Gmail (which was unavoidable for the sake of realism), we

used Bob instead of asking them to imagine themselves in

that situation [61]. Looking at other populations within a

corporation (e.g., university campus, Facebook), who will have

bias against/for the corporation as well, and comparing their

blame distribution would be an interesting follow up study to

compare against our findings.

VI. CONCLUSIONS

This study builds upon prior research into motivational

theories by examining the role responsibility could play in

efficacy of risk communication messages. Overall, the partic-

ipants in this study feel strongly that individual users have

the right to make secure and insecure decisions, even when

the choice could affect other people. However, when that data

does involve others, participants felt less strongly that security

interference was inappropriate. While messaging can have an

effect on the distribution of blame, its effect appears to be

weaker than the effects of account ownership and responsible

account usage. Our study underscores the importance of con-

sidering social motives while investigating risk communication

messages going forward.
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