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We provide supporting details for the search for a 3 4 1 sterile neutrino using data collected over
10.7 years at the IceCube Neutrino Observatory. The analysis uses atmospheric muon-flavored neutrinos
from 0.5 to 100 TeV that traverse Earth to reach the IceCube detector and finds a best-fit point at sin? (26,4) =
0.16 and Am?“ = 3.5 eV? with a goodness-of-fit p value of 12% and consistency with the null hypothesis of
no oscillations to sterile neutrinos with a p value of 3.1%. Several improvements were made over past
analyses, which are reviewed in this article, including upgrades to the reconstruction and the study of sources
of systematic uncertainty. We provide details of the fit quality and discuss stability tests that split the data for
separate samples, comparing results. We find that the fits are consistent between split datasets.
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Long-standing anomalies observed in accelerator-, reac-
tor- and source-based neutrino experiments [I-3] have
motivated the exploration of new physics models that
introduce an additional mass state along with a new
noninteracting, or ‘“sterile,” neutrino flavor. As in the
three-flavor model, the mass states are rotated with res-
pect to the flavor states by a 4 x 4 matrix that includes
the Pontecorvo-Maki-Nakagawa-Sakata matrix within it.
Full consideration of such a model, often called “3 + 1,” in
an oscillation framework leads to additional measurable
parameters: a mass-squared splitting Am?,, three elements
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of the mixing matrix that are often expressed as angles: 64,
0,4, and 034; and CP phases: d;4 and 0yy.

The accessible neutrino flavors that we use to test this
model, through searches for vacuum oscillations, are v, and
v,. The LSND [4] and MiniBooNE [5] experiments have
reported evidence for v, — v, (called “v, appearance™) and
the BEST experiment [6] has reported evidence forv, — v,
(“v, disappearance”). Both sets of results are consistent
with Amj, between 1 and 10 eV2. However, there is no
evidence for v, — v, (“v, disappearance”) at this mass
splitting, even though this is a necessary feature of the
3 4+ 1 model.

This tension has motivated a recent program of searches
for high-energy v, disappearance using data from the
IceCube Neutrino Observatory located in the Antarctic
ice at the South Pole. The 3 + 1 neutrino model can
manifest in two distinct ways both dependent on mass
splitting and mixing angles: vacuum oscillations and
matter-enhanced resonant transitions in antineutrino flavors
as they traverse Earth’s dense core. IceCube provides a
large dataset of high-energy atmospheric and astrophysical
v, traversing Earth with energies ranging from several
hundreds of GeV to a few PeV. An eV-scale sterile state
would distort the observed neutrino flux due to the inter-
play of both vacuum oscillations and matter-enhanced
resonances. Hence, an analysis of IceCube data allows
us to examine the two manifestations of 3 + 1 effects
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FIG. 1. Result of the IceCube search for v, disappearance with
10.7 years of data. The color scale shows the likelihood differ-
ence relative to the best-fit point. The best-fit point is marked with
a black star, and the 90% (dotted), 95% (dashed), and 99% (solid)
confidence level (CL) contours are drawn, assuming Wilks’
theorem with two degrees of freedom.

simultaneously, representing a more robust test than
searching for a single oscillation signature.

The IceCube Collaboration has published results from a
v, disappearance search within a 3+ 1 model using
10.7 years of IceCube data in Ref. [7]. The analysis found
a best-fit point at sin?(26,4) = 0.16 and Am3, = 3.5 eV?
with a goodness-of-fit p value of 12% and consistency with
the no sterile neutrino (“null”) model given by a p value of
3.1%. Figure 1 shows the result interpreted using Wilks’
theorem, assuming two degrees of freedom. Given this
consistency with the null hypothesis, the result does not
represent evidence for v, disappearance, but it provides
valuable information for our understanding of the 3 + 1
neutrino landscape.

This article provides a detailed look at the IceCube 3 + 1
analysis. Information on the new reconstruction and event
selection is provided. Also, a series of studies of the
stability of the result, explored after the result was
unblinded, is reported.

II. THE DATA SAMPLE

This analysis uses charged-current (CC) interactions
produced in the Antarctic ice by the up-going v, flux,
that is, the neutrinos that arrive at the detector from below
the horizon. Events may be produced outside the detector
with a muon that traverses the active region (“through-
going events”) or may be produced within the detector with
a muon that exits the active region (‘“starting events”). This
analysis uses the atmospheric and astrophysical v, flux
between 0.5 and 100 TeV.

We begin by describing events in the IceCube detector,
followed by discussing the performance of the
reconstruction package developed for this analysis, and
end by providing the event selection criteria for this
analysis, resulting in a dataset of 368 071 events collected
from May 13th, 2011 to June 7th, 2022.

A. Events in the IceCube detector

The IceCube Neutrino Observatory [8] is a one-gigaton
ice Cherenkov detector consisting of 5160 digital optical
modules (DOMs) [9] arranged on 86 strings, located
between 1450 and 2450 m below the top of the
Antarctic ice in a hexagonal pattern. Most of the detector
has a sparse spacing of 17 m between DOMs on a string
and ~125 m laterally between strings, which leads to an
energy threshold of ~100 GeV. At the bottom center of the
detector, there is a more densely instrumented eight-string
region with a 7 m vertical spacing between DOMs and
~50 m between strings, called “DeepCore,” that has a
~10 GeV threshold [10].

Events in this analysis are generated by interactions of
high-energy atmospheric and astrophysical neutrinos.
Atmospheric neutrinos arise from the interactions of
primary cosmic rays with nuclei in Earth’s atmosphere.
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Neutrinos from pions and kaons are called the “conven-
tional flux,” and the rates are well predicted due to an
extensive campaign at accelerators that includes the NA49
and NA61 experiments at CERN, though measurements by
HARP, PHENIX and STAR experiments are relevant in the
lower- and higher-energy bands [11,12]. This analysis uses
the DAEMONFLUX model, which is a recent description
of the conventional flux [13]. Neutrinos produced by
prompt interactions, such as from charm decays, as well
as by astrophysical sources make up the nonconventional
flux that is modeled in the analysis through a broken
power law.

The detector observes Cherenkov light deposited in the
ice by the charged particles produced by the v, CC
interactions near or within the detector, which are simulated
using Leptonlnjector [14]. The light is detected by DOMs
that consist of 10-inch photomultiplier tubes (PMTs) [15]
installed facing downward and the associated electronics
for triggering and readout. From the recorded PMT wave-
forms, time and charge information are extracted for use in
event reconstruction.

Measurement of absorption and scattering of light in the
ice is crucial to event reconstruction. At depths below
1450 m, bubbles no longer play a significant role in the
effective scattering or absorption lengths of 400 nm light.
Depending on the depth, the effective scattering length
ranges from 20 to 80 m, and the absorption length ranges
from 100 to 400 m. In situ LED light sources allow
calibration of the light observed by DOMs showing that
layers of glaciologically contemporaneous ice are not
perfectly horizontal but vary in depth across the array,
usually referred to as bulk ice tilt. This is incorporated in
the ice model [16], which is used to model photon propa-
gation for both simulation and reconstruction. Because
the DOMs are inserted into a melted column of ice that
refreezes, the “hole ice” differs from the bulk ice, particu-
larly due to bubbles (introduced during the hole-drilling
process), and this effect is incorporated into the ice model.

B. Improved reconstruction algorithms

Vacuum oscillations depend upon two experimental
parameters, neutrino energy (E,) and the distance from
where the neutrino is produced to the detection point (L).
IceCube’s wide energy range and relatively poor resolution
compared to accelerator-based experiments lead us to use
fits in log;o(E,). The zenith angle 6 serves as a proxy for
L. The samples, which will be divided into starting and
through-going subsamples, will be described in the
logo(E,) versus cos(6”) plane. Up-going neutrinos corre-
spond to those in the zenith angle range —1 < cos(6¥) < 0.

1. Atmospheric muon background rejection

Atmospheric muons are an important source of back-
ground, especially for the through-going analysis that seeks
to isolate single high-energy muon tracks traversing the

detector. In fact, despite the presence of 1.5 km of over-
burden above IceCube, the detector registers a trigger rate
of roughly 3 kHz due to downward-going muons generated
within cosmic-ray air showers. Restricting the analysis to
cos(0*°) < 0 removes most cosmic-ray muons from the
sample, leveraging shielding provided by Earth.

The trajectory of each event is reconstructed using
several timing-based algorithms and remains unchanged
with respect to previous analysis [17]. Initially, a least-
squares linear regression is applied to the timing distribu-
tion of the first photon observed on each DOM [18,19].
This serves as a seed for a likelihood estimation which
incorporates all the detected photons and more complex
modeling factors such as the Cherenkov emission profile,
ice scattering and absorption characteristics.

In addition to the up-going requirement, a set of precuts
is implemented to reduce data volume and reject low-
quality event candidates. These cuts are applied to the count
and spatial distribution of triggered DOMs along the
reconstructed track, as well as the length of the recon-
structed track (further details are available in [20]). After
applying these cuts, the event rate is reduced to 0.04 Hz.
However, the dataset remains predominantly populated by
atmospheric muons in which the direction of the muon is
misreconstructed.

In the previous analysis, we achieved 99.91% purity of v,
CC events. In this analysis, we have taken muon rejection a
step further to achieve similar purity while simultaneously
increasing signal efficiency. The new step to mitigate the
contamination from atmospheric muons implements a
boosted decision tree (BDT) using the AdaBoostClassifier
algorithm [21]. The BDT was trained to differentiate between
atmospheric muons and v, charged-current interactions
using 19 reconstructed observables (which were employed
in the event selection of the previous analysis [20]). Although
the BDT was trained under the null hypothesis of no sterile
neutrinos, we found that the BDT score distribution remained
stable across different sterile neutrino hypotheses. Figure 2
demonstrates the effectiveness of the BDT in distinguishing
atmospheric muons from muon neutrinos. Applying a BDT-
score cut at 0.83 and using the reconstructed energy and
zenith boundaries of the prior analyses,1 we achieved a nearly
twofold increase in signal efficiency and a 50% reduction in
atmospheric muon background, reaching a 99.93% purity of
v, CC events. The agreement between data and simulation
within the selected region supports the estimated purity.

2. Energy estimation

The energy reconstruction employed in past sterile
neutrino analyses in the ~1 TeV range estimated the
neutrino energy by fitting the expected response from a

'"The boundaries in the previous analysis were —1 <
cos(0*°) < 0 and 0.5 < E.,/TeV < 10, where E, was the
likelihood-based estimator described in Sec. II B 2.
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FIG. 2. BDT classifier. The observed distribution of the BDT
score is compared to the simulation under the null hypothesis and
nominal systematics. Data points are represented by black
markers with error bars denoting statistical errors. Each line
corresponds to a different simulated component. The upper panel
displays the overall score distribution (see x-axis labels at the
top), while the bottom panels zoom in on the shaded region
between 0.7 and 1. A vertical dashed line with an arrow indicates
the minimum score for event selection. Atmospheric muons that
penetrate the ice overburden to reach the detector are modeled as
single-track (single) and multiple-track (bundles) events.

template muon to the observed light deposition [22]. This
technique exhibits limited performance for starting events,
as the fitting template does not include the hadronic
component of the interaction. Thus, a primary goal of
the analysis presented here has been to improve the energy
reconstruction for those events.

The energy estimator used in this analysis uses the
convolutional neural network (CNN) model architecture
employed in previous analyses from IceCube [23,24].
Charge and timing statistics of the pulses unfolded from
the DOM waveforms are used as inputs to the CNN. The
pulse time series is not directly used in the reconstruction,
but, rather, summary variables of the time distribution are
used (i.e., overall charge, width of the pulse, time of first
hit, etc.). The CNN model was trained on simulated v, CC
interactions. The label it is trained on is the “visible energy”

Starting Through-going
6 LLH-based LLH-based
. CNN-based CNN-based
=5
O
<
g4
g
EX
2
2 3 4 5 6 2 3 4 5 6
logio(E,/GeV) logio(E,/GeV)

FIG. 3. Energy estimator. Energy resolution using the LLH
(log-likelihood)- and CNN-based energy estimators. Separate
predictions are shown for events selected as starting (left) and
through-going (right) as determined by the starting classifier
(described in Sec. II B 3). Solid orange and blue lines represent
the medians of the likelihood- and CNN-based estimators,
respectively. The black line shows E,..,/E, = 1. Bands represent
the fifth and 95th percentiles.

of each event, which is defined as follows. For muon
neutrino interactions outside the instrumented volume, the
visible energy is the muon’s energy when it enters the
detector. For muon neutrino interactions occurring inside
the instrumented volume, the visible energy is the muon’s
energy plus the scaled energy of the hadronic shower.
Therefore, the visible energy closely matches the true
neutrino energy for starting events.

Figure 3 compares the energy resolution from the like-
lihood-based energy reconstruction used in past analyses to
the CNN energy estimator used in this analysis. The CNN
energy estimator is far more linear at low energies for both
starting and through-going events, representing an impor-
tant improvement. At higher energies, the reconstruction of
through-going events underestimates the neutrino energy
due to energy deposition occurring outside the detector.
Consequently, the reconstructed neutrino energy resolution
of through-going events is only modestly improved with
the new reconstruction methods because it is dominated by
the unknown hadronic energy from the interaction and the
unknown energy loss as the muon traverses material before
reaching the detector. However, for the starting events,
including the hadronic energy at the interaction vertex
significantly improves the energy resolution for the CNN-
based compared to likelihood-based reconstruction.

3. Starting event identification

To discern between starting and through-going events,
we employ a neural-network-based algorithm specifically
designed to classify various event morphologies [26]. The
distribution of starting track scores for events passing the

*The Cherenkov light yield for hadrons is extracted using light
emission templates based on GEANT4 simulation [25].
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FIG. 4. Vertex classifiers. The observed distribution of the
starting score is compared to the simulation under the null
hypothesis and nominal systematics. Data points are represented
by black markers with error bars denoting statistical errors. Each
line corresponds to a different simulated component. The dashed
line represents true muon-neutrino CC interactions with their
vertex inside the instrumented volume of IC86. The top panel
displays the overall distribution (see x-axis labels at the top),
while the bottom panels zoom in on the shaded region between
0.96 and 1. The vertical dashed line indicates the score that we
use to classify events as either starting or through-going.

BDT cut and within the energy-zenith boundaries of this
analysis is illustrated in Fig. 4. Notably, v, charged-current
interactions within the instrumented volume, so-called
starting events, cluster at high score values. In this analysis,

TABLE I. Number of events: The predicted and observed
number of events in the starting and through-going samples
collected over a live time of 10.7 years. For the prediction, we
assumed the null hypothesis using the nominal value for the
systematics.

Component Starting Through-going
Conventional v, 90757.1 260 692.9
Nonconventional v, 709.8 4000.2

All v, 0.5 0.2

All v, 60.0 258.0
Atmospheric p 2.3 4.2
Total MC 91529.7 264 955.5
Data 93762 274309

Number of events
100 0! 102 0t
Starting I:— Through-going

10°
-1.0 =08 =06 —-04 -0.2 0.0 -1.0 -0.8 —0.6 —0.4 —0.2 0.0
(405 9]9(‘() (‘Oq 9(&‘(0

Err‘(‘o/Gev
=

FIG. 5. Distribution of events in energy and zenith. Number of
observed events per bin in the full dataset used in this work
distinguishing between starting (left) and through-going (right)
events.

we employ a classification threshold of 0.99 to distinguish
between starting and through-going events. This threshold
was chosen to obtain a very pure sample of starting events,
ensuring good energy resolution within that sample. This
choice results in 75% of the events in the data sample being
identified as through-going and 25% as starting. The
contamination of true through-going events in the starting
event sample is 0.2%. Conversely, the contamination of
true starting events in the through-going event sample
is 13%.

C. Selected events

The observed and predicted number of events in the
starting and through-going samples are listed in Table I.

Figure 5 presents the observed number of events that
meet the selection criteria for the starting and through-
going samples after 10.7 years of data collection. The
binning aligns with the choice used in the analysis fit. Both
samples exhibit comparable distributions, albeit with a
threefold higher rate observed in the through-going sample,
attributed to its larger effective volume. The number of
events decreases with higher energy, because the neutrino
fluxes (both atmospheric and astrophysical) are falling
power laws. In addition, high-energy events are depleted at
low cos(6+°°) due to the intervening highly dense regions
of Earth’s core and mantle.

III. SYSTEMATIC UNCERTAINTIES

The analysis has six broad categories of systematic
uncertainties: conventional and nonconventional neutrino
fluxes, bulk ice properties, local response of the DOMs,
neutrino attenuation, and normalization. In the following,
we describe each of them.

A. Conventional flux

In the TeV regime, the primary source of muon neutrinos
in IceCube comes from the decay of kaons and pions
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produced in cosmic-ray interactions in the atmosphere. The
uncertainty associated with this flux is broken down into
components related to the modeling of hadron production,
the cosmic-ray spectrum, atmospheric density, and the rate
of meson energy loss in air. We maintain the implementa-
tion of the latter two factors as in the previous analysis [20],
incorporating two nuisance parameters.

However, substantial changes have been introduced in
the modeling of hadron production and the cosmic-ray
spectrum. The previous analysis used a spectral shift
parameter and ad hoc parametrization based on the error
estimates from Ref. [11] to model the cosmic-ray spectrum
and hadronic yields, respectively. In contrast, the current
analysis employs the DAEMONFLUX calculation [13] to
model this component and its associated uncertainties.

DAEMONFLUX includes parameters that characterize
the hadronic yield and the cosmic-ray spectrum. These
parameters were tuned using a combination of muon data
and constraints from fixed-target experiments, yielding a
model with a self-consistent method of adjusting neutrino
fluxes through correlated parameters for the first time. The
reported uncertainties were leveraged to assess the impact
of each parameter on our phase space. Our analysis
identifies ten parameters associated with hadronic yields
and six with the cosmic-ray spectrum as relevant.
Consequently, we introduce 16 nuisance parameters with
correlated Gaussian priors, adhering to the guidelines
provided by the DAEMONFLUX calculation. While the
analysis considers the effect in the reconstructed energy-
zenith space, the impact remains relatively consistent
across different zenith angles. Figure 6 illustrates the
influence of each of these parameters in the reconstructed
energy distribution.

The main difference compared to the previous para-
metrization 1is observed in the vy / Uy ratio, where
DAEMONFLUX shows larger v, contributions above
100 GeV and smaller uncertainties. Additionally, in the
TeV regime, DAEMONFLUX and the previous model
predict similar v, + U, fluxes (more details about these
comparisons can be found in Ref. [13]).

We computed the sensitivity to a sterile neutrino using
both models as well as performed mismodeling tests by
injecting and fitting with different parametrizations. In both
cases, we observed that the most conservative result was
obtained when fitting with DAEMONFLUX. The primary
reason is that DAEMONFLUX has more flexibility in
changing the shape of the spectrum, which is critical when
looking for sterilelike distortions in the flux.

B. Nonconventional flux

The nonconventional component encompasses both
astrophysical and prompt neutrinos. The nominal predic-
tion for the astrophysical component adopts a single power-
law energy spectrum (with the same normalization and
slope as in the previous analysis) and an isotropic angular
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FIG. 6. Conventional atmospheric neutrino flux systematics.
The fractional differences (in percent) in the expected number of
events as a function of reconstructed energy when shifting by +1o
each nuisance parameter associated with the hadronic yields (top
panels; ten parameters in total) and cosmic-ray spectrum (bottom
panels; six parameters in total). In the top panels, solid (dashed)
lines represent shifts in hadronic yield parameters associated with
positively (negatively, and neutrons) charged particles. More
information about these parameters can be found in Ref. [13].

distribution. For its flavor composition, we assume
(vy: veiv,) = (1:1:1) and (v:0) = (1:1). The prompt
component is modeled using Sibyll2.3c [27], which is
comparable to other contemporary perturbative QCD cal-
culations [28]. In this analysis, we expanded the energy
range from 10 to 100 TeV, making the contributions from
the possible prompt atmospheric and astrophysical neutrino
fluxes more significant. Consequently, we adopted a more
conservative approach to model the uncertainties associated
with these components. Instead of a single power law we
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FIG. 7. Nonconventional flux systematic. The shaded gray

areas indicate the single-power-law energy spectra of the astro-
physical neutrino flux measured by IceCube [29-31]. Red lines
delineate the contour encompassed using the 1o prior width from
this analysis (blue and red shaded areas show the contours
assuming two different values for the pivot energy parameter,
10 TeV or 1 PeV), with the dashed line denoting the nominal
prediction. The dashed gray line represents the (sky-averaged)
conventional v, + 7, flux.

have employed a broken power law with four parameters: a
normalization term, two tilt terms, and an energy pivot
point. Figure 7 illustrates the energy spectrum region
allowed with the prior widths of this analysis, designed
to encompass IceCube’s various astrophysical neutrino
measurements. Additionally, we conducted multiple stud-
ies to quantify the risk of spurious fits to sterile neutrino
hypotheses arising from mismodeling of the nonconven-
tional flux. These tests included scenarios such as increas-
ing the prompt component by an order of magnitude or
removing it altogether, considering v- and r-only astro-
physical contributions, and incorporating a galactic com-
ponent [24]. Our investigations revealed a significance for
spurious signals below 0.3¢ in all test cases.

C. Normalization

In our previous analysis, a 40% uncertainty was intro-
duced in the normalization term for the conventional
neutrino flux. Our updated treatment of this component
now incorporates both shape and normalization uncertain-
ties; therefore, we have revised the implementation of a
normalization term. Key changes include extending the
normalization term to cover nonconventional components
and adjusting the prior width to capture the influence of
neutrino cross sections and muon energy losses in this
analysis.

The neutrino cross section impacts interactions near the
detector. In the TeV regime, the modeling of the neutrino-
nucleon cross section relies on perturbative QCD. Our
nominal prediction employs the Cooper-Sarkar—-Mertsch—
Sarkar model [32]. It has been noted that total cross-section

predictions can differ by O(5%) depending on the parton
distribution functions used and target-dependent nuclear
effects [33-39]. In light of this, we incorporated a 10%
uncertainty into the normalization budget.

Regarding muon energy losses, recent calculations indi-
cate an overall 3% uncertainty associated with dominant
interaction channels in this energy regime, namely pair
production, bremsstrahlung, and photohadronic processes
[40]. The primary impact of this uncertainty lies in the muon
range, affecting the assumed effective volume. Therefore, to
first order, this error would correspond to a 9% uncertainty in
the overall number of interactions triggering the detector.
Other effects, such as energy dependency and differences
between starting and through-going events, are not currently
considered.

Additional factors affecting the overall normalization
include the bedrock density and the detector’s live time.
However, uncertainties on these parameters are below 1%.
Finally, we studied the impact of final state radiation [41]
on the analysis, which alters the fraction of the energy from
the neutrino carried out by the outgoing lepton. We
observed a significance for a spurious signal of 0.04¢
from the mismodeling of this effect.

In conclusion, the prior width of the normalization term
has been updated to 20%.

D. Neutrino attenuation

At E, ~40 TeV, the interaction length for neutrinos is
roughly the diameter of Earth. The uncertainty associated
with this phenomenon depends on our understanding of
neutrino deep inelastic scattering and Earth’s density
profile. Regarding Earth’s density profile, we use the
preliminary reference Earth model. Our investigation indi-
cates that employing alternative models [42,43] results in
subpercent changes in the reconstructed distributions of our
analysis [44].

Concerning the uncertainty in cross section, we refer to
Sec. III C for a discussion on the prior width. However,
neutrino interactions with heavy targets beyond 100 TeV
primarily drive the attenuation effect, where shadowing
effects become relevant. Therefore, we assign nuisance
parameters to model this effect for neutrinos and antineu-
trinos, treating them as uncorrelated with the normaliza-
tion term.

E. Bulk ice

The presence of ice impurities, referred to as “dust,”
between IceCube strings and the crystalline microstructure
of the ice significantly influences the scattering and
absorption of light. We address the uncertainty of dust
concentration in different ice layers by leveraging LED
flasher data [45]. To assess the impact of this effect, we
conducted simulations using the SnowStorm method [46].
This method characterizes variations in the ice model
through correlated amplitudes and phases of Fourier
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FIG. 8. Bulk ice systematics. The percentagewise fractional
differences in the expected number of events as a function of
reconstructed energy (top panels) and zenith angle (bottom
panels) when shifting by +1¢ the amplitude (solid lines; so-
called Amp.) and phases (dashed lines; so-called Phs.) of Fourier
modes describing variations in the bulk ice model. The color
gradient shifts from darker to lighter blue as the mode increases.

modes. The impact of these variations becomes negligible
after the fourth mode in the reconstructed energy-
zenith space.

As illustrated in Fig. 8, the primary impacts stem from
the zeroth-mode amplitude and the first-mode phase (i.e.,
Amp. 0 and Phs. 1), while subsequent modes contribute
second-order corrections. The Amp. O sets the absolute
scale of absorption and scattering in the detector, and the
Phs. 1 encodes the most relevant depth-dependent features.
The latter affects starting and through-going events differ-
ently. The main reason is that the light pattern is partially
contained within the detector for starting events, making
them more sensitive to depth-dependent ice properties.

Consequently, our analysis incorporates five amplitude
and four phase parameters as nuisance parameters, includ-
ing a penalty term with correlated priors as shown in Fig. 9.
Additionally, we found that using simulation produced with
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FIG. 9. Correlation for bulk ice parameters. Correlation matrix
of the bulk ice parameters used in this analysis extracted
from Ref. [46].

the birefringent ice properties incorporated in the bulk ice
model [47] has negligible impact on this analysis.

F. Local response of the DOMs

The photon detection efficiency of the DOMs and the
characteristics of the refrozen ice in the boreholes, or “hole
ice,” are parametrized using the same methodology as in
our previous analysis [20]. We conducted a series of
simulations, introducing variations in both refrozen ice
properties and DOM efficiencies. The resulting fractional
differences in the reconstructed energy-zenith space were
computed employing splines, differentiating between start-
ing and through-going events. To account for uncertainties
in these parameters, a nuisance parameter is assigned to
each, with wide priors consistent with those employed in
our earlier analysis. The allowed range for each parameter
in the fit is defined by its minimum and maximum values
assumed in the simulations to prevent extrapolations.

G. Effect on sensitivity

These uncertainties are incorporated into the likelihood
through nuisance parameters with penalty terms. The
parameters describing our model for each are listed in
Table II by category. The “central value” corresponds to the
nominal value of the parameters in the simulations
described above. The uncertainties are assumed to be
Gaussian with the 1o width quoted in column 3 of the
table (with the exception of the pivot energy of the
nonconventional flux). The allowed range for the fit is
indicated in column 4.
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TABLE IL

List of systematic parameters considered in this analysis along with their priors and allowed ranges. The pull results for

the null and best fits, measured in o, with sign, are also listed for comparison (except for E}Ifrgak for which the fitted value, indicated

with x, is provided).

Central 1o width  Allowed  Pull null Pull best Pull difference
Nuisance parameter value  of prior range fit (o) fit (6)  |null-bestfit| (o)
Overall normalization (Sec. III C)
Norm 1.00 0.2 0.10, 3.00  —0.05 0.41 0.46
Local response of DOMs (Sec. III F)
DOM efficiency 1.00 0.10 0.97, 1.06 0.02 0.03 0.01
Forward hole ice —1.00 10.00 —-5.35,1.85 0.28 0.27 0.01
Bulk ice (Sec. IIIE)
Amplitude 0 0.00 1.00  =3.00,3.00 0.64 0.69 0.05
Amplitude 1 0.00 1.00  -3.00,3.00 1.36 1.19 0.17
Amplitude 2 0.00 1.00  -3.00,3.00 1.35 1.42 0.07
Amplitude 3 0.00 1.00  -3.00,3.00 0.74 0.75 0.01
Amplitude 4 0.00 1.00  —3.00,3.00 1.12 1.16 0.04
Phase 1 0.00 .00 -3.00,3.00 -1.60 -1.67 0.07
Phase 2 0.00 1.00 -3.00,3.00 -0.59 -0.54 0.05
Phase 3 0.00 1.00 -3.00,3.00 -0.21 —0.08 0.13
Phase 4 0.00 1.00 -3.00,3.00 0.10 0.27 0.17
Conventional flux (Sec. IIT A)
Atm. density (pyy,) 0.00 1.00 -3.00,3.00 -0.48 —0.55 0.07
Kaon energy loss (6k_air) 0.00 1.00  -3.00,3.00 0.66 0.51 0.15
Hadronic production K. 0.00 1.00  =2.00,2.00 0.93 0.89 0.04
Kisso 0.00 1.00  =2.00,2.00 0.29 0.24 0.05
or 0.00 1.00  —2.00,2.00 0.15 —0.06 0.21
o1 0.00 1.00  -2.00,2.00 0.17 —0.03 0.20
K3p 0.00 1.00  —2.00,2.00 0.28 0.09 0.19
K5p 0.00 1.00 —1.50,2.00 0.24 0.01 0.23
p 0.00 1.00 -2.00,2.00 -1.50 —-1.23 0.27
TTop 0.00 1.00 -2.00,2.00 —1.08 —0.85 0.23
Par 0.00 1.00  -2.00,2.00 -0.25 —0.18 0.07
Nyp 0.00 .00 -2.00,2.00 -0.17 -0.15 0.02
CR spectrum GSF, 0.00 1.00 —4.00,4.00 -0.33 0.10 0.43
GSF, 0.00 1.00 —4.00,4.00 -0.12 —0.28 0.16
GSF; 0.00 1.00  —4.00,4.00 -0.12 —0.05 0.07
GSF, 0.00 1.00  —4.00,4.00 -0.13 -0.25 0.12
GSF; 0.00 1.00  —4.00,4.00 1.82 2.24 0.42
GSF¢ 0.00 1.00 —4.00,4.00 -1.17 —-1.31 0.14
Nonconventional flux (Sec. III B)
OHE/10718 GeV~!sr!s™! cm™? 0.787 0.36 0.00, 3.00 0.25 0.61 0.36
logjy of pivot energy, Eyc, /GeV 400, 6.00 *425  *431 Nogjef’glalgzt;f’
AYHE lt from —2.5 0.00 036 —2.00,2.00 2.62 2.39 0.23
AyHE, tilt from —2.5 0.00 036 —-2.00,2.00 -0.22 0.10 0.21
Neutrino attenuation (Sec. III D)
v attenuation 1.00 0.10 0.82, 1.18 0.12 -0.14 0.26
U attenuation 1.00 0.10 0.82, 1.18 0.04 -0.02 0.06

Figure 10 quantifies the influence of each uncertainty
source on the expected Asimov sensitivity for this analysis.
Each curve represents a scenario where the nuisance param-
eters linked to one type of uncertainty are held constant at
their central values while allowing others to fluctuate within

their constraints. At large Am?,, the most significant impact
stems from normalization, followed by astrophysical and
cosmic-ray flux uncertainties. Conversely, at low Amj,, the
dominant factors are uncertainties in the detector and
hadronic yields. While removing most of the systematic
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FIG. 10. Effects of different systematic groups on the sensi-
tivity. The analysis sensitivity at 99% CL, estimated using an
Asimov set, is shown as a solid black line. The dashed lines show
the estimated sensitivity when a given systematic uncertainty
category is removed.

uncertainties individually exhibits minimal impact on sensi-
tivity, the collective effect of systematics is more substantial
when all are removed simultaneously.

IV. FITTING THE 3+1 MODEL

The 3 + 1 model in IceCube produces two distinct and
related signatures. The first is vacuum oscillations appearing
in the neutrino and antineutrino fluxes. The second is the
matter resonance, which produces a deficit in only the anti-
neutrino flux. Both of these oscillation features are numeri-
cally calculated consistently by means of the nuSQuIDS
package [48]. In what follows we discuss the these two
relevant features.

This analysis assumes that 8,4, = 634, = 0 and leaves 6,4
and Am3, as parameters in the fit. Fitting for more than two
parameters is computationally costly, and so we begin this
iteration of studies with only these two, recognizing that
this is, in fact, a simplified 3 + 1 model. The impact of 8,
is negligible in this analysis since the v, /v, ratio is higher
than 20 in the TeV regime [13], whereas setting 034, = 0
yields conservative constraints on 6,, [49].

With this approximation, the vacuum oscillation signa-
ture is given by

P, ., = sin*(20)sin*(1.27Am3, L/E). (1)

Because the zenith angle depends upon L, the oscillation
deficit will trace arcs in the E,, versus cos(6%) space, as seen
in the “oscillogram” in Fig. 11, which shows the ratio of
3 + 1 v, disappearance to the null hypothesis for the best-
fit parameters of this analysis. The deficit corresponds to
the first oscillation maximum arcs across the top right.

The matter resonance arises when one includes a
matter potential in the Hamiltonian describing oscillations.

(q)3+lll - (I)3u) /(D3u [%]

-20 0 20
BT T,
10° y’u
>
%
@]
T
3 10
103
105 y//l
>
<5}
@)
N
g 10
103 —
%
O " "
g | e —
3]
103
—-1.0 —0.8 —0.6 —-04 —0.2 0.0
cos(6%)
FIG. 11. Fractional differences of the atmospheric flux pre-

dictions between the best-fit and null hypotheses. The plots use
the true neutrino energy and direction. The best-fit values used
and sin?(26,4) = 0.16 and Am2, = 3.5 eV2.

This modifies the oscillation amplitude such that it
becomes very large for

ETCSOIlaIlCC —
v

F(Amg, 005(2024)/(\/§GFNn))v (2)

where G is the Fermi constant and N, is the neutron
number density. The sign is negative for neutrinos and
positive for antineutrinos. If 6,4 < z/4 and Am3, is
positive, which is required to respect bounds from many
experiments, then the resonance will appear in the anti-
neutrino flux. As a result, the antineutrino events will
exhibit both vacuum oscillations and a resonance, as seen in
Fig. 11 (middle).

In this analysis, the selected events encompass neutrino
and antineutrino interactions. Therefore, the effects add
according to the relative contribution of v, and i, which, in
the range of the conventional flux, is approximately 10 to 1.
Figure 11 (bottom) shows the properly summed event rates.
One sees that the resonance adjoins the first oscillation
maximum, leading to a significant deficit in the form of an
arc spanning cos(6Y).
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The bin-by-bin pull of the best fit minus the null prediction
divided by the square root of the null prediction produces
the prediction shown in the top panels of Fig. 12 for starting
and through-going events. The apparent excess occurs
because the normalization is allowed to float in the fit.
As indicated in Table II, the normalization for the best-fit
hypothesis is higher than that for the null hypothesis. This
difference arises because the fast oscillations reduce the
expected flux below the resonance, as illustrated in Fig. 11.
In addition, one can see that the arclike feature of the
combined resonance and first oscillation maximum is
retained even after detector effects are included. Detector

[Pull Bess fi¢ | = 1 Pullny il [o]

smearing leads to an extended no-oscillation region below

the arc. From 0.5 to 1 TeV, particularly in the case of

-1.0 -0.5 0.0 0.5 1.0
105Sta1'ting | ] Through-going
=
3 10! 1
3
-
108

—-1.0 -0.8 —0.6 —0.4 —0.2 0.0 —1.0 —0.8 —0.6 =04 —0.2 0.0
cos(05<°) cos(67°<°)

FIG. 12. Expected and observed signal. Top panels: comparison
of the best-fit and null hypothesis expectations for reconstructed
starting and through-going events. Red (blue) colors indicate an
excess (deficit) of events in the best-fit prediction relative to the null
hypothesis. Bottom panels: difference between data pulls for the
best-fit values [sin?(26,4) = 0.16 and Am3, = 3.5 eV?] and null
hypotheses for the starting and through-going samples. Purple
indicates the best fit is preferred in a given bin; orange indicates a
preference for the null hypothesis.

Resolution on E, and cos(#”) will smear the signature
seen in the bottom oscillogram of Fig. 11. To see the
effect, we compare the predictions for the best-fit and null
models using the fitted nuisance parameters in each case.

(Data — Best ﬁt)/ Best fit [o]
-4 -3 -2 -1 0 1 2 3 4
EETT T

starting events, an overall deficit from the fast oscillations
can be seen at cos(67°) < —0.2.

A. Frequentist fit results

The frequentist result was obtained following a blind
analysis. The best-fit point was found at sin?(26,,) = 0.16
and Amj; = 3.5 eV2. Compared to the no sterile neutrino
hypothesis, the test statistic was —2A log £ = 6.96, corre-
sponding to a p value of 3.1% for two degrees of freedom.

To further check for systematic disagreements between
the prediction and the data, Fig. 13 displays the data pull
relative to the expectation under the best-fit hypothesis in
each analysis bin. These pulls show a random distribution,
as seen visually bin by bin in Fig. 13. While several bins
at the highest energy in the starting sample show no
events (see Fig. 5), this observation is consistent with
expectations. The distribution of binwise pulls was fitted to
a Gaussian, which aligns well with a normal distribution
(u = —0.06 £0.03 and 6 = 1.02 £ 0.03). The agreement
between data and expectation can also be visualized in the
one-dimensional histograms for the reconstructed energy in
different zenith bins shown in Fig. 14.

The bottom panels in Fig. 12 compare the binwise pulls
between the data and both the best-fit and null expectations.

s Starting
107

Through-going
|

0.5
L 1= —0.056 % 0.034
m [ o= 1.019+0.028
2 04 :
|| || oo} N
- e . . » )
e - £ 03
$ 10t [ = 2o
53 [ - = [ =
g .. ] 5
= 5 02
o = m - g i E
| E \
m | - Z o
10° = - \.
u ] = 0 N
-1.0 -08 —06 —04 -02 00 —-10 —08 —06 —04 —02 00 4 -2 0 2 4
cos (01°°) cos (6r°) Pull
FIG. 13. Two- and one-dimensional pulls. Left panels: pulls between data and best-fit expectations as a function of energy and zenith.

Right panel: one-dimensional distribution of the pulls from the 880 bins used in this analysis. The orange line represents the Gaussian fit.
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FIG. 14. One-dimensional distributions. Energy distribution for each zenith for starting (red lines) and through-going events (blue
lines). Data points are shown as markers, with bars representing the statistical error. The solid lines show the prediction from the best-fit
sterile neutrino hypothesis. The bottom panels show the statistical pulls between the observed and expected distribution, with gray bands

indicating the =1 and 420 bands.

Purple (orange) bins indicate better agreement with the
best-fit prediction (null hypothesis). Across all bins,
differences remain within the +16 range, with the largest
deviations of +0.60, primarily observed in the most
horizontal events within the through-going sample—a
point discussed further in Sec. V. Up to statistical
fluctuations, the areas showing better agreement with
the best-fit prediction coincide with regions where the
pulls between the best-fit and null hypothesis are more
prominent, as shown in the top panels in Fig. 12. The
main feature of the data that leads the fit to prefer the
best-fit over the null hypothesis appears in the through-
going sample for cos(0F°) < —0.4 at energies around
10 TeV. In fact, we observe that the null rejection
increases when studying these regions separately, as
discussed in Sec. V.

The pulls for the nuisance parameters associated with
this frequentist study are quantified for the null and best fit
in Table II in the rightmost columns. The comparison
shows that the pulls are nearly identical in the two cases.
Thus, there is relatively little correlation between the
systematic effects and the 3 4+ 1 model parameters.

B. Bayesian fit results

To complement the frequentist result, we have also
developed a Bayesian analysis. We have followed the
same method as in the previous analysis [20], which avoids
dependence on the physics parameter priors as described
in Ref. [50]. In this approach, the model evidence is
computed for each sterile neutrino hypothesis by integrat-
ing the likelihood over the nuisance parameters using
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MultiNest [51]. Then, we compare each sterile point in our
(sin(260,4), Am3,) grid to the null hypothesis. We use the
same priors as in the frequentist analysis for the nuisance
parameters.

Best-Fit Posterior weennns Best-Fit Freq.
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FIG. 15. Systematic posteriors. Bayesian posterior distributions

for the best-fit hypothesis. Vertical lines show the fitted value in
frequentist analysis. Horizontal lines show the posteriors’ mean
and 1o width values.

The nuisance parameters are fitted to data at each point in
the parameter space. Figure 15 shows each nuisance
parameter’s posterior distribution and fitted value at the
best-fit point for the Bayesian and frequentist analyses.

Correlation
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FIG. 16. Correlations. Bayesian posterior correlation for sys-
tematics assuming the best-fit hypothesis. Dashed lines group
systematics uncertainties associated with hadronic yields, cos-
mic-ray spectrum, detector effects, and nonconventional flux.
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FIG. 17. Bayesian result. The color scale shows the log;, of the

BF relative to the null hypothesis. The dotted, dashed, and solid
black contours correspond to log;(BF) values of 0.5, 1.0, and 1.5.
The best model is marked with a black star. Systematic uncertain-
ties are marginalized for each point (sin?(26,,), Am3,) in the scan.
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Figure 16 illustrates the correlations between nuisance
parameters at the best-fit point. Noteworthy correlations
emerge among subsets of nuisance parameters, all falling
within expected ranges. For instance, correlations between
nuisance parameters with correlation priors, such as had-
ronic yields, cosmic ray, and bulk ice properties, are
anticipated and observed. Additionally, correlations are
observed between DOM efficiency and bulk ice parame-
ters. Nonconventional flux parameters also exhibit
correlations.

Figure 17 shows the Bayes factor (BF) maps, where the
pointwise BF is calculated relative to the no sterile neutrino
hypothesis. The best-model location, with a BF of 51.6,
agrees with the best-fit point in the frequentist analysis.
Contours are drawn in logarithmic Bayes factor steps of
0.5, quantifying the strength of evidence [52].

V. POSTUNBLINDING STABILITY TESTS

Once the results were unblinded, we performed multiple
studies to investigate the stability of the result.

By splitting the sample using various criteria and
performing the fit separately on each, we can identify if
there are regions of the reconstructed phase space where
null hypothesis rejection is stronger or weaker and test the
reproducibility of the best-fit point. Hence, this is a
valuable test to assess the consistency of the result, given
our current understanding of the detector and the physical
processes involved in this analysis. We will compare to the
95% CL allowed region for the full dataset, which is shown
in gray, with a gray star for the best-fit point, in Fig. 18.

When interpreting these results, it is important to
consider two factors. Firstly, sample splitting reduces
statistical power in each dataset, resulting in 95% CL limits
rather than allowed regions in many cases. Secondly, the
95% CL allowed region for the entire sample exhibits a flat

— (.5 < E/TeV < 10
=— 10 < E/TeV < 100
0.5 < E/TeV < 100

— Starting
== Through-going
Starting & Through-going

likelihood, meaning that best-fit points for split samples are
expected to move within or near this region.

Figure 18 (first panel) compares the results if starting and
through-going events are fit separately compared to the
simultaneous fit used in the final result. The larger through-
going event sample (red), with 274 309 events, retains a
95% CL contour that overlaps the final fit well and has a
best fit contained within the final sample 95% CL allowed
region. The smaller starting sample (blue), with 93 762
events, does not have a 95% CL closed contour. However,
the best fit agrees with the final allowed region. Also, the
95% CL limit contour follows the final best-fit region, as
expected.

Figure 18 (second panel) divides the sample into low-
(<10 TeV) and high-energy (>10 TeV) events. We chose
10 TeV as the point to split the datasets because this is the
upper bin in the previous analysis [17]. The samples have
361 633 and 6438 events, respectively. Although neither
result shows a closed contour, both results have best-fit
points within the final sample allowed region and contours
that behave as expected. Hence, we conclude that there is
no evidence of bias in the analysis due to the description of
the fluxes or the energy reconstruction.

Figure 18 (third panel) splits the sample in the azimuthal
direction, which is the angle in a horizontal plane
perpendicular to the IceCube strings. This test examines
bias in the reconstruction arising from ice tilt, which is
particularly interesting given recent measurements indicat-
ing not only tilt along the direction orthogonal to the ice
flow, but also new components not accounted for in the
simulation used in this analysis [53]. Six angles are chosen
to reflect three known tilts, where three are parallel to the
ice sheet and three are perpendicular. This substantially
reduces the statistics, with approximately 60 000 events in
each sample. The behavior of the contours and the best-fit
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<3¢/ < — ] < cosf < —0.75
—_— () <3¢/m<1 3<3p/m <4 — ()75 < cosf < —0.5

— ] < 3P/T <2 m— 4 < 3p/T <D —0.5 < cosf < —0.25
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10.0 . Ny
& 2
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N<]E“ 1.0

~
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FIG. 18.

0.01 0.1 0.01 0.1
sin®(2604) sin?(26yy)

Split sample fits. Each plot corresponds to a reconstructed variable that has been divided into different regions. Each color

line shows the 95% CL in a given range, and the stars represent the best-fit point. The gray region shows the final result of this analysis,
and the black circle is the best-fit point. From left to right: starting versus through-going, low versus high energy, six azimuthal angles,
and four zenith angles (note: the island observed in the contour for —1 < cos @ < —0.75 indicates exclusion at 95% CL).
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FIG. 19. Comparison with other experiments. The 90% and 99% CL contours (red lines) compared to world data at 90% CL. Left
panel: long-baseline experiments using v,-mode beam (MiniBooNE-SciBooNE [55], MINOS [56], CDHS and CCFR [1]). Center
panel: long-baseline experiments using 7,-mode beam (MiniBooNE-SciBooNE [57]). Right panel: atmospheric neutrino experiments

(SuperK [58] and DeepCore [59,60]).

points is as expected. The best-fit points scatter more than
for the other cases due to the lower statistics. This test is
quite important for an analysis that searches for energy
dependence associated with an oscillation and a resonance,
but there is no evidence of disagreement between the split
datasets and the final result.

We gave special attention to the sample split according to
the zenith angle for several reasons. First, recall that
cos(6<®) is a proxy for L, which rapidly changes for
angles near the horizon. This leads to a pronounced effect
in signal region, as seen in the top panels of Fig. 12, so the
description of the smearing of cos(6Y) becomes very
important. Also, above the horizon, there is a large back-
ground from downward-going muons, and while all of our
studies show that these are well removed in this analysis, a
cross-check of the horizontal bins is prudent. Lastly, as seen
in Fig. 12, bottom right, the largest pull differences in the
through-going sample, which are +0.60, are clustered in
the cos(6¥°) > —0.05 bin. There are several reasons to
attribute this to random effects. First, although the pulls are
among the largest, they are of both signs. Second, the pulls
are found to be randomly distributed using National
Institute of Standards and Technology tests [54]. Third,
there is no similar effect in the starting events. Nevertheless,
careful study of the signal in the horizontal versus vertical
regions is warranted.

For this cross-check, we split the data into different
zenith directions. The results are shown in the fourth panel
of Fig. 18. We observe that none of the zenith samples show
a closed contour at 95% CL. However, the best-fit points
remain in the same region as those drawn from the full-
zenith fit.

We also examined the influence of the prior width on the
normalization, a factor that emerges as the primary sys-
tematic at higher values of Amil, as illustrated in Fig. 10.

To investigate this, we reanalyzed the data with a more
stringent constraint of 5%, in contrast to the 20% applied in
the blind analysis. The new fit prefers the same sterile
neutrino hypothesis with a reduction in the null rejection by
0.30. Therefore, while the uncertainty in the overall
normalization contributes, the predominant driver of the
null rejection is a shape-related influence.

Finally, Fig. 19 presents this result in comparison with
previous measurements of v, disappearance from other
experiments. The 90% CL allowed region from this
result indicates an increased tension with the constraints
from long-baseline experiments, namely MINOS and
MiniBooNE-SciBooNE. The tension is smaller with
experiments using atmospheric neutrinos.

VI. CONCLUSION

This paper has presented detailed information related to
the first search for a v, disappearance signature due to a
3 + 1 model in IceCube that separately fits 10.7 years of
data divided into starting and through-going samples. This
analysis makes use of neutrino events with reconstructed
energy in the 0.5-100 TeV region and upward-going zenith
angle [cos(07°) < 0]. The result is reported in Ref. [7].

We have described significant improvements to the
analysis since our previous search for the same signature
published in 2020 [17,20]. Along with increased statistics,
we have expanded the upper search range of the energy
from 10 to 100 TeV. We have presented a substantial
improvement to energy reconstruction, a CNN-based
method of separating starting and through-going events,
and an improved description of the atmospheric model.

This paper provides a detailed list of systematic effects in
the analysis. Nuisance parameters are introduced as pull
terms. We showed that the pull term results are stable when
fitting to the null (i.e., three-neutrino) and 3 + 1 models.
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We presented an extensive discussion of the expected
signature, focusing on the bin-by-bin predictions from the
best fit, which was at the parameters sin?(26,4) = 0.16 and
Am3; = 3.5 eV2. The p value representing the goodness of
fit, found by trials, is 12%. Consistency with the null
hypothesis of no sterile neutrino oscillations has a prob-
ability of 3.1%. In this article, we have also presented a
Bayesian analysis. While the Bayesian model comparison
has a different meaning than the frequentist result, the
overlap of the best-fit parameter space indicates the con-
sistency of the result even under various approaches.

After unblinding, we performed an extended set of
studies where the data were split into separately fitted
subsamples. This paper has shown that the results are
stable, including for the energy and zenith angle split cases.
The reconstruction and stability test techniques reported
here will also be applicable in future IceCube analyses.
These techniques are also relevant to similar studies at other
neutrino telescopes.
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