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Quantum machine learning has gained considerable attention as quantum technology advances,
presenting a promising approach for efficiently learning complex data patterns. Despite this promise,
most contemporary quantum methods require significant resources for variational parameter opti-
mization and face issues with vanishing gradients, leading to experiments that are either limited
in scale or lack potential for quantum advantage. To address this, we develop a general-purpose,
gradient-free, and scalable quantum reservoir learning algorithm that harnesses the quantum dy-
namics of neutral-atom analog quantum computers to process data. We experimentally implement
the algorithm, achieving competitive performance across various categories of machine learning
tasks, including binary and multi-class classification, as well as timeseries prediction. Effective and
improving learning is observed with increasing system sizes of up to 108 qubits, demonstrating the
largest quantum machine learning experiment to date. We further observe comparative quantum
kernel advantage in learning tasks by constructing synthetic datasets based on the geometric differ-
ences between generated quantum and classical data kernels. Our findings demonstrate the potential
of utilizing classically intractable quantum correlations for effective machine learning. We expect
these results to stimulate further extensions to different quantum hardware and machine learning
paradigms, including early fault-tolerant hardware and generative machine learning tasks.

INTRODUCTION

With the increasing power of machine learning and
the emergence of quantum computers, there is grow-
ing interest in exploring the intersection of these fields
through quantum machine learning (QML) [1]. The
main prospect for QML lies in the potential of even
near-term quantum devices [2] to produce correlations
that would otherwise require exponential classical com-
pute [3–7]. With the notable exception of explicitly quan-
tum tasks [8], however, this potential remains mostly
untapped by experiments. Currently, the predominant
QML algorithms designed for noisy quantum hardware
are variational algorithms that leverage parametrized cir-
cuits within a hybrid quantum-classical framework [9].
These approaches, however, face several significant obsta-
cles. Fundamentally, issues such as noise, entanglement-
induced barren plateaus, and complex training land-
scapes present considerable challenges to the trainabil-
ity of these models [10–13]. Practically, the necessity
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to estimate gradients puts a strain on the already lim-
ited resources of near-term quantum hardware, leading
to demonstrations that are often limited in both scale
and performance [14, 15].
Classical reservoir computing (RC) represents an alter-

native machine learning paradigm that circumvents the
need for costly gradient optimization [16]. It processes
data by employing a complex dynamical system known as
the reservoir to transform input data nonlinearly and ex-
pand the embedding space dimension. This transforma-
tion enhances the features used in training, typically con-
ducted via simple linear regression. RC methods are pri-
marily used for predicting chaotic systems and forecast-
ing time series [17, 18], yet they can also tackle general
tasks such as pattern recognition and generation [19, 20].
As this framework can mitigate many of the aforemen-
tioned challenges in QML, quantum reservoir comput-
ing (QRC) has recently emerged to be a promising ap-
proach suitable for near-term quantum hardware [21–28].
In QRC, a complex quantum system replaces the classical
reservoir, exploiting dynamics in the exponentially large
Hilbert space to produce classically intractable correla-
tions at the outputs. These prior studies, however, are
limited to either numerical simulations or small-scale ex-
periments in the classically tractable regime with unclear
prospects for quantum utility.
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FIG. 1. Overview of the quantum reservoir computing (QRC) algorithm with neutral atoms. The QRC algorithm
pipeline contains three steps – classical preprocessing (left), quantum reservoir (center), and classical postprocessing and
prediction (right). In the preprocessing step, data features are brought into a form readily encoded to the neutral-atom analog
quantum computer. They may require optional dimensional reduction for high-dimensional data (such as images, top) or
feature engineering and selection (such as data windowing for timeseries, bottom). The encoding of the data features proceeds
by three methods, i.e, encoding into the time profile of the global detuning pulse, the interaction strengths by atom position
modulation, and the local pattern of the detuning pulse. The quantum system serving as the reservoir is then evolved over
varying time periods and probed through repeated projective measurements. In the third step, the measurement outputs are
processed classically to provide expectation values of local observables that form a set of QRC embeddings. The embeddings
are subsequently used as inputs to a simple and fast classical training step, for which we typically employ linear support vector
machines or regression. The trained models are tested and used for inference by processing additional data through the QRC
pipeline and evaluating classical outputs based on obtained embeddings.

Here, we explore a QRC paradigm based on the com-
plex quantum dynamics of a neutral-atom analog quan-
tum computer. Several seminal results have been demon-
strated on such devices, showing their unique capabil-
ities in quantum simulation and optimization [29–32].
In the case of QML applications studied in this work,
we co-design the data encodings and physical parame-
ters in the neutral-atom Hamiltonian. We report three
major advances. First, we demonstrate effective learn-
ing in our experiments with up to 108 qubits, represent-
ing a substantial leap over previously reported QML re-
sults [8, 26–28, 33–36]. Second, we experimentally ob-
serve comparative quantum kernel advantage by compar-
ing the QRC-generated kernel with classical kernels using
a recently proposed synthetic dataset construction pro-
cedure [7]. This shows the existence of datasets for which
non-classical correlations of QRC can be utilized for ef-
fective machine learning even on current, noisy quantum
hardware. Lastly, we show the versatility and noise-
resilience of our QRC framework in experiments over a
diverse set of tasks and data. A universal parameter
regime, informed by physical insights, eliminates the need
for any parameter optimization in the quantum part, re-
sulting in substantial savings of quantum resources.

CO-DESIGNED ALGORITHM

Our QRC algorithm is employed for supervised ma-
chine learning tasks. All experiments are performed
on a publicly accessible analog quantum computer,
Aquila [37]. The framework is presented schematically
in Fig. 1. The first step is preprocessing the data into
a form suitable for supervised tasks. The training and
testing datasets consist of pairs of data, {(xi[n], yj [n])},
where xi[n] are input feature vectors, and yj [n] are the
corresponding labels; n enumerates the data, while i (j)
indexes feature (label) vector components. For example,
in image classification problems, the input data xi are the
image pixel values, and yj label image objects (classes).
Depending on the data type, feature dimension reduction
may be needed to fit the problem to hardware-tractable
sizes.
The neutral-atom QRC proceeds by encoding the data

features into the parameters of the Rydberg Hamiltonian,
given by [37]

H(t) =
Ω(t)

2

∑
j

(|gj⟩ ⟨rj |+ |rj⟩ ⟨gj |)

+
∑
j<k

Vjknjnk −
∑
j

[∆g(t) + αj∆l(t)]nj , (1)

where Ω(t) is the global Rabi drive amplitude between a
ground (|gj⟩, with j indexing atoms) and a highly-excited
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FIG. 2. Timeseries prediction with QRC and encoding performance comparison. (a) The pipeline for global pulse
encoding timeseries prediction with QRC. The dataset chosen is a part of the Santa Fe laser timeseries [38], with feature vectors
constructed by sliding windows and the task set to one-step prediction. The profile of the window feature is encoded into the
piecewise linear global detuning pulse. The select local observables obtained by probing the quantum evolution are shown for
exact simulation and experiment, with the vertical axis corresponding to different embedding components and the horizontal
to the timeseries steps. (b) An example of test outcomes predicted by local pulse encoded QRC with 12 qubits, compared to
the equivalent finite-sampled simulation (110 shots per datapoint) and the true outcomes. (c) Comparison of the normalized
mean-square error (NMSE, lower is better) for three different QRC encodings in finite-sampled simulation and experiment.

Rydberg state of an atom (|rj⟩), nj = |rj⟩ ⟨rj |, while
Vjk = C/∥rj − rk∥6 describes the van der Waals inter-
actions between atoms. The detuning is split into the
global term, ∆g(t) and the site-dependent term ∆l(t),
with site modulation αj ∈ [0, 1]. The system’s tunable
control parameters allow us to explore three distinct en-
coding schemes (see Fig. 1):
(1) Global pulse encoding that is typically implemented

by mapping data features into the time-varying profile of
a global detuning pulse, ∆g(ti) = ∆max

g xi. With features
encoded as pulse parameters at different times, the en-
coding capacity is independent of the system size (Nq)
and depends on the pulse protocol.

(2) Position encoding that proceeds by engineer-
ing atom positions such that the Rydberg interaction
strength is modulated according to the data features.
Nearest-neighbor interaction strengths are modulated
with Vil = V (0)(1 + λxi), where V (0) represents the bare
(unmodulated) interaction strength, l denotes one near-
est neighbour of i, and λ is an encoding scale. Nearest
neighbor interactions in a one-dimensional Nq-qubit sys-
tem allow the encoding of Nq − 1 features, while our
two-dimensional implementations typically employ a se-
quence of one-dimensional row encodings (see Supple-
mentary Information).

(3) Local pulse encoding that is implemented through

site-dependent local detunings with αi∆l(t) = ∆max
l xi;

an Nq-qubit system can thus encode Nq features.
After data encoding, the quantum system evolves from

an all-ground state with the correspondingly designed
Rydberg Hamiltonian. The quantum dynamics is probed
in several successive timesteps, with each instance re-
peated inNs measurement shots. This quantum reservoir
provides a platform for potentially classically intractable
dynamics that induces non-linear data transformations.
The measurement results are then used to obtain expec-
tation values of local observables, typically one- and two-
point correlators in the computational basis accessible
directly from the measurement data – ⟨Zj⟩ and ⟨ZjZk⟩,
where Zj = 2nj−Ij . The local observables then form the
data-embedding vectors, ui[n], where i enumerates differ-
ent correlators and probe times. The quantum reservoir
step is closely connected to the notion of a QML kernel
[5, 7, 36]. In fact, the reservoir embeddings define a ker-
nel matrix on the data withK(x[n],x[m]) = ⟨u[n],u[m]⟩,
where ⟨·, ·⟩ is the inner product in the embedding vector
space. The kernel matrix redefines the notion of distance
and geometry between data. Kernel geometry has been
central in a recent theoretical proposal that establishes
early quantum advantage prospects [7], which we apply
in an experimental QRC setting.

The final step of the QRC algorithm is classical post-
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processing, consisting of training and inference on the
data embeddings, requiring no optimization loops on
quantum hardware. In our scheme, this typically entails
using simple and readily trainable linear models, such
as linear support vector machines (SVMs) [39, 40], with
task-dependent details described in the Supplementary
Information. More generally, any classical supervised
machine learning algorithm can be used. The trained
model is then used for inference on the test set quantum
embeddings and evaluating QRC performance.

RESULTS ON QUANTUM HARDWARE

We now proceed to comprehensively demonstrate the
viability of the QRC approach and determine its perfor-
mance limits and utility potential. We perform extensive
studies on the neutral-atom quantum hardware, together
with accompanying numerical simulations. Our first goal
is to determine the parameter regime of the Hamiltonian
(Eq. 1) in which the QRC algorithm performance is opti-
mal and robust to noise. To this end, we perform exten-
sive numerical simulations, with the main result being the
discovery of a universal parameter regime, as described
in the Supplementary Information. This regime is man-
ifested as a wide island in the parameter space where
QRC performance is optimal across multiple datasets we
consider. Its defining feature is the three energy scales
being of comparable magnitude – the quantum state mix-
ing scale (Ω), the entangling scale (V ), and the encoding
scale. Furthermore, we find that within such an opti-
mality island, further fine-tuning of parameters leads to
negligible gains. The physical guidance enables us to es-
tablish QRC as a quantum gradient-free approach and
avoid costly hyperparameter training on hardware.

Timeseries prediction and encoding comparison

Classical reservoir computing has been successfully ap-
plied to tasks such as time series analysis and complex
system prediction [18, 43–45]. Motivated by this and as a
proof-of-concept, we apply QRC to process the Santa Fe
timeseries task [38], which represents the intensity profile
of a laser in a chaotic regime. The portion of the task we
process experimentally is shown in Fig. 2(a). We apply
and compare three different QRC encodings on this task:
the global pulse, position, and local pulse encodings.

Processing of the time series in all three cases starts
with feature extraction from a time window with d time-
steps and specifying a future 1-step point as the predic-
tion target. The global pulse provides a natural repre-
sentation of the time series by encoding the time-window
features directly into the piece-wise linear global detun-
ing waveform, as shown in Fig. 2(a). The resulting em-
beddings offer an intuitive insight into the QRC method
[see Fig. 2(a), right]. The numerically-simulated embed-
dings clearly express features of the timeseries, with each

local observable providing a distinct “look” on the same
data. The success of QRC is derived from this ability
to transform data non-linearly, representing its different
aspects. The hardware-generated embeddings show ex-
cellent agreement with the exact simulation, with some
additional noise due to finite sampling and experimental
noise.

An example of QRC predictions generated on the test
dataset is shown in Fig. 2(b) for the local detuning en-
coding experiment and finite-sampled simulation. QRC
effectively captures the features of the time series, al-
though the main outliers are concentrated near the end
of its dynamic range, where the effect of sampling noise
is most pronounced. The comparison of the simulated
and experimental performance for all three encodings is
presented in Fig. 2(c). The relative order of encoding
performance is preserved between the simulation and ex-
periment, with the experiment showing additional per-
formance decay for global pulse encoding and, to a lesser
extent, position encoding.

The performance across different encodings reflects
general considerations of experimental noise applicable
to various QRC tasks. In simulations, both exact and
finitely sampled cases show approximate equivalence be-
tween position and local encodings, with global pulse
encoding performing less effectively. This discrepancy
arises because the position and local encodings are ap-
plied entirely at the protocol’s outset, whereas global
pulse encoding gradually expresses feature vectors during
evolution. Generically, quantum dynamics tends to ther-
malize local observables (embeddings) in the long-time
limit [46]. Consequently, the dynamics at later times
become largely independent of the pulse shape, causing
significant portions of the feature vector to be encoded
in a lossy manner. In the experiment, decoherence leads
to even more lossy encoding of the later-time input fea-
tures, acting as an additional systematic noise source for
the global pulse encoding. The difference between the po-
sition and local pulse encodings observed in experiments
is more subtle and results from the shot-to-shot atom
position fluctuations [37]. Although these fluctuations
are present for all encodings as a random noise source
(mitigated by ensemble averaging), they impact the po-
sition encoding the most. Numerical simulations that
model both the position fluctuations and other relevant
sources of coherent noise confirm this picture and qualita-
tively reproduce the experimental performance (see Sup-
plementary Information). The overall good agreement
between the experiment and simulation highlights the ro-
bustness of QRC under random noise sources. The pro-
tocol primarily exhibits sensitivity to noise channels that
produce inconsistent or lossy embeddings. In the Supple-
mentary Information, we introduce a directly calculable
measure, based on a statistical correlation between em-
beddings, that can help characterize and reduce the noise
related to hardware consistency.
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FIG. 3. Image classification with QRC and qubit number scaling. (a) The MNIST [41] images of handwritten digits
are downsampled to feature vectors that are encoded into the modulation of the nearest neighbor Rydberg interaction strengths
via the position encoding. The quantum reservoir consists of parallel, well-separated neutral-atom chains evolving under the
Rydberg Hamiltonian. The equivalent classical spin reservoir (CRC), where the vector spins precess in the external and neighbor
magnetic field, is simulated for comparison. (b) The test classification accuracy of several classical machine learning methods
and QRC on the 3/8-MNIST binary classification tasks. (c) The test accuracy of QRC simulation and experiment as a function
of the number of shots drawn per datapoint, Ns, for the 10-class MNIST classification task. (d) The QRC performance scaling
with the number of qubits was probed on the tomato disease task, with three classes selected from the plant village dataset
[42]. The data features, the pixel values of the downscaled images of different sizes, were encoded in the vertical interaction
strengths of a 2D atom array. An example experimental image of the position-encoded atom array is shown, together with one
measurement shot after the quantum reservoir dynamics. (e) The test accuracy as a function of the qubit number, Nq, or the
equivalent feature dimension, for the QRC performed on the experiment, linear SVM, and 4-layer feedforward neural network.

Image classification and qubit scaling performance

We demonstrate the versatility of our QRC algorithm
by applying it to various image classification tasks. These
include binary and 10-class classifications of the MNIST
handwritten digits dataset [41] [Fig. 3 (a)-(c)] and 3-
class classification of the tomato leaf disease dataset [42]
[Fig. 3 (d)-(e)]. For the MNIST dataset, image features
are first downsampled (see Supplementary Information)
and then position-encoded in a 9-atom qubit chain. A
significant reduction in hardware runtime is achieved by
performing quantum dynamics in parallel across six effec-
tively decoupled chains, thus collecting Ns measurements
per embedding.

We evaluate QRC’s performance by comparing it to
several classical methods: a linear SVM baseline, a four-
layer feedforward neural network, and the equivalent
classical spin reservoir (CRC). The CRC, as shown in
Fig. 3(a), is derived from the QRC by treating the spins
as classical vectors, effectively taking the infinite spin
limit; classical spins precess in the instantaneous mag-
netic field determined by the Rabi frequency, detuning,
and the interactions. The CRC pipeline is otherwise
equivalent to the one described for QRC. All states of
the CRC have a one-to-one mapping to the manifold of
all product states, making the QRC-CRC comparison a

heuristic measure of the importance of quantum entan-
glement.

The experimental results on the MNIST dataset are
presented in Fig. 3(b)-(c). Initial probing focuses on a
binary classification subtask within the MNIST dataset,
the classification of digits 3/8, which serves as a con-
firmation of the QRC pipeline. Results in Fig. 3(b)
show a clear separation between the performance of lin-
ear and non-linear methods. The QRC method, when
simulated exactly, achieves the performance benchmarks
set by classical methods for the task. However, the prac-
tical performance is constrained by the finite number of
measurement shots. With Ns = 220, the experiment
achieves a test accuracy of 0.935, which is within half a
percent of the performance achieved in simulations under
the same Ns. This successful result in the 3/8 classifica-
tion task demonstrates the robustness of the QRC, even
in the presence of significant experimental noise.

To further investigate the impact of the finite num-
ber of measurements on algorithm performance, we ex-
plore how QRC performance scales with the number of
measurements in both experiments and simulations for
the 10-class MNIST task, as depicted in Fig. 3(c). The
task, being considerably more complex than the 3/8 bi-
nary classification, serves as a more stringent test of both
experimental noise resilience and the measurement re-
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quirements necessary for good performance. The data
shows that the QRC performance tends to plateau at
approximately Ns ∼ 1000, a trend consistent across
all datasets examined. In our experiment, we opt for
Ns ∼ 100 shots per data point, striking a practical bal-
ance between runtime and performance. The observed
performance disparity is attributable to factors such as
hardware inconsistency (see Supplementary Information)
and increased sampling requirements stemming from ran-
dom noise sources such as position fluctuations. Despite
the extensive literature on QML algorithms, multi-class
classification remains challenging on quantum hardware
[15, 35, 47]. However, with the proposed QRC algorithm,
we demonstrate the best-known performance in 10-class
MNIST task on hardware.

Aiming to scale up QRC to large systems and evaluate
its effectiveness, we consider a dataset of tomato disease
classification from leaf images [42], which offers a mix of
local and global disease features, as shown in Fig. 3(d).
The features are extracted by downscaling an image to a
Rx × Ry resolution and the pixels are subsequently en-
coded in a 2D neutral-atom system of Nq = (Rx+1)×Ry

qubits via position encoding. To explore how the system
scales, Nq is varied from 9 to 81 in a square aspect ratio,
supplemented by an experimental configuration with a
9× 12 rectangular geometry.

The test accuracy in our QRC experiment, as a func-
tion of the system size, is presented in Fig. 3(e), where
it is compared with classical linear and non-linear meth-
ods. Notably, experimental QRC performance increases
with the system size up to the largest size explored.
The successful implementation in a 108-qubit experiment
marks a substantial increase in the QML scale [8, 26–
28, 34, 36]. It is also important to highlight that all sys-
tem sizes achieve non-trivial performance, surpassing the
expected 0.33 accuracy of random guessing. Moreover,
the two largest system sizes not only exceed the perfor-
mance of the linear SVM baseline but also approach the
benchmark set by the 4-layer neural network, which has
∼ 20000 hidden parameters.

No classical simulations are known to be able to read-
ily simulate the quantum dynamics at the scale of our
experiments, and thus, QRC hyperparameter choice is
guided directly by the universal parameter regime. While
the universality is validated on small (< 16 qubits) 2D
QRC systems (see Supplementary Information), the con-
sistently improving performance with increasing system
sizes testifies to the practicality of employing QRC in a
truly quantum-gradient-free fashion.

Comparative quantum kernel advantage

QRC embeddings, being generated from quantum dy-
namics, are potentially hard to obtain with classical nu-
merical simulation. Thus, the data transformation in-
duced by QRC might have unique qualities. To quantify
this, we consider the QRC action as a kernel that maps

(a)

(b)

syntheticoriginal

FIG. 4. Comparative quantum kernel advantage with
QRC. (a) The test classification accuracy of the QRC and
CRC methods on the original 3/8 binary MNIST classifica-
tion and the synthetic task constructed with kernel geometry.
(b) Test accuracy difference between QRC and CRC on the
synthetic 3/8-binary task as a function of the number of mea-
surements drawn per datapoint for simulation, experiment
with synthetic data constructed from experimental data, and
experiment with synthetic data constructed from simulation.

the feature vector space to embedding vector space, and
we apply the recent idea of kernel geometry difference
[7]. Considering two kernels, in this case, quantum (Kq)
and classical (Kc), if the geometric action of the kernels
differs significantly, it is possible to transform the dataset
labels such that the synthetic dataset thus obtained can
realize the performance difference between the kernels.
This synthetic data construction follows from the lead-
ing singular vector (v∞) of the kernel geometry distance
matrix, gcq: g2cq =

√
KqK

−1
c

√
Kq. In practice, we as-

sign the new label to the data according to the values of√
Kqv∞ [7]. For a binary classification task, the result

is a synthetic dataset with the same features as the origi-
nal but with labels permuted. One can then re-train and
test the QRC and CRC pipeline with the given synthetic
dataset.

We apply this synthetic data construction to the 3/8
binary MNIST classification task. To mitigate overfit-
ting to sampling noise, we use half of the experimental
measurements to construct the synthetic data, while the
remainder is used for training and inference. On this syn-
thetic dataset, we observe comparative quantum kernel
advantage with a test accuracy difference of (7.1±3.1)%,
as shown in Fig. 4(a). We note that the kernel advan-
tage observed here is comparative, realized in the direct
comparison between the two kernel methods. One can
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similarly construct a synthetic dataset where the classi-
cal kernel can outperform the quantum kernel. Nonethe-
less, this shows the existence of a dataset, where if one is
given the dataset and runs through the QRC and CRC
pipeline, QRC will exhibit comparative quantum kernel
advantage. We demonstrate successfully that this QRC
advantage can be observed in experiment.

We also examine how the number of measurements
impacts the comparative quantum kernel advantage in
both numerical simulations and experiments, as shown
in Fig. 4(b). Similar to the trend observed in the original
data, the experimental results closely mirror the simula-
tion, albeit with a slight offset. Remarkably, the com-
parative quantum kernel advantage is evident even with
Ns = 40 in the experiment. This is significant compared
to the typical Ns ∼ 1000 required to achieve performance
plateaus with original datasets, thus providing at least an
order of magnitude reduction in runtime to achieve com-
petitive QRC performance. Additionally, we construct
another synthetic dataset using samples from noiseless
QRC simulations. In tests with this dataset, the QRC
experiments continue to outperform the CRC, exhibiting
a robust kernel advantage. This further implies that ex-
perimental QRC kernels closely resemble their noiseless
counterparts, underscoring the crucial role of quantum
effects in achieving a comparative quantum kernel ad-
vantage.

DISCUSSION AND OUTLOOK

Our work demonstrates a quantum reservoir comput-
ing algorithm on a neutral-atom analog quantum com-
puter, and the algorithm is shown to be general-purpose,
quantum-resource frugal, noise-robust, and scalable. We
performed extensive experiments on hardware and nu-
merical simulations to prove the algorithm concept, fol-
lowed by scaling up successfully to systems of up to
108 qubits, substantially advancing the scale of previ-
ously reported QML experiments. The potential classi-
cal intractability of the QRC transformation is quantified
through kernel geometry, and comparative quantum ker-
nel advantage is observed in experiments.

The findings from our study open several avenues for
exploration, improvement, and generalization. The most
straightforward enhancements could involve scaling up
both the experimental sampling rate and system size,
as our results suggest substantial potential for perfor-
mance gains. Besides further hardware advancements
in neutral-atom analog quantum systems, improvements
could also stem from tailoring the algorithm to dif-
ferent platforms, including distinct analog implementa-
tions [48], digital quantum computers, and even early
fault-tolerant quantum platforms [49–52]. The physical
insights we provide on the universal parameter regime
and noise robustness are likely to translate well across

different quantum modalities. More fundamentally, QRC
could be employed as a versatile QML tool: its combina-
tion of QRC kernels with classical postprocessing mirrors
the function of the widely explored variational quantum
circuits in machine learning applications, but with signifi-
cantly lower quantum resource requirements. Extensions
to the QRC architecture itself are another possible route,
although potentially with more resource demands. For
example, integrating recurrence into the architecture [23]
could enhance its utility for time series prediction, akin
to traditional classical reservoir approaches [16]. The
general-purpose nature of the algorithm allows strong
hybridization with classical machine learning paradigms
beyond supervised prediction, such as generative and un-
supervised machine learning tasks. Moreover, our results
demonstrate that certain datasets can exhibit compara-
tive quantum kernel advantage, prompting further inves-
tigation into how to identify such datasets and determine
which types of data are most conducive to leveraging
quantum reservoir embeddings. This will be an impor-
tant area of future research. A natural place to search
for the advantage are explicitly quantum tasks, such as
learning the phase diagrams of a Hamiltonian based on
the quantum state or measurement outcomes [8]. Be-
yond that, an ostensibly classical dataset might have an
implicit quantum nature, such as the activity of drug
candidates [53].
Code availability.—A tutorial for reproducing

proof-of-concept simulations and experiments is
available at https://github.com/QuEraComputing/
QRC-tutorials.
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[14] V. Havĺıček, A. D. Córcoles, K. Temme, A. W. Harrow,

A. Kandala, J. M. Chow, and J. M. Gambetta, Super-
vised learning with quantum-enhanced feature spaces,
Nature 567, 209 (2019).

[15] K. Shen, B. Jobst, E. Shishenina, and F. Pollmann, Clas-
sification of the fashion-mnist dataset on a quantum com-
puter (2024), arXiv:2403.02405 [quant-ph].

[16] H. Jaeger and H. Haas, Harnessing nonlinearity: Predict-
ing chaotic systems and saving energy in wireless com-
munication, Science 304, 78 (2004).

[17] H. Jaeger, Adaptive nonlinear system identification with
echo state networks, in Advances in Neural Informa-
tion Processing Systems , Vol. 15, edited by S. Becker,
S. Thrun, and K. Obermayer (MIT Press, 2002).

[18] T. Arcomano, I. Szunyogh, A. Wikner, B. R. Hunt, and
E. Ott, A hybrid atmospheric model incorporating ma-
chine learning can capture dynamical processes not cap-
tured by its physics-based component, Geophysical Re-
search Letters 50, e2022GL102649 (2023).

[19] A. Jalalvand, G. Van Wallendael, and R. Van De Walle,
Real-time reservoir computing network-based systems for
detection tasks on visual contents, in 2015 7th Interna-
tional Conference on Computational Intelligence, Com-
munication Systems and Networks (2015) pp. 146–151.

[20] N. Schaetti, M. Salomon, and R. Couturier, Echo state
networks-based reservoir computing for mnist handwrit-
ten digits recognition, in 2016 IEEE Intl Conference
on Computational Science and Engineering (CSE) and
IEEE Intl Conference on Embedded and Ubiquitous Com-
puting (EUC) and 15th Intl Symposium on Distributed
Computing and Applications for Business Engineering
(DCABES) (2016) pp. 484–491.

[21] K. Fujii and K. Nakajima, Harnessing disordered-
ensemble quantum dynamics for machine learning, Phys.
Rev. Appl. 8, 024030 (2017).

[22] R. Mart́ınez-Peña, G. L. Giorgi, J. Nokkala, M. C. So-
riano, and R. Zambrini, Dynamical phase transitions
in quantum reservoir computing, Phys. Rev. Lett. 127,
100502 (2021).

[23] R. A. Bravo, K. Najafi, X. Gao, and S. F. Yelin, Quantum
reservoir computing using arrays of rydberg atoms, PRX
Quantum 3, 030325 (2022).

[24] J. Dudas, B. Carles, E. Plouet, F. A. Mizrahi, J. Grol-
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Supplementary Information: “Large-scale quantum reservoir learning with an analog quantum
computer”

In this Supplementary Information, we present the details of experiments and calculations presented in the main
text I, additional numerical simulation and experimental results for MNIST classification II, Santa Fe laser timeseries
prediction III, and diseased tomato leaves classification IV. We describe several aspects of practical QRC implemen-
tations, including the description of universal parameter regime IIB, experimental consistency IID, and the encoding
performance hierarchy discussion III B.

I. EXPERIMENTAL AND CALCULATIONAL METHODS

A. Data encoding

1. Feature extraction and dimension reduction

Quantum reservoir computing (QRC) has recently emerged to be a promising approach suitable for near-term
quantum hardware [21–28, 54–62]. The QRC algorithm we describe here is co-designed for neutral-atom quantum
hardware. In our protocol, the encoding of the data into a QRC pipeline starts with a feature extraction and dimension
reduction step that is dataset-dependent. In the case of MNIST data [41], the grayscale MNIST images are flattened
to a vector whose components are normalized to [0, 1] interval. The train data is used to fit the principle component
analysis (PCA) model [63, 64] up to a set model dimension, and the model is employed to extract PCA features for
both the train and test data. The resulting PCA features are shifted and scaled such that they fit [0, 1] interval.
In order to facilitate quantum hardware experiments, the binary MNIST classification tasks were performed with

1000 train and 200 test data each, while the 10-class experiment used 1500 train and 500 test data. The data features
for the Santa Fe laser timeseries [38] prediction were extracted from the raw timeseries by sliding windows of a
set width. The outcomes for each window were the timeseries values at the first timepoint after the window. The
experiments were performed with the training set derived from the time points between 1000 and 1400 and the test
set from time points 1401 to 1485. Finally, the tomato dataset was prepared by choosing three classes of tomato leaf
images from the plant village dataset [42], for a total of 498 images, 400 of which represented the training data. The
images were converted to grayscale and scaled to a uniform size of 256×256 pixels. Depending on the dimensions
of the features for a specific QRC experiment, the images were then downscaled to the appropriate resolution. The
downscaling corresponds to taking the intensity average over a box of the size of the downscaled image pixel with
the center at the downscaled pixel position, thus suppressing aliasing. The final downscaled image was prepared for
encoding by normalizing the pixel intensities to [0, 1] interval.

2. Encoding to Rydberg Hamiltonian dynamics

The encoding of the data into the Rydberg Hamiltonian parameters and dynamics, in general, follows the principles
of the universal parameter regime described in detail in the Sec. II B. Thus, all energy scales including quantum mixing
(Rabi frequency, Ω), entangling (nearest neighbor interactions, Vn.n.), encoding (for example, ∆max

l , local detuning
amplitude), and probing (1/∆t, where ∆t is the evolution timestep) are designed to be of comparable scale.
The position encoding of the binary and 10-class MNIST experiments was performed with λ = 3 and d0 = 10µm,

where λ is the encoding scale and d0 is the nearest neighbor atom distance before encoding. In both experiments, 8
PCA components are encoded into 8 nearest neighbor interactions of a 9-qubit chain, according to Vi,i+1 = V (0)(1 +
λxi), with xi being the feature vector. In everything that follows, the atom positions were rounded to two decimals
of precision. The Rabi frequency during each quantum dynamics instance was ramped up from zero in 0.05µs to
a constant maximum value, Ω = 2πMHz, and then ramped down to zero in 0.05µs; global detuning was kept
constant at ∆g = 2πMHz. The pulse shape thus respects the constraints of the quantum hardware [37]. Given
that the parameters of the Rydberg Hamiltonian implemented in Aquila [37] correspond to Rydberg interactions
given by Vij = C/∥ri − rj∥6 with C = 862690 × 2πMHzµm6, the initial effective dimensionless interaction strength

parameter (initial “blockade radius” [65]) R
(0)
b /a = [C/(Ωd60)]

(1/6) ≈ 0.98. The Hamiltonian dynamics was probed
at 5 successive timesteps, each lasting ∆t = 0.5µs. For each timestep, a number of experimental repetitions were
performed to generate measurement shots for embedding calculation. This number of repetitions and, thus, hardware
runtime, was reduced by performing quantum dynamics in parallel on 6 identical parallel chains, with an interchain
distance of 15µm, allowing for practically isolated chain dynamics due to the fast decay of Rydberg interaction. All
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of the numerical simulations from the main text were performed for the same parameters as reported here with the
assumption of ideally isolated chains using the Bloqade package [66].

The Santa Fe laser dataset was probed with all three encodings. The position encoding was applied for 11 datapoint
wide window features and correspondingly 12-qubit chains, with all the parameters equivalent to the ones already
described with 10-class MNIST experiments, besides smaller λ = 1.5 due to the increased mean dynamical range of the
Santa Fe laser data. The local detuning encoding was done with 12-qubit chains and 12-wide window features with a
constant nearest neighbor distance of d = 10µm and the same Rabi pulse and probing scheduled as described for the
MNIST experiments. The global detuning was kept constant at ∆g = 4MHz, while the local detuning was constant
in time with the site-dependent amplitudes encoding the data features as ∆l[i] = ∆max

l xi, with ∆max
l = −8MHz.

Finally, the global pulse encoding was also performed on the 12-qubit chains with 10-wide window features. The chain
geometry was fixed but irregular according to the nearest neighbor distances being generated as (8.9− gi)µm, with gi
being a vector with components drawn as uniform random numbers on [0, 1] interval. The irregular chain geometry
was found to benefit the global pulse encoding performance, as described in the Sec. III. The Rabi pulse was the
usual 0.05µs ramp-up and ramp-down to a maximum of Ω = 3πMHz (see Fig. 2). The probing schedule consisted of
10 probing timesteps each of ∆t = 0.35µs, which coincided with the global pulse encoding schedule. The encoding
consisted of 10 window features being rescaled to the global detuning range of [0, 12]MHz and then connected with 9
piecewise linear segments. The last global detuning segment was constant, corresponding to the value of the final data
point in the window. An example of pulse protocols is shown in Fig. 2 of the main text. All three encodings employed
the 6-parallel chain construction, and simulations quoted in the main text corresponded to the same parameters.

The tomato leaf images dataset was encoded with 2D position encoding. Due to the minimum row distance
constraint of the hardware [37], the irregular row positions that would result from position encoding in the vertical
direction were avoided, and thus only horizontal nearest neighbor interactions encoded the pixel data. The result
is that (Rx − 1) × Ry pixel image was encoded into the Rx × Ry qubit array with position encoding λ = 4.0 and
d0x = d0y = 10µm. The maximum Rabi amplitude during a constant drive with 0.05µs ramps was Ω = 5πMHz, the
same as the constant global detuning ∆g. The increased Ω motivated the corresponding increase in the encoding and
entanglement scales with λ = 4.0, as well as the quantum dynamics probing interval of ∆t = 0.3µs with 5 sampling
steps. Thus, an overall faster protocol was performed to facilitate coherence in a large system of qubits. While
the 2D arrays of 7 × 7 atoms and larger could not be run with more than one array in parallel due to the limited
accessible physical space on the hardware, the sampling in the smaller arrays was facilitated by parallelization with
15µm minimum distance between any two atoms of different parallel arrays. The simulations were performed with
the same parameters as experiments for the accessible small systems.

B. Data postprocessing and training

1. Embedding calculation

The quantum reservoir dynamics probed on hardware resulted in the set of bare experimental measurement shots
for each data and the probing time. Not all of the experimental sequences started with the perfectly sorted array of
qubits [37]. In the 1D chain experiments, the shots from imperfect initial sorts were discarded from the calculation
as the sorting imperfection affects the qubit connectivity. In all the 1D system sizes explored, this resulted in less
than 10% of discarded shots and thus had a negligible performance impact. In the case of the 2D QRC, the point
defects introduced by imperfect sorting do not strongly affect the connectivity of the system, and thus no sample
postselection was made in the results reported. At the largest system sizes, around 60% of the shots would have
a sorting defect, and thus, the significant sampling reduction would negatively impact the performance. No other
postprocessing was applied to experimental shots. The local observable expectation values were then estimated. In
all cases, they included all of the ⟨Zi⟩ expectation values. In the proof-of-principle 1D chain experiments, all of the
⟨ZiZj⟩ with i < j were also used, while the large-scale 2D experiments employed only the nearest-neighbor connected
subset of the two-point correlators (⟨ZiZj⟩ where j is a nearest neighbor of i and i < j). The flattened vector
of local observable expectation values forms the QRC embeddings, ui. The reduced set of correlators of the large
system limited the embedding dimension to a scale similar to the dataset size, thus improving the error estimates (see
Sec. II) without significant performance impact in practice. The same embedding calculation procedure was used in
the finitely sampled simulation, while the exact simulation calculated the embeddings directly.
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2. Classical models

With embeddings generated, the next step in the QRC algorithm involved training the classical model on the
training set and evaluating performance on the test set. In all of the classification tasks, the classical model employed
was linear support vector machine (SVM), with the C-SVC algorithm [40]. The optimal soft-margin regularization
parameter, C, was found via grid search using an 80/20 split of the training set into training and validation in the one
instance of dataset permutations (see later discussion) and was kept the same in all the other instances. In practice,
the optimal results were very weakly dependent on C close to C = 1. The timeseries prediction was trained using
the linear support vector regression (SVR), with the ϵ-SVR algorithm [40]. The hyperparameters C and ϵ were again
optimized by the grid search with 80/20 training/validation split of the train set for one instance of the training size
(see later discussion) and were kept the same in the other instances.

The performance of the QRC was compared with several classical models. The simplest of these represented the
QRC pipeline without the quantum dynamics and embeddings, using the features that are otherwise encoded in
the Hamiltonian. The comparison was done with the linear SVM/SVR, and they included the same training and
hyperparameter search procedures as for the QRC itself.

As an example of a classical non-linear method, we employed a 4-layer feedforward neural network on the features
encoded otherwise in the Hamiltonian. The neural network had an input layer the same as the feature dimension, two
hidden layers, each with 100 nodes followed by a ReLU activation function, and an output layer that was a softmax
layer for classification and a single neuron for the regression tasks. The network was trained via gradient descent using
the Flux library [67]. The training hyperparameters, including L1 regularization, learning speed, and the number of
epochs, were optimized in the same procedure as the SVM/SVR hyperparameters described earlier. Another classical
non-linear method was employed for some of the kernel geometry construction calculations, i.e., the Gaussian (radial
basis function, RBF) kernel. The implementation employed the C-SVC algorithm [40] and included the optimization
of C and γ hyperparameters with the same above-described procedure.
Finally, we also compared the QRC with the analogous classical reservoir (CRC). The CRC is derived by promoting

all the qubits (spin 1/2’s) to S → ∞, thus making them classical unit vectors (Ŝ). The dequantized dynamics of the
Rydberg Hamiltonian is described by:

dŜi

dt
=

∂H[Ŝ]

∂Ŝi

× Ŝ, (2)

where the effective instantaneous magnetic field acting on the Ŝi is:

∂H[Ŝ]

∂Ŝi

=
Ω(t)

2
x̂

+

−∆i(t)

2
+

1

4

∑
j ̸=i

Vij

(
1 + Ŝ

(z)
j

) ẑ. (3)

Thus, the dynamics of Nq-classical spins can be efficiently simulated by integrating a system of 3Nq equations. The
QRC-equivalent CRC is performed with the same time profiles of pulses and the values of all the parameters, as
described for the QRC pipeline in previous sections. The CRC embeddings generated are derived from the z-axis
projections of the spins at the probing time and their products. Depending on the task, the training and inference
were done through the same linear SVM/SVR models as described for the QRC. The space of all the classical spin
configurations has a one-to-one correspondence to all quantum product states, and we can thus consider CRC as the
entanglement-less limit of the QRC.

3. Uncertainty estimation

The stochastic nature of the QRC and of the training introduces uncertainty into each estimation of the model
performance. In order to provide an unbiased estimate of the mean performance uncertainty, we performed averaging
over multiple instances of training and inference, according to the following:

• In order to capture the uncertainty in quantum embeddings due to finite sampling, we included 5 instances of
resampled embeddings for a dataset. The resampling was performed by randomly choosing 90% of the shots
from the whole shot pool to recalculate new embeddings for each training instance. This step was inapplicable
in the case of exact simulation or for any of the classical comparison models.
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• The variability induced by the finite dataset size was taken into account by either dataset permutation or training
set resampling, depending on the tasks. For the classification tasks, the 5 separate instances were drawn by
permuting the dataset order and making a new train/test split for each of the permutations. For the timeseries
prediction tasks that have causal structure, 5 different instances of the training set were made by randomly
discarding 10% of the training data windows in each.

The full set of instances for each of the test accuracy datapoints presented thus consisted of 25 instances, each with a
different resampling of the experimental shots and permutation/resampling of the dataset. The training and inference
were then repeated according to the optimal model hyperparameters found on the validation instance, as described
previously. The final reported test accuracy is the mean of the test accuracy on all of the instances, while the reported
error is the standard deviation of the same test accuracy instance set. The equivalent instance resampling procedure
was performed for all the classical models probed, with the exception of the embedding resampling that did not apply
in this case. We have found that the reported results are stable against further increases in the number of resampling
instances and robust against both sizeable hyperparameter changes and the change of the dataset resampling strategy
from permutation to training set resampling. In the cases where data apparently lacked error bars, the error estimates
are below the sizes of the plot markers, which is typical for the exact simulations of large datasets (see Supplementary
Information). On top of the above mentioned instances, additional training and inference instances were generated
for kernel geometry calculations due to the regularization procedure employed, as described in the following section.

C. Kernel geometry construction

Kernel geometry construction calculations were performed according to the prescription in Ref. [7], with new
protocols devised for the specifics of experimental data. The calculations started by normalizing the embedding
vectors, û[n] = u[n]/∥u[n]∥. In the case of the QRC and CRC kernels (see Fig. 4), the normalized embeddings are
then used to directly calculate the kernel matrices, with Knm = ⟨û[n], û[m]⟩, where n(m) enumerate the data. For
comparison with another common classical non-linear kernel, we used the Gaussian (radial basis function, RBF) kernel
(see Supplementary Information), derived from the normalized feature vectors x̂[n] asKnm = exp

{
−γ∥x̂[n]− x̂[m]∥2

}
,

where γ is a hyperparameter to be optimized. As a result, for each quantum-classical kernel pair, we obtain Kc and
Kq kernel matrices and can thus proceed to analyze the spectrum of the g2cq =

√
KqK

−1
c

√
Kq matrix. While kernels

are positive-semidefinite and the square roots are well-defined, the inverse of the classical kernel can be ill-defined.
To ameliorate this, we turn to the regularization procedure described in Ref. [7], considering instead the regularized
geometry matrix instead:

g2cq[δ] =
√
Kq

√
Kc(Kc + δI)−2

√
Kc

√
Kq, (4)

where δ is the regularization parameter. The lowest relevant δ is the lower end of the non-zero singular values of Kc,
while the upper reasonable bound should still be δ ≪ 1, such that the norm of Kc + δI does not appreciably differ
from Kc. We find that in all of the Kc cases we considered, this is practically realized with δ ∈ [10−8, 10−2].

The results should ideally be weakly dependent on the regularization. In order to assure this, we performed the
kernel-based synthetic data construction procedure independently for each δ, sampled from a geometric series with
101/4 ratio in the [10−8, 10−2] interval. The singular vector of the leading singular value of g2cq[δ], v∞[δ], is used to
construct labels for a synthetic balanced binary classification task (y′), according to [26]:

y′[δ] = sign
[√

Kqv∞[δ]−median
(√

Kqv∞[δ]
)]

. (5)

While
√
Kqv∞ might be used already to construct the most quantum-native synthetic regression task, we favor the

binary classification task due to its performance interpretability. In the case where the original task was a balanced
binary classification, the procedure thus simply permutes the labels of the classes.

Once the synthetic datasets are constructed, the quantum and classical kernel matrices are used once again for
training and inference by employing the kernel-specific C-SVC algorithm [40] in the same fashion as described previ-
ously. The only appreciable difference is that the train/test splits in the case of the binary classification were changed
to 800/400 from the usual 1000/200, in order to lower some of the dataset size-related uncertainty. In the case when
the QRC embeddings were drawn from finitely sampled classical simulation or quantum experiment, the original
kernel geometry construction requires modification to avoid overfitting synthetic data to a particular realization of
the sampling noise. This is achieved by taking half of the experimental shots at each data point in a set to form the
kernel Kq1 used for the calculation of new labels. The second, non-overlapping part of the shots is used to calculate
kernel Kq2 and perform training and inference. Alternatively, Kq1 can be constructed from finitely sampled or ex-
act simulation at scales where the simulation is available. The experimental and simulation-based synthetic dataset
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construction were applied in Fig. 4(b) of the main text, as presented with two orange data series. The comparative
quantum kernel advantage was observed in experimental test performance for both synthetic datasets.

The result of the kernel geometry construction calculations at each regularization value δ are quantum and classical
test accuracies. We confirm that, as expected, the qualitative relation between the two is independent of the regu-
larization parameter, as shown on an example in Supplementary Information for the exact simulation of the 10-class
MNIST dataset with QRC-CRC comparison. The test accuracy difference is also only weakly dependent on the regu-
larization, even though regularization affects individual method accuracies. To incorporate the regularization-induced
uncertainty, we include synthetic data results at different δ into the set of instances used for estimating test accuracy
and combine it with the already described shot and dataset resampling instances. Thus, the effect of regularization
is mostly seen as increased uncertainty in the test accuracy difference results.

Finally, while CRC and QRC kernels are parameter-free, the Gaussian kernel includes a tunable hyperparameter
γ. The hyperparameter was optimized separately at each δ via grid search, such that the whole kernel geometry
calculation (both synthetic data construction and training/inference) results in the smallest possible QRC-Gaussian
test accuracy difference, thus providing the best chances for the Gaussian kernel in the synthetic scenario (see Supple-
mentary Information), hence serving as a robust test for the comparative quantum kernel advantage. It is significant
to note that the kernel procedure is evidently not symmetric with respect to classical/quantum kernel order. The
comparative quantum kernel advantage observed for synthetic data derived from gcq matrix that favors the quantum
method does not have to hold for the gqc derived synthetic data. This does not preclude a distinct possibility of
quantum-suitable datasets hinted at by the comparative quantum kernel advantage we observe.

II. SUPPLEMENTARY RESULTS FOR HANDWRITTEN DIGITS CLASSIFICATION

Here we provide details of the QRC performance on the MNIST classification dataset. The large part of the
section deals with extensive numerical simulations of the QRC on the 10-class MNIST data with a larger piece of
dataset processed than in the experiments. These simulations show the effect of system size scaling and sampling in
Sec. II A, provide a description and the numerical example of the universal parameter regime in Sec. II B, and provide
additional evidence of comparative quantum kernel advantage in Sec. II C. Later, we provide additional details of
the experimental performance, including the discussion of experimental consistency tracking in Sec. IID and the 0/1
binary MNIST classification results in Sec. II E.

A. System size scaling and sampling

In order to evaluate the potential of the QRC method beyond the scope of experiments, we perform extensive
numerical simulations on the MNIST dataset. The size of the dataset processed with these simulations was 10000
train and 1000 test data samples, with the same QRC and classical model pipeline as described in Sec. I, with
the exception of the encoding scale factor of λ = 1.0 for the position encoding. The main results are shown in
Fig. 5. Throughout the PCA dimensions simulated, the QRC consistently matches the test accuracy curves of the
nonlinear classical methods and significantly outperforms the linear SVM. It is likely that all nonlinear methods,
in this case, reach the performance thresholds accessible given the data size and the number of PCA components
used. Furthermore, the QRC that only uses a one-site observable set, ⟨Zi⟩ for embeddings, is not able to achieve the
same performance, being between the linear SVM and the nonlinear thresholds. We have also checked that adding
three-point correlators does not lead to detectable performance benefits, both in the simulations and experiments.
Comparing the local and position encodings in Fig. 5(a) and (b) respectively, we observe equivalent performance both
with one- and two-site correlator embeddings, which we ascribe to the partial mapping between the two encodings,
as described in the Sec. II B.

The most significant practical limitation to the QRC performance is the number of experimental shots drawn for
each embedding. The performance scaling with the number of shots drawn in MNIST dataset simulations is shown
in Fig. 5(c) and (d). The sampling overhead observed stems from the 1/

√
Ns uncertainty due to the shot noise in the

embeddings and is thus only polynomial due to our choice of local observable embeddings. Furthermore, we typically
observe that the performance plateau at which the finite number of shots matches the exact simulation. For the
10-class MNIST dataset, this is typically at Ns ∼ 103 and does not depend on the system size; the plateau point is
mostly likely determined by the classification thresholds and the intrinsic noise of the dataset. In general, practical
datasets have a level of intrinsic noise due to data or labeling imperfections, and a finite sample plateau is expected
to be observed, albeit at different Ns. More forgiving classification thresholds in the simpler classification tasks, such
as binary classification, are expected to additionally shift the plateau position to lower Ns. Beyond the plateau, the
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(a) (b)

(c) (d)

FIG. 5. Proof of concept neutral-atom QRC implementation in numerical simulations. The 10-class MNIST
handwritten digit classification dataset was used to gauge QRC performance in numerical simulations. The image data was
downsampled with principal component analysis (PCA) and encoding through local pulse and position encodings to a linear
neutral-atom chain. (a) Test classification accuracy of the local pulse encoded QRC and several classical models as a function of
PCA encoding dimension (or equivalently, qubit number, Nq). Comparison between QRC that uses both single- and two-site-
local operator expectation values and single-site-only approach is also presented. (b) The test accuracy of the position-encoded
QRC and several classical methods as the function of the PCA encoding dimension. (c) The scaling of local pulse encoded
QRC with the number of shots drawn per datapoint (Ns) for several system sizes. (d) Test accuracy of local pulse encoded
QRC as a function of qubit number for several Ns.

system size scaling curves are similar at different sampling scales [see Fig. 5(d)], further supporting the scalability of
the algorithm.

B. Universal parameter regime

Constructing a truly gradient-free QRC algorithm requires a choice of Hamiltonian dynamics parameters that allow
good performance that is largely independent of the dataset. In the extensive numerical simulations on the datasets
probed, we consistently observe the same parameter regime leading to a near-optimal performance with a broad
optimum point. This broad universal regime can be understood physically by considering the following energy scales:

• mixing scale, determined by the effective maximum Rabi amplitude, Ω;

• entanglement scale, determined by the average Rydberg interaction strength in the array, V ;

• encoding scale, which, depending on the encoding method, can include average local detuning (local pulse
encoding), fluctuating part of the interaction strength (position encoding), or average global detuning encoding
carrying amplitude (pulse encoding), λ;

• probing frequency scale, the inverse of the quantum dynamics probing time, (∆t)−1;

• encoding frequency scale, specific to global pulse encoding, being the inverse of the datapoint encoding interval,
(∆τ)−1.
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The global parameter regime can be thus described as the rough equivalence of all relevant energy scales:

Ω ∼ V ∼ λ ∼
(
∆t

)−1 ∼
(
∆τ

)−1
, (6)

where in practice, the broadness of the optimal regime allows up to between a quarter and half a decade of difference
between the ratios of different scales.

Similar to related recent works [22, 68], we can understand this regime of comparable scales via physical arguments.
For example, if the mixing scale is significantly lower than the entanglement scale, the quantum dynamics will be
constrained and very slow. In the opposite case, the interaction between the qubits that induce transformations,
including several data features, will be insufficient; in both cases, the resulting QRC embeddings will not be as
effective. Similarly, the encoding scale that is significantly lower than other scales will fail to express the data, while
the dominant encoding scale approaches the classical limit in which no QRC transformation is performed. Probing and
encoding frequencies that are significantly higher than the Hamiltonian energy scales provide redundant embeddings
that do not increase performance and can affect trainability due to the high embedding dimension or, in the case of a
finite number of shots, provide less variety in embedding transformations. Very low probing and encoding frequencies,
however, can lead to probing the data-independent observables due to thermalization (additionally decohered in the
experiment), providing less effective embeddings than in the non-thermal regime. The universal parameter regime
thus described is applied for the construction of all simulated and experimental QRC protocols, with good effect.
Particularly significant is the success of the protocols constructed for the large 2D QRC tasks where no equivalent
simulation could be performed.

(a) (b)

FIG. 6. An example of universal parameter regime in numerical simulations of QRC. (a) Test classification accuracy
of local pulse encoded QRC on an 8-PCA 10-class MNIST task as a function of local pulse encoding scale (∆max

l /Ω), and effective
blockade radius (Rb/a). (b) Test accuracy of the position-encoded QRC on the same task as a function of position encoding

scale (λ) and effective initial blockade radius (R
(0)
b /a).

In Fig. 6, we provide examples of the numerically simulated parameter searches that showcase directly the universal
parameter regime features. The MNIST test accuracy dependence on the encoding-mixing ratio and the dimensionless
interaction-mixing ratio parameter Rb/a = (Vn.n./Ω)

1/6 is presented in Fig. 6(a) for the case of local pulse encoding.
The characteristic cross feature of the test accuracy is the consequence of the universal optimal parameter regime,
as it is concentrated around both of the parameter ratios ∼ 1. The size of the optimal region is about half a
decade wide in both parameter ratios (note that the effective interaction-mixing ratio has a sixth root due to usual
definitions). Related behavior can be observed in the features of Fig. 6(b), where the MNIST test accuracy is shown as

a function of the bare (R
(0)
b /a) interaction-mixing ratio and the interaction-encoding ratio (λ) for the case of position

encoding. Note that the increased interaction-encoding ratio λ increases the actual interaction-mixing ratio, Rb/a,

due to Vn.n. = V
(0)
n.n.(1+λxi). As a consequence, the region of optimality spreads diagonally with increasing λ requiring

decreasing R
(0)
b /a ratios to keep Rb/a ∼ 1. The diagonal feature does not extend to low λ and high λ, with around

half of a decade of optimal performance possible around λ ∼ 1, and similarly for the vertical width of the feature in

terms of (R
(0)
b /a)6. In practice, the position of the diagonal feature can be directly calculated from the average size

of the data features, xi, by requiring that the emergent average Rb/a ∼ 1, thus circumventing simulations.
Within their regions of optimality, local and position encoding are generally observed to have similar performance, as

also noted in Sec. II A. This can be understood from the position encoding partially inducing effective local detuning
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encoding, as becomes evident by rewriting the Rydberg interaction through Z operators, using Zi = 2ni − Ii, as
follows: ∑

i<j

Vijninj +
∑
i

∆ini →
1

4

∑
i<j

VijZiZj −
1

2

∑
i

∆i +
1

2

∑
j,j ̸=i

Vij

Zi + const. (7)

Thus, the position encoding modulation effectively induces local detuning modulation, with the local detuning mod-
ulation on one site being dominated by the features encoded at its nearest neighbors. The optimal parameter regimes
follow a similar form in the Z-operator representation, as confirmed numerically. No similar connection can be found
for the pulse encoding, and as a consequence, we observe a significant difference in performance in the optimal regime,
as discussed in the main text and Sec. III B.

C. Kernel geometry synthetic data performance

Here, we provide additional results establishing comparative quantum kernel advantage (CQKA) in MNIST dataset
simulations, supplementing the reported CQKA results from the main text. Our results in simulations show that
the CQKA is sizeable and robust with respect to different data (3/8 and 10-class MNIST), different classical kernels
(CRC and Gaussian), regularization, and the system size.

We start by establishing the weak regularization parameter dependence of the results on a typical example, shown
in Fig. 7(a), and covered in Sec. I. Next, we expand the kernel geometry calculations to include both the QRC-CRC
kernel comparison covered in the main text and the QRC-Gaussian kernel (see Sec. I) comparison on a 10-class MNIST
data. Fig. 7(b) presents the test accuracy of the QRC kernel and the two respective classical kernels used for two
separate kernel construction calculations – CRC and Gaussian. Two comparisons result in two distinct synthetic
datasets, and thus, the QRC test accuracy is reported separately for both as a function of the qubit number. In
both quantum-classical kernel comparisons, sizable CQKA is observed, which is weakly dependent on the system size
and saturates around Nq = 10. The Gaussian kernel hyperparameter γ was explicitly optimized to minimize this
performance distance, but the CQKA magnitudes observed remained similar to the CRC comparison levels.

(b) (c)(a)

FIG. 7. Kernel geometry construction results in numerical simulations of QRC. (a) Test accuracy of QRC and CRC
as a function of the regularization scale, δ, in the synthetic MNIST task. (b) Test accuracies of the QRC kernel compared
to two classical kernels, CRC and Gaussian kernels, as a function of qubit number, Nq (or equivalent PCA dimension), in
the synthetic MNIST task. Kernel geometry construction is done separately for two respective kernel pairs, QRC/CRC and
QRC/Gaussian. (c) Test accuracy difference between QRC and CRC kernels as a function of the number of shots drawn per
datapoint, in the 10-qubit synthetic MNIST task.

The test accuracy difference for one QRC-CRC example as a function of the number of shots drawn per embedding
is shown in Fig. 7(c). The shot scaling is similar to that observed for the original MNIST data, as described in
Sec. IIA. While the performance plateau is still around Ns ∼ 103, breakeven quantum-classical performance can be
achieved with as low as Ns = 20 shots. Thus, quantum-adapted data derived from kernel construction not only allows
the detection of CQKA but also significantly lowers the sampling requirements for good QRC performance.

D. Experimental consistency

The most damaging source of experimental noise for the QRC performance is the systematic drift that results
in distinct hardware runs of the same data providing inequivalent embeddings. In order to track and correct the
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hardware performance during the experimental runs, and quantify how close are hardware generated embeddings to
the ones expected from simulation, we devise a simple measure: the statistical correlation between exactly simulated
(ũi), and experimental embedding vectors (ui), ρ = corr (ũi, ui). In practice, the dataset is divided in batches and
the embeddings from the whole batch are used in one flattened vector for the correlation evaluation. As an example
of its use, the statistical correlation for finitely simulated and experimental embeddings as a function of the dataset
batch is shown in Fig. 8 for the 3/8 binary MNIST task.

FIG. 8. Experimental consistency during a QRC task. The experimental consistency is tracked by statistical correlations
between simulated and experimental embedding vectors on batches of data. Here presented are correlations between embedding
vectors of the exactly simulated 3/8-binary MNIST task (see main text) and the embeddings drawn from the experiment (orange)
and finite sampled simulation (blue). The number of shots drawn per datapoint is 110, while the total 1200 data used is divided
into 20 batches of 60 that are used to calculate the embedding correlations.

From the presented results, it is clear that the experimental embeddings are very strongly correlated to the exact
simulation, with a part of the correlation drop that can be explained with finite sampling and the rest due to noise
effects. More critically for the QRC performance, the correlation is very weakly batch-dependent, at the same level
as the finitely sampled simulation. The batch independence is expected generically for large enough batches, as each
batch is a good representation of the dataset on average. This consistency correlates strongly with the observed
QRC performance. Any outliers observed in their correlation data were found to correspond to otherwise detectable
hardware miscalibration events. In practice, such outlier batches were targeted for hardware reruns, resulting in
improvements in the overall performance. The statistical correlation between the embeddings was thus a simple tool
for ensuring practical hardware performance in QRC tasks. While the measure described here depends on the ability
to provide simulated embeddings, a similar measure based on the correlation between different experimental batches
could be employed for hardware consistency tracking without any additional hardware runtime overheads.

E. MNIST 0/1-binary classification experiments

In addition to the experimental MNIST results provided in the main text, we have also performed the QRC
experiments with the 0/1 binary classification task, with the same parameters as reported for 3/8 binary classification.
The results are shown in Fig. 9. The experimental QRC reaches test accuracy above 99%. However, the same
performance level is observed with all classical methods, including linear SVM baseline, pointing to the exceptionally
wide classification margins for the task. This is further confirmed in the shot (Ns) scaling of the test accuracy, where
the performance thresholds for the dataset are reached already with Ns ≈ 20-50 in simulations and experiments.

III. SUPPLEMENTARY RESULTS FOR TIMESERIES PREDICTION AND ENCODING
COMPARISON

Here we provide the details of the QRC simulations on the full Santa Fe laser dataset in Sec. III A, and explain the
experimentally observed hierarchy of encodings in Sec. III B.
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(a) (b)

FIG. 9. QRC performance on 0/1-binary MNIST classification task. (a) The test classification accuracy of several
classical machine learning methods and QRC on the 0/1-MNIST binary classification tasks. (b) The test accuracy of the
experimental and simulated QRC as a function of number of shots drawn per datapoint, Ns, for the same task.

A. Full Santa Fe laser dataset simulation

In order to showcase the performance of QRC in ideal conditions better, we performed simulations with the full
Santa Fe laser dataset [38] with 1400 train and 600 test data samples, including several regime switching events in
both the train and test set. The parameters of the QRC and classical models were as reported in Sec. I. In addition,
the global pulse encoding was probed with both regular positions with d = 10µm, and the irregular ones. The results
are summarized in Tab. I. The baseline performance level is provided by the naive model that predicts the next step
in the timeseries to be the same as the last timestep in the window, and we take this performance to indicate no
learning. Similarly to the MNIST data, we find that non-linear models, including 4-layer NN, position, and local
pulse encoded QRC, all significantly outperform linear SVR and likely reach thresholds for the task at hand.

model NMSE

naive (tn+1 = tn) 0.96
linear SVR 0.21
4-layer NN 0.0032
QRC (local) 0.004

QRC (position) 0.0038
QRC (pulse) 0.04

QRC (pulse, irregular positions) 0.025

TABLE I. Simulated QRC and classical methods performance on the full Santa Fe laser timeseries task. Lower
NMSE is better. The classical models include the naive model (repeating the last point in the time window) and linear support
vector regression (SVR), while three of the QRC encodings are simulated exactly. The pulse encoding is probed both with
regular and fixed irregular atom positions. The quoted results are for 10-wide window features.

The performance of the global pulse encoding, however, is between the linear SVR and the threshold non-linear
performance. This performance lag can be explained by the effects of thermalization on the global pulse encoding,
as discussed in Sec. III B. A partial improvement to the global pulse encoding performance is achieved by perturbing
the atom positions from a regular to an irregular pattern (see also Sec. I). We ascribe this performance improvement
to the greater diversity in the encoding derived from early time-steps. Our simulations start from a translation-
symmetric all-ground state, and in the regularly spaced chain case, this state evolves with the Hamiltonian with a
weak translation symmetry breaking that is initially only felt close to the system edges. Thus, initial embeddings
drawn respect this approximate translation symmetry and reduce the QRC expressiveness. Irregular atom positions
strongly break translation symmetry, recovering the expressiveness of the early embeddings that are typical of other
QRC encodings that all strongly break translation symmetry. Even with the irregular position improvement, the
global pulse encoding lags behind thresholds reached with other encodings.
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B. Hierarchy of encodings

In the simulations presented, a general picture of the approximate equivalence between local pulse and position
encodings, and the weaker performance of global pulse encoding is seen. In exact simulation, we can explain the
equivalence of position and local pulse encodings by the connection between position encoding and effective local de-
tuning, as derived in Eq. 7. The lag of the global pulse encoding in exact simulations stems from the fundamental limit
induced by thermalization. Unique to the global pulse encoding, data features are encoded successively throughout
the quantum dynamics. Due to thermalization [46], the generic quantum dynamics at sufficiently long times results in
the local observables independent of the exact details of the dynamics. This makes global pulse encoding of data lossy.
The resulting encoding capacity limit does not apply to local pulse and position encodings where at least some of the
early and intermediate-time (compared to thermalization time) drawn embeddings represent the whole data encoded.
This limitation of the global pulse encoding could be circumvented by a process continuously probing information
from the system, a possible example being protocols containing mid-circuit measurement and feedforward [23].

Santa Fe laser timeseries prediction task is particularly suitable for practical manifestations of the encoding hierar-
chy. Being regression, it allows performance differentiation that might be undetectable due to classification thresholds
in the classification tasks. An example of encoding comparison in exact and finite Santa Fe laser task simulations
is presented in Fig. 10(a), where the performance on the reduced dataset (the same as employed in experiments) is
shown as a function of the qubit number for pulse parameters described in Sec. I. In contrast to the full dataset,
where global pulse encoding lagged behind, exact simulations show essentially equivalent performance for all three
encodings, likely due to the absence of highly nonlinear regime switches in the test set. The performance consistently
improves with increasing qubit number. The minute difference in the performance is readily seen; for example, the
rounding of the atom positions to two decimal places directly affects encoding precision and performance. A similar
but stronger effect is seen with finite sampling. With finite sampling and Ns = 110 (corresponding to experiment),
the ineffectiveness of global pulse encoding likely due to thermalization is again manifest, with system size scaling
having the opposite trend from exact simulation. Local pulse and position encodings are essentially equivalent, with
some differences due to the position rounding. Note that some of the differences between encodings stems from the
changing window feature width in the case of the local pulse and position encodings, in contrast to the constant
window width of 10 for the global pulse encoding. This emphasizes further the inverse qubit number scaling observed
for the global pulse encoding.

We next turn to the question of the encoding hierarchy observed in experiments. There, global pulse encoding is
the least effective, with the greatest discrepancy between noiseless simulation and experiment, followed by position
and local pulse encodings. This necessitates the consideration of the experimental noise, where we generically expect
two distinct scenarios:

• Random noise that represents shot-to-shot fluctuations in QRC embeddings. The exemplary sources of the noise
are the inherently stochastic nature of quantum sampling itself, shot-to-shot fluctuations in atom positions (for
position encoding), and decoherence (for the position and local pulse encoding). The random noise does not
present a significant obstacle to QRC performance, as the noise ensemble average mitigates its effects. In
practice, the need for an ensemble average with various sources of random noise increases the effective sampling
requirements of the QRC tasks.

• Systematic noise that arises when the two QRC embeddings drawn from the same data show statistically
significant differences beyond what is expected due to finite sampling. A typical example is the calibration
drift of the hardware that could result in inconsistent QRC embeddings on different pieces of the dataset. The
systematic noise fundamentally affects the QRC performance; in practice, we attempt to manage it by statistical
correlation tracking for different dataset batches, as described in Sec. IID.

As an example of concrete effect, we first observe that the decoherence acts as a systematic noise for the global
pulse encoding and the random noise for the other two encodings. This is due to the fact that global pulse encoding
attempts to encode parts of the data in the already decohered quantum dynamics. The result is the lossy encoding
for the same reason and compounding with the thermalization effects seen in the exact dynamics – the two distinct
data that only differ by later-encoded features could result in a similar embedding. This is likely the main driver
behind the significant performance penalty for the experimental global pulse encoding compared to simulations.

In order to understand the performance hierarchy of the position and local pulse encoding observed in experiments,
we quantify the effects of random noise stemming from the shot-to-shot uncertainty in the atomic positions present in
the hardware [37]. The corresponding simulations use the same parameters as the experimental protocols described
in Sec. I, with the addition of shot-to-shot fluctuations. The position fluctuations, implemented for both encodings,
are generated by independent draws of the uniform random numbers in [0,∆rfl] interval for each shot, atom, and
its two-dimensional cartesian coordinate. In addition, the random site-to-site fluctuations of the local detuning are
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(a) (b)

(c)

FIG. 10. The details of numerically simulated and experimental performance of QRC on the timeseries pre-
diction task. (a) The NMSE (lower is better) dependence on the qubit number for numerically simulated QRC with all
three encodings and the linear SVR for the Santa Fe laser task. The exactly simulated position encoding is shown both with
precise position and the rounding of positions to 0.1 µm precision, as required on the quantum hardware [37]. (b) Numerically
simulated QRC performance of the 10-qubit position and local pulse encoded approaches on the same task as a function of
the RMS magnitude of shot-to-shot position fluctuations. The local pulse encoded results are shown for two different values of
datapoint-to-datapoint local detuning fluctuations. The data shown is for 110 shots per datapoint drawn. (c) The NMSE (left
axis, lower is better) and the training set correlation (right axis, higher is better) as the function of the number of shots drawn
per datapoint (Ns) for 10-qubit global pulse encoded QRC in simulation and experiment. The linear SVR NMSE is shown for
comparison.

also added to make a comparison closer to the quantum hardware due to their relevance as the source of systematic
noise for the local pulse encoding. The local detuning fluctuations are implemented as shot-independent δ∆fl relative
fluctuations to the local detuning magnitude at each site. The main results of these simulations are presented in
Fig. 10(b). While systematic site-to-site fluctuations affect the local pulse encoding, the effect of the shot-to-shot
position fluctuations is very weak. This is in contrast with position encoding, which is more strongly affected by
position fluctuations, particularly at larger position fluctuation amplitudes. While the noise model simulated here is
by no means representative of the exact hardware noise model, the parameters ∆rfl = 0.2µm, δ∆fl = 0.1 are likely
the closest to the hardware observations [37]. Remarkably, at this noise level, the hierarchy between encodings and
even the absolute performance level match well our experimental observations presented in Fig. 2 of the main text.

Finally, we emphasize the practicality of the embedding statistical correlation as the proxy for noisy QRC per-
formance. In Fig. 10(c), we present the shot scaling of the statistical correlation between the exactly simulated and
finitely sampled simulated and experimental embeddings. The test set NMSE is shown for comparison. The statistical
correlation was drawn from all the embeddings on the training set. It is clear from the data presented that both in
the experiment and the finitely sampled simulation, the observed performance is inversely proportional to the embed-
ding statistical correlation. Furthermore, the differences between the experimental and simulated correlation levels
quantify the cumulative effects of all the noise sources and have a direct correspondence to the observed performance
difference between experiments and finitely sampled simulation.
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(a) (b)

(c) (d)

FIG. 11. The details of numerically simulated and experimental performance of 2D QRC on the Tomato disease
image classification task. (a) Numerically simulated test accuracy of the position encoded QRC and several classical methods
on the Tomato leaf disease dataset for several small system sizes. The QRC results are shown for several numbers of shots drawn
per datapoint (Ns), including exact. (b) The numerically simulated and experimental QRC/CRC test accuracy difference on
the kernel geometry constructed Tomato leaf task as a function of the number of shots drawn per datapoint. The system sizes
of 3 × 3 and 9 × 12 are shown. (c) The scaling of the test accuracy against the number of shots drawn per datapoint for
the largest 108-qubit experimental task on the Tomato leaf dataset. (d) The dependence of the classification accuracy on the
training data size (“training curve”) at Nq = 108 for QRC experiment and classical methods.

IV. SUPPLEMENTARY RESULTS FOR MULTICLASS IMAGE CLASSIFICATION

Here, we provide details of additional simulations and experimental results for the diseased tomato leaves classi-
fication task. In Fig. 11(a), the test accuracy of the simulated 2D QRC for several small 2D systems - 3×2, 4×2,
3×3, 4×3, 3×4, 5×3, and 4×4 - and several Ns, are shown. Similar to MNIST simulations, the QRC performance
reaches classical nonlinear problem thresholds, with the finite Ns providing the practical performance limit with a
similar performance plateau as for MNIST. On the experimental side, the shot scaling for the largest system size
employed is shown in Fig. 11(c). The scaling shows that the experiment is still outside of the plateau region for
Ns = 100, and thus direct performance gains are possible with increased sampling. A possible reason behind the
successful system size scaling of QRC is the information redundancy that the large array and increased number of
features provide. The embeddings in a larger system encode similar data features on different parts of the array, with
their dimensions proportional to Nq. The total amount of bitwise shot data extracted from the quantum hardware is
directly proportional to the system size as Ns = 100 is kept constant.

The current experimental sampling limits the synthetic kernel data results presented in Fig. 11(b) as well. While
the 3×3 numerical simulations show significant comparative quantum kernel advantage, the breakeven point is around
Ns = 100. This is somewhat higher than the MNIST simulations, partially due to the smaller dataset size increasing
the uncertainty of the results. As a result, the experimental results at the same system size that can only use 1/2 of the
shots for training and inference do not conclusively show CQKA. The sampling likely leads to the same inconclusive
results on CQKA for the 9×12 system.

Importantly, the QRC trainability is not adversely affected by the finite sampling or the increased embedding
dimension stemming from the large system size. This is clear from Fig. 11(d), where the QRC performance as the
function of the training set size (“training curve”) is similar to that of the two classical benchmarks even in the largest
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experiment performed.
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