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Reflective listening is a fundamental communication skill in behavioral health counseling. It enables counselors to demonstrate
an understanding of and empathy for clients’ experiences and concerns. Training to acquire and refine reflective listening skills is
essential for counseling proficiency. Yet, it faces significant barriers, notably the need for specialized and timely feedback to improve
counseling skills. In this work, we evaluate and compare several computational models, including transformer-based architectures, for
their ability to assess the quality of counselors’ reflective listening skills. We explore a spectrum of neural-based models, ranging
from compact, specialized RoBERTa models to advanced large-scale language models such as Flan, Mistral, and GPT-3.5, to score
psychotherapy reflections. We introduce a psychotherapy dataset that encompasses three basic levels of reflective listening skills.
Through comparative experiments, we show that a finetuned small RoBERTa model with a custom learning objective (Prompt-Aware
margln Ranking (PAIR)) effectively provides constructive feedback to counselors in training. This study also highlights the potential of
machine learning in enhancing the training process for motivational interviewing (MI) by offering scalable and effective feedback

alternatives for counseling training.
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systems; « Human-centered computing — Human computer interaction (HCI).
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1 INTRODUCTION

Counselor training is expensive and time-consuming due to the extensive expert supervision involved [4]. Current
strategies for counselor training usually rely on either role-playing or monitoring and live recording video interactions,
which are then manually evaluated to provide constructive feedback, thus limiting counselors’ opportunities to practice
and receive timely evaluative feedback.

While several promising approaches have been proposed to automatically provide evaluative feedback to coun-

selors [10, 54, 56, 59], generating helpful feedback in real-time remains a challenge. This is particularly the case in

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on
servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2018 Copyright held by the owner/author(s). Publication rights licensed to ACM.

Manuscript submitted to ACM



53
54

56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
929
100
101
102
103
104

ACM Healthcare, 2024, Min, et al.

| start a diet every day but once | get
hungry, | lose my discipline.

e ...n] You really struggle with sticking to your
3 weight loss goals when you're hungry.

Client A, Label: Reflection

MI-consistent
Counselor

Discipline must be paramount, try to
control yourself, it only depends on you.

Label: Non-reflection

<) Ml-inconsistent
Counselor

Fig. 1. Examples of Reflective and Non-reflective Counselor Behaviors.

educational settings, where counseling trainees could benefit from supportive learning environments that allow them
to make mistakes and learn at their own pace while acquiring counseling skills.

Seeking to address this need, we study the task of quantitatively evaluating the language of counseling trainees
when learning to formulate responses to clients’ statements. We believe that the automatic assessment of counselors’
verbal behavior can enhance their training by allowing them to practice reflective listening skills in real-time and
provide immediate feedback. Among core counseling skills, we focus on responses containing reflections, i.e., counselor
statements aiming to understand and reflect on what the client is saying. Figure 1 shows an example of a counselor’s
reflection in response to a client’s situation.

We experiment with two approaches for automatic reflection assessment. First, fine-tuning a small transformer model
using a novel margin ranking-based approach that can output a continuous score learned from discrete annotations
of counseling reflections (PAIR (Prompt-Aware margln Ranking). Second, we use large language models (LLM) and
in-context learning to obtain reflection-quality evaluations.

We conduct a set of comparative experiments to evaluate each system’s ability to learn the correct ranking of
counseling responses. Additionally, we evaluate a real scenario in which we deployed our fine-tuned system (PAIR)
in an educational setting. We conducted quantitative and qualitative evaluations showing that our system is a viable
alternative to manual human feedback.

Our main contributions include: (1) The formulation of the reflection scoring problem and a counseling dataset for this
task; (2) Two LM-based frameworks for reflection scoring using contrastive learning approaches (PAIR, Prompt-Aware
margln Ranking), and LLMs with in-context learning; and (3) Quantitative and qualitative assessments of our models
on the annotated dataset and through in-the-wild deployment and feedback.

2
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While not addressed directly in this work, having the ability to evaluate the quality of a counseling response can
serve as a guiding signal for dialog-based systems to provide evaluative feedback during the acquisition of counseling
skills. This could be implemented using text style transfer and controlled generation approaches, which have been

successfully used in the past for increasing politeness or empathetic tone in user responses [28, 35, 37].

Hence, an important application of our scoring system is being the evaluation component for a counselor response
rewriting system that provides trainees with direct suggestions for improving their responses. Furthermore, our scoring
system could also be integrated into a generation system to guide the production of responses that are more closely
aligned with the principles of effective counseling. We thus believe that our work aligns with the broader objectives of
utilizing NLP to enhance the training and proficiency of care providers, as evidenced by recent studies on the application
of LLMs in the mental health domain [6, 10-13, 57, 58, 67].

2 RELATED WORK

NLP and Behavioral Counseling. Automated analysis and evaluation of verbal strategies used in mental health
conversations has emerged as a promising intersection of psychotherapy and NLP [1]. With rising awareness of the
increased need for mental health care, several NLP models or techniques that aim to enable scalable, efficient processing
and analysis of counseling language have been proposed to understand counseling interactions[21, 39, 43]. Work
has also been done on addressing evaluation and feedback in counseling by measuring the fidelity to treatment via
automatic behavioral coding [2, 14, 47]. Work on this includes predicting and forecasting counselor behaviors, including
questions, reflections, or change talk [8], and also evaluating conversational aspects such as empathy, verbal mimicry,
and conversational tendencies [33, 46, 53, 66]. More recently, dialog-based systems have been explored to address
the issue of mental workforce shortage and assist in developing and evaluating basic counseling skills. Tanana et al.
[59] developed a patient-like conversational agent that interacts with counselors while practicing open questions and
reflections. It categorizes their responses to show percentages of questions and reflections used during the interaction.
Shen et al. [56] generated responses containing reflections using LLMs and context expansion strategies using retrieval
of relevant responses from previous interactions and expanding keywords from the client utterances. Subsequent
work [55] explored the inclusion of domain-specific and medical knowledge to be integrated into the generation of
reflective responses.

Our work proposes a task related to behavioral coding. However, we focus on detecting the overall quality of a

specific verbal behavior (a reflection) rather than categorizing it.

Contrastive and Metric Learning. Contrastive learning focuses on learning representations by contrasting positive
pairs against negative pairs, effectively teaching the model to distinguish between closely related examples [24]. Metric
learning extends this concept by aiming to learn a distance function that can measure the similarity or dissimilarity
between pairs in a meaningful space [25]. Our work uses contrastive learning to frame the scoring problem as a
learning-to-rank issue where training data labels denote pairwise relevance levels based on reflection quality [9, 30].
Inspired by works such as Lin et al. [30], we use binary contrastive estimations between examples of consecutive
reflection quality levels to refine model training. Although initial experiments considered contrastive representation
learning approaches like those proposed by Gao et al. [15], Liu et al. [31], we opt for using margin-ranking objectives
combined with a cross-encoder architecture for both prompt and response analysis, as they showed more adaptability

for our specific application.
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Prompt Response Quality Source Definition
Your mother death was devastating. You are Complex Reflection (CR) ~Expert A complex reflection adds meaning
worried you may die the same way she did. or emphasis, moving beyond what
My mother died of breast cancer, so the person said to infer deeper con-
Tknow I'm going to die of it too cerns.
You believe you will die from breast cancer, just ~ Simple Reflection (SR) ~ Expert A simple reflection stays close to
like your mom what the person said, simply restat-
ing or paraphrasing their words.
You need to have genetic testing in order to Non-Reflection (NR) Crowdsourced A non-reflection offers information
know your own personal risk. We cannot make or advice without reflecting the
clinical judgments based on your mom. speaker’s emotions or thoughts.

Table 1. Example prompt-response pairs and their reflection labels

Large Language Models (LLMs). Recent research and application trends in machine learning have embraced
using LLMs. These models are usually transformer-based generative models with over several billion parameters
requiring extensive training on commercial-scale computing infrastructure. While more challenging to train and run
on most personal computing hardware, these models boast state-of-the-art performance on many natural language
benchmarks and offer easy adaptability to a wide array of domains, including mental health and psychotherapy [6, 10—
13, 57, 58, 67]. Several concerns regarding the deployment of LLMs as opaque systems potentially exacerbating implicit
biases and stereotypes or causing unintended detrimental outcomes have prompted practitioners to exercise caution
when integrating LLMs into patient-facing therapeutic applications [26, 29]. Concurrently, there has been a mounting
interest in leveraging LLMs to enhance care providers’ and clinicians’ training and proficiency. These applications hold
promise for enhancing the capabilities of care providers and clinicians. By harnessing the power of LLMs, professionals
can access a wealth of data-driven insights and personalized recommendations, thereby improving diagnostic accuracy
and treatment efficacy [19, 52]. In this regard, our work focuses on the effectiveness of NLP in providing scalable and
precise feedback for improving reflective listening skills in motivational interviewing training.

A particularly promising aspect of LLMs in therapeutic applications is their capability for in-context learning (ICL)
and prompting [18, 34]. ICL allows LLMs to generate responses or perform tasks relevant to the provided context
or instructions without the need for additional fine-tuning [38]. This is especially advantageous in mental health,
where understanding and generating nuanced language can significantly enhance therapeutic interactions [64]. While
prompting LLMs with specific scenarios or questions related to mental health can guide the models to apply their
generalized knowledge in ways that are directly beneficial to counseling and therapy, the design of effective prompts
for LLMs in mental health applications requires careful consideration of the therapeutic context, the objectives of the
interaction, and the client’s specific needs [27, 65]. This approach not only capitalizes on the linguistic capability of

LLMs but also directs their capabilities toward supporting mental health professionals in providing high-quality care.

3 REFLECTIVE LISTENING DATASET

Motivational interviewing (MI) is a counseling style that motivates clients to make behavioral changes through
collaborative conversation. MI counselors are expected to use standard core counseling skills when engaging with their
clients. Among them, reflective listening is one of the most critical skills counselors must develop to become proficient
in motivational interviewing (MI). It entails responding in a way that recognizes and delves into the significance of
what the client has shared during the conversation [3]. Previous studies have shown that the quality and quantity of
reflection in counselor behavior is empirically correlated with the perceived quality of counseling [47] and treatment
outcome [16]. Given the importance of acquiring reflective listening skills and the need for actionable and immediate

4
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feedback during this process, our work focuses on automatically providing evaluative feedback to counseling trainees

in real time.

3.1 Conversational Prompts

We compiled a new dataset of brief interactions between counselors and clients portraying different levels of reflective
listening skills. Each interaction is in English and includes a conversational prompt with a counseling scenario that
likely leads to a reflective response—usually given to the counseling trainee when learning to elicit reflective responses,
see an example in Table 1. For the remainder of the paper, we refer to these as client prompts.

We build the dataset using both expert and crowd-sourced annotators and leverage conversational data from an
existing counseling dataset [45] annotated with reflections to obtain additional prompt-response pairs containing
reflections.

Hand-crafted Prompts. We manually crafted 318 prompts with the assistance of a Motivational interviewing
expert, who is also one of the authors of this paper. The prompts cover health-related behaviors such as diabetes, weight
management, smoking cessation, vaccination, and alcohol consumption. We use these prompts to collect responses
from expert and non-expert annotators to portray diverse reflection skills.

Prompts from Counseling Conversations. We also use data from an existing conversational counseling dataset [45].
The dataset contains MI counseling conversations with MITI annotations for counselor utterances. We use the reflection
annotation subset to extract prompt-reflection pairs by taking the previous client’s utterance as the prompt along
with counselor responses labeled as complex and simple reflections. We thus obtained 4,365 client prompt-counselor
reflection pairs, including 2,429 prompt-CR and 1,636 prompt-SR pairs. The statistics of the resulting dataset in terms of
the average number of tokens per prompt and reflection quality type, are shown in Table 2. Since this dataset is lower
in quality than our hand-crafted set due to annotation quality and style difference (spoken vs written), we only use this

data for validation and user study.

3.2 Expert Annotations

Two psychotherapists with MI expertise annotate the hand-crafted prompts. We ask them to write complex, simple, and
not-reflection responses for a given prompt using the guidelines of the Motivational Interviewing Treatment Integrity
(MITI) [40] scheme, the current gold standard for assessing the integrity of Motivational Interviewing interventions.!
Annotators had previously undergone MITI training and had worked together on similar annotation tasks. However,
they worked independently, and each annotated half of the available prompts.

We use the MITI definitions as guidelines for labeling simple and complex reflections. Additionally, we defined a

third category to label responses that showed poor or nonexistent reflective skills.

Simple Reflection (SR). These responses reflect what the client said, using different words, e.g., paraphrasing.
Simple reflections typically do not include new insights or inferences. They tend to capture what was just said more
than what lies behind or ahead of the client’s statement. In Table 1, the response “You believe you will die from breast
cancer, just like your mom.” is a medium-quality reflection containing a simple reflection because it adds no additional
meaning to what the client has already expressed. We categorize SRs as mid-quality reflections, whose quality lies

between complex and non-reflections.

IMITI https://casaa.unm.edu/assets/docs/miti1.pdf
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Average number of tokens

Dataset #P t

atase B N Prompt CR SR NR-Expert NR-Crowdsourced
Hand-crafted 318 27 43 31 14 20 26
MI Conversations 4,365 31 31 33 27 NA NA

Table 2. Dataset statistics for each data source. “NR” standards for non-reflection responses.

Complex Reflection (CR). Complex reflections are responses that add or infer something new from the client’s
statement. This may include naming a feeling or emotion that the client has not yet expressed, inferring why the client
might have said something, or stating where they are headed. As an example, the counselor utterance, “Your mother’s
death was devastating. You're worried you may die the same way she did” shown in Table 1 is a complex reflection (i.e.,
high-quality response) as it brings attention to the client’s traumatic experience, rather than merely rephrasing what

was said. Complex reflections are considered a high-quality response.

Non-Reflection. These responses include unsolicited advice or questions asked when a reflection would have been

a better response. NR are classified as low-quality and less desirable during the counselor learning process.

3.3 Non-expert Annotations.

To collect responses portraying beginner to nonexistent counseling skills, we obtain crowd-sourced annotations from
lay individuals using Amazon Mechanical Turk. We believe that such responses provide realistic scenarios of what our
system might encounter in counseling training. This step is inspired by our clinical collaborator’s observation that
providing unsolicited advice is a behavior frequently displayed when trainees are learning to craft reflections. This
strategy allowed us to obtain diverse responses without the need for expert input. Additionally, we ensure response
diversity by requesting three responses per prompt and annotations for unique workers. During the data collection, we
showed a prompt to the worker and asked them to provide “advice” to the given scenario so their responses would

likely contain directive rather than reflective language. Our annotation guidelines are shown below:

Task description. We are collecting responses to various conversational scenarios to help train a conversational
Al system. Your task is to provide advice in response to a given situation or problem described.

Instructions. You will be presented with a description of a situation or problem that someone might be facing.
Make sure you understand the context and the specific issue at hand. Write a response where you offer advice
or suggestions on what the person should do. Think about what you would recommend if a friend came to you

with this problem or situation, aiming to provide clear guidance.

We perform a validation step for crowd-sourced responses and reject them if they fail to follow the guidelines.

Table 2 shows our final dataset statistics and the average number of tokens for each type of reflection in the dataset.

4 LANGUAGE MODELS FOR ASSESSING COUNSELOR REFLECTIONS

We explore two computational approaches for evaluating counselor reflections: (1) fine-tuned language models, and
(2) larger, prompt-based language models with in-context learning. Our choice of these models is driven by their
complementary strengths in processing and analyzing reflective listening within psychotherapy contexts. Fine-tuned
models, e.g., RoBERTa, can be optimized in-house and thus offer practical advantages in terms of computational
efficiency and applicability in training settings. Conversely, larger models like Flan [61], Mistral [23], and GPT-3.5 [7],

leverage their extensive training on diverse datasets to provide a broader, more generalized understanding of counseling
6
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Multi-Level Margin Ranking Loss Prompt-Aware Ranking Loss

e

Score Score Score

Scorer Scorer Scorer Scorer Scorer
t ottt ot 1 ttf t
Prompt CR Prompt SR Prompt NR Prompt Sanci[p{ ed Prompt Sargng il

Fig. 2. Diagram of our model training framework. Our framework uses two types of contrasts between multiple levels of responses.
The solid arrows represent the multi-level margin ranking loss, where different levels of responses to the same prompt are
compared. This loss is designed so that the scorer learns to distinguish high-quality reflections from low-quality ones. The dashed
arrows represent the prompt-aware margin ranking objective, where the comparison is on reflection pairs with different context
prompts. This objective prevents the scorer from ignoring the context prompt when scoring.

language and empathy, essential for reflective listening. Their prompt-based interaction paradigm enables a flexible
assessment of reflections, capturing a wide array of communicative subtleties. In this paper, we compare the efficacy
and applicability of these strategies in evaluating counselor reflections to identify the most effective approach while

providing scalable and effective feedback for counseling training.

4.1 Prompt-Aware margln Ranking (PAIR)

Reflection scoring consists of assigning a score s between [0, 1] to an interaction pair containing a client prompt p and
a candidate reflection by a counselor r. While this task can be considered regression, obtaining ground truth labels for
model training can be expensive and noisy, even with expert annotations. Instead, we develop a scoring framework
inspired by contrastive and metric learning strategies. We pose the scoring problem as a learning-to-rank problem, in
which the training data labels are pairwise relevance levels based on skill level, i.e., depending on whether the response
is labeled as complex reflection (CR), simple reflection (SR), or non-reflection (NR). [9].

For our model backbone, we use Robustly Optimized BERT Pretraining (RoBERTa) [60], but note that our approach
is flexible enough to be used with other transformer-based models. We use a cross-encoder that takes the concatenated
sequence of a prompt and a response pair as input. Since this design choice allows us to model the interaction of
prompt and response tokens directly, we classify our primary model as a cross-encoder-based model, following the
characterization of the encoder provided by Humeau et al. [20]. We draw upon work from Lin et al. [30] to build our
learning objectives, where binary contrastive estimations are computed between examples for consecutive reflection

quality levels.

Multi-level Margin Ranking Objective. We designed a margin ranking loss term to ensure a distance gap between
quality levels of reflections, taking inspiration from Lin et al. [30]. The ranking objective uses a margin parameter y or
2y, depending on the distance between examples being compared in the loss term.Hence, we use g when the quality

7
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gap is within one level, i.e., distinguishing between medium-quality and high-quality pairs (SR or CR) or low-quality
and medium-quality pairs (NR, SR), and 2j when the gap is within two levels, i.e., low quality and high-quality pairs
(NR, CR). The loss is calculated using the equation below, where p is the client prompt and rcR, rsg, rNr respectively
denote CR, SR, and NR responses to p. Similarly, s(p, rcr), s(p, rsr), s(p, rNr) refer to the model predicted reflection

score of the response r, given prompt p.

Lgap = max{0,  — (s(p,rcr) — s(p,7sr))}
+max{0, y — (s(p,rsr) — s(p,rNR))}
+ max{0,2 = u — (s(p,rcr) — s(p,rNR))}

Prompt-Aware Margin Ranking Objective. In preliminary experiments using L4y, the model ignored the client
prompt when making predictions, resulting in incorrect scoring for cases where responses are unrelated to the client
prompt but follow a reflective language style. To address these cases, we designed a prompt-aware objective to penalize
the model against such scenarios.

We thus simulate examples where the model receives a high or mid-quality response but is matched with a non-
relevant prompt context and ensure that cases receive low scores. To provide these examples to the model, we build
an additional set of pairs by sampling CR and SR responses (mcg, msg) from the training batch and matching them
with random prompts from the same batch (p), with the condition that the matched prompts must be different from
the original pairs. Then, we treat the constructed pairs of prompt and mismatched responses as low-quality examples
(NR). The resulting pair should obtain a low score, even if the response itself is a valid reflection. We thus formulate the
following prompt-aware ranking objective, where rcg, rsg, j1, and 2y are defined as in L), while mcg, msg refer to

the mismatched responses.
-Eprompt =max{0,2 * u — (s(p,rcr) = s(p, mcr))}
+max{0, u — (s(p,rsr) — s(p. msr))}

Our final model combines the two metric-learning-based objectives to enforce the correct ranking and prompt
relevance. Figure 2 shows an overview of the training process. The scoring function is the transformer encoder model,
followed by a pooling layer and a sigmoid activation where we combine the £4qp and Lpromp: objectives with equal
weights:

L= -Egap + -Cprompt

4.2 In-context Learning with Large Language Models (ICL-LLM)

In-context learning (ICL) with LLMs represents a paradigm shift in how Al systems are leveraged to understand and
generate human-like text. This approach involves using prompts or examples within the input to guide the model’s
output and capitalize on the extensive pretraining of LLMs across vast and diverse datasets. Pretraining empowers
LLMs with a broad understanding of language and knowledge and enables them to apply this generalized knowledge to
specific tasks or queries without requiring task-specific fine-tuning. This is particularly advantageous as it circumvents
the need for additional computational resources, domain-specific datasets, and the extensive time typically required for
retraining models for new tasks.

ICL with LLMs can have an important impact on the counseling domain streamlining the process of training and
assessing counseling skills by offering scalable and efficient means of providing feedback to practitioners.

8
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We explore the use of ICL in evaluating the quality of reflections in counseling by analyzing the depth, empathy, and

accuracy of the counselor’s responses.

Reflection Classification with ICL. For each client prompt p and counselor response r pair (p, r), we seek to
classify the response r into one of three categories: Complex Reflection (CR), Simple Reflection (SR), and Non-Reflection
(NR). When crafting prompts for LLM-based reflection classification, it is important to concisely encapsulate the
counseling context, provide clear definitions and examples for reflection categories (CR, SR, NR), and highlight the
emotional and linguistic nuances of reflective listening. This ensures the model accurately classifies counselor responses
by recognizing content and empathetic quality within a realistic therapeutic dialogue framework. To achieve this, we
construct a system prompt by incorporating explicit task instructions, definitions of reflection types, and illustrative
examples corresponding to each reflection quality class. The LLM prompt used during our experiments is shown in

Appendix B.4.

5 EXPERIMENTS
5.1 Experimental Setup

PAIR model. Our models use the RoBERTa [32] architecture with pre-trained weights mental-roberta-base [22].

Our choice of pretrained weights is motivated by our domain being similar to the pretraining corpus used for
mental-roberta-base, which contains mental-health topic posts from Reddit, in which counsel-seeking posts are
paired with responding comments. Additionally, we conduct preliminary experiments using the pretrained weights and
found that they improve overall performance.

Recent empirical findings also suggest that further fine-tuning on specialized domains improves performance on
target tasks [17]. While this may come at the expense of performance degradation when applied to out-of-domain
datasets, we prioritized performance over our domain (MI counseling) since we targeted a specific use case.

We implement our models using the PyTorch [44] and Huggingface Transformers [63] packages. For training, we use
the Adam optimizer with a weight decay of 0.01, a constant learning rate of 2e~>, and a batch size of 64 samples. We
also apply a dropout rate of 0.1 to all layers. To efficiently fit the training data into our computing device, we subsample
each data row into a smaller row. Given a prompt-tuple with one prompt and eight responses (2/1/5 CR/SR/NR), we
generate 20 sub-tuples with one prompt and four responses, composed of 1 CR, 1 SR, and 2 NR. In this manner, the total
number of pairwise data is 318 * 20 = 6360. We train for two epochs on one NVIDIA GeForce RTX 2080 Ti, with a batch

size of 64 (using gradient accumulation).

ICL-LLM Models. We experiment with three state-of-the-art LLMs, Flan-T5-XL, Mistral, and GPT-3. More specifi-
cally, we use Flan-t5-XL [61] a T5-based model fine-tuned for instruction-following tasks [48]; Mistral-7B-Instruct-v0.2
[23] a version of the Mistral-7B model that is optimized for adherence to specific instructions; and GPT-3.5-turbo-16k
[7], a model with advanced linguistic capabilities. These models, designed for instruction-following tasks, offer nuanced,
context-aware assessments in therapeutic settings [10], demonstrating a significant capacity for understanding and
processing complex language tasks. Their application in the mental health domain showcases the potential of leveraging
broad contextual awareness and specific guideline adherence for effective scoring in the health conversation domain
[64].

However, black box LLMs such as GPT-3.5 are inherently limited by their closedness. Therefore, they require
careful consideration before deployment in real settings, especially in education or counseling, where understanding

9
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Metrics / Model ~_aive  Naive Naive — Naive  pjpe pAIR  Flan  Mistral GPT-35
Classifier* Classifier ~Regressor* Regressor

Recall@1 0.8952 0.8349 0.9174 0.5873 0.9253 0.6444 0.3325 0.0539 0.3786

Pearson 0.8713 0.7652 0.8994 0.7998 0.8722  0.7205 0.2914 0.1001 0.5330

Spearman 0.8816 0.7858 0.8784 0.7994 0.8811  0.7415  0.2766 0.0900 0.5324

Kendall’s Tau 0.6955 0.5685 0.8653 0.7389 0.8694 0.7216 -0.0936 -0.4173 0.2243

Table 3. Evaluation results on the set-aside test set. Our final model is PAIR. For Pearson and Spearman correlations, the values are
statistically significant with p-value < 0.05.

the decision process is important. Although researchers have devised different techniques such as chain-of-thought
prompting [62] to improve reasoning and boost explainability, LLMs are still not good at offering explanations for their
decisions in the clinical domain [42]. With this limitation in mind, we implement LLM-based prompting as a baseline,

which requires no training data except for a few in-context examples.

Evaluation. To evaluate our models, we set aside 20% of our data as our test set. Our main performance metrics are
recall@1, Pearson and Spearman, and Kendall’s Tau correlation. We compute the Pearson and Spearman correlations
between the model-predicted scores and the discrete label mapped to an integer level corresponding to their order. For
recall@1 and Kendall’s Tau, given a client prompt, counselor responses are arranged into ranked tuples according to the

actual and predicted reflection levels, and we use the actual and predicted rankings to compute their correlation scores.

5.2 Baselines

We compare the different models against baselines sharing the same transformer encoder architecture and pre-trained
weights as the PAIR model. We experiment with classifier and regressor models built using linear heads on top of the
encoders. We use the same transformer model (mental-roberta-base) as our PAIR model and use the same parameter
except for the prediction head. These baselines are primarily motivated by the need to separate the contribution of the
PAIR loss from the contribution of the underlying model.

Naive Classifier. Given a prompt and a response, it outputs a discrete label for the reflection quality of the responses,
i.e., NR, CR, or NR. The classification model is trained using standard cross-entropy loss against a set of discrete
reflection quality labels in our annotated dataset.

Naive Regressor. Given a prompt and a response, it outputs a scalar score (between [0,1]) as the reflection quality
level of the response. This model is trained using standard mean squared error loss. To train this model, we convert
discrete labels into continuous scores using the following mapping: {CR: 1.0, SR: 0.5, NR: 0.0}.

We also conduct evaluations using the same baselines trained on a prompt-aware loss term on top of original losses
for a fair comparison. As in our cross-encoder model, we introduce prompt-aware negative examples by switching the

client context and labeling it as NR.

6 RESULTS

Table 3 shows the evaluation results for the different models and baselines on the set-aside test set while Table 4 shows
the results when using the test set augmented with randomly-matched responses. In both tables, PAIR refers to our
finetuned models trained with the complete set of our objectives, while * indicates that we remove the prompt-aware

objective for ablation during training.
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Metrics / Model ~_aive  Naive Naive = Naive  pujpe pAIR  Flan  Mistral GPT-3.5
Classifier* Classifier Regressor® Regressor

Recall@1 0.8952 0.8349 0.9174 0.5873 0.9253 0.6444 0.3325 0.0539 0.3786

Pearson 0.4892 0.6868 0.5317 0.6902 0.5108 0.7396 0.3644  0.0990 0.4609

Spearman 0.4896 0.7227 0.5018 0.6590 0.5001 0.6795 0.3394  0.0851 0.2766

Kendall’s Tau 0.2397 0.4316 0.4539 0.5824 0.4485 0.5940 0.0371 -0.2757 0.1750

Table 4. Evaluation results on the set-aside test set augmented with randomly-matched responses. Our final model is PAIR. For
Pearson and Spearman correlations, the values are statistically significant with p-value < 0.05.

Prompt Response Model | Prediction
You believe that I may not PAIR 0.82
understand exactly how hard Flan 0.5
your struggle is. Mistral 0.0
(Complex Reflection) GPT-3.5 1.0
PAI .
Have you ever tried to get off coke? Trying to get off coke has R 077
. Flan 0.5
Do you have any idea how hard been really hard on you. -
it is to quit this stuff? (Simple Reflection) Mistral 0.0
d ; GPT-35 05
PAI 11
You need to focus on sobriety and finding R 0
. Flan 0.0
people that want to live clean and healthy. -
(Non-Reflection) Mistral 0.5
on-fefiectio GPT-35 0.0

Table 5. Sample Predictions from the models. The PAIR model outputs a continuous score, while other models’ categorical labels (NR,
SR, CR) are converted to scores for uniform presentation in this table.

In both sets of experiments, recall@1 results are identical, indicating that even after randomly matched responses are
added, all the models can correctly identify responses with the highest reflection level (complex reflection). Moreover,
we note that for the naive classifier models, Spearman correlation scores higher than Pearson correlation, likely because
Spearman correlation measures monotonic relationships, and the naive classifier predictions contain frequent ties due
to outputting a discrete categorization rather than continuous scores as the other models.

Comparison against baselines. The comparisons against baselines show exciting trends. First, when tested on
data without randomly matched responses (Table 3), the best-performing baseline models (Naive Classifier, Naive
Regressor) perform similarly to PAIR* (our PAIR model with the prompt-aware objective ablated). Although PAIR*
outperforms baselines regarding recall@1 and Kendall’s Tau, its Pearson and Spearman correlation coefficients are
slightly worse than the naive models. However, results in Table 4 show that PAIR benefits from seeing mismatched
responses. The experiments with the combined objectives show that PAIR outperforms the Naive Regressor model.
When comparing the Naive Classifier and PAIR, we note that the Naive Classifier models are better for the recall@1
metric. However, we note that the two models are not directly comparable since they represent different frameworks
of prediction and feedback. Additionally, because classifiers output a discrete label, they can be more robust against
some noise in the output logits. Still, we argue that in scenarios where a continuous score is desired, our model is
preferable to the classifier since it can provide more detailed feedback, better conveying the implicit preference ranking
of different responses, as evidenced by its higher Kendall’s Tau score.

PAIR ablations. We also evaluate our scorer models and baselines using ablations for the prompt-aware learning
objective. In Table 3, when we measure the performance of our models on test cases where all prompt-response pairs

are matched pairs (i.e., the response was in response to the matched prompt), prompt-aware models performed worse in
11
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Fig. 3. Distribution of PAIR Predicted Scores and Relationship between Token Length and PAIR Predicted Scores.

all metrics than their * counterparts, showing that using the prompt-aware during training leads to performance losses
when tested on data without randomly matched responses. This suggests a performance trade-off between reflection
scoring and incoherence detection. When we test our models on a dataset augmented with randomly matched negative
responses, we find that the prompt-aware loss leads to improved performance on data that includes random responses.
In Table 4, prompt-aware models perform consistently better than their counterparts on all metrics except recall@1.
This shows the effectiveness of the prompt loss function in preventing the model from ignoring the prompt when
scoring responses, hence making our model robust to cases where relevant responses are not guaranteed.
Comparison against LLMs. Finally, the exploration of LLMs, including Flan, Mistral, and GPT-3.5, revealed
that while these models bring the advantage of extensive pre-training and a broad understanding of language, they
trail behind the PAIR model. As shown in Table 3, LLMs—recall@1, Pearson, Spearman correlations, and Kendall’s
Tau—consistently underperform when compared to PAIR. These results highlight LLMs’ challenges in specialized tasks
without targeted fine-tuning, particularly in nuanced domains like psychotherapy, where understanding subtle language
cues and context is crucial. Notably, domain-specific adaptations and the effectiveness of custom training objectives,

such as the ones in PAIR, are important in achieving higher alignment with expert judgments of reflective listening.

6.1 PAIR Score Distribution Analysis

We visualize the distribution of predicted scores of prompt and response pairs in our test data using our main model,
PAIR. Not surprisingly, Figure 3a shows it is harder for the model to distinguish between simple and complex reflections.
This may be due to (1) the inherent difficulty in differentiating between simple and complex responses [45], and (2) the
relatively fewer number of SR examples in the compiled dataset.

We observe that in our dataset, CRs have more tokens than SRs, and also CRs are longer than NRs on average as
shown in Table 2. Given that we want our models to learn meaningful semantic and stylistic features of reflection
rather than just relying on token response length, we plot the relationship between token length and reflection levels
predicted by our final model.

Figure 3b shows the scatterplot of response length in # of tokens and predicted reflection score, with two regression
lines for the training set (blue) and testing set (orange) results. The regression line for the training set is computed using

12
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model scores, while for the testing set, ground truth judgments are converted to a continuous score identical to that
used to train the Naive Regression model. The large dispersion in the distribution indicates that the response length is
only slightly positively correlated with the PAIR scorer, ensuring that the model is not making spurious generalizations

from the response length.s

7 DEPLOYMENT OF PAIR TO PRODUCE FEEDBACK IN COUNSELING TRAINING

In addition to PAIR on annotated data, we also deploy it in a real-life education setting — a graduate-level MI training
course taught by one of the authors of this paper 2. The graduate students in this class are training to be MI counselors,
and our objective in deployment is to verify our system’s usefulness in providing feedback to trainee counselors.
Several factors drove the choice of PAIR over larger language models (LLMs). Firstly, during our experiments, PAIR
outperformed other approaches and showed (Section 6), a better alignment with an expert evaluation of reflective
listening. Secondly, since PAIR is a more contained model, it reduces the risk of data exposure compared to LLM use.
Furthermore, Regarding latency and reliability, a locally-run, smaller PAIR model offers lower response time and more
predictable and controllable output generation.These advantages make PAIR a better choice for embedding within
larger systems to enhance counseling skills training, aligning with frameworks suggested in prior research [51] while

also ensuring a practical, secure, and effective learning tool for MI training.

7.1 Model Robustness for Deployment Safety

We carried out comprehensive robustness evaluations to ensure the safety and reliability of the PAIR model, especially
in handling a wide array of student inputs. This precautionary measure was conducted to confirm that the model could
effectively manage the diverse and complex nature of student responses in educational settings without compromising
its integrity or the quality of its output.

Beyond measuring the model performance on the test data, we also evaluate the robustness of our models using
the Checklist framework by Ribeiro et al. [50]. We focus our tests on the counselor’s response rather than the client’s
prompt since the main goal is to provide feedback on trainee responses. We assess whether PAIR leverage both stylistic

cues or features of counselor language and semantics. We conducted three main types of tests, as described below.

Minimum Functionality Test (MFT).. Evaluates whether the model correctly scores longer utterances that do not
contain reflection language that is also unseen during training time. We also check whether phrases or expressions
frequently used in reflections e.g., reflection starters such as: “it sounds like .." are correctly identified as non-reflective

when used in isolation.

Directional Expectation Test (DIR).. We test whether paraphrased versions of counselor language receive similar

scores as the originals. For this task, we used an off-the-shelf paraphrase model.®

Invariance Test (INV).. We apply noise to the counselor’s language (typos, punctuation, contractions) and measure
the change in reflection scores. We also test if the resulting score remains low when reflective phrases, e.g., reflection
starters, are inserted into non-reflective counselor language.

For each test, we measure the amount of change in score to indicate scoring failure. For MFT tests, we use dialog
turns extracted from the MITI sessions. Results are shown in Table 6.

2
link
3https://huggingface.co/tuner007/pegasus_paraphrase
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Test Type Description #Samples  Error Rate

MFT_LONG Lengthy NR responses receive low scores. 4,225 0.02

MFT_FRAME Isolated reflective phrases receive low scores. 36 0.07

DIR_PARAPHRASE Paraphrases receive similar scores to the original reflection. 495 0.11

INV_NOISE Typos, contractions, and punctuation errors do not affect the score. 422 0.16

INV_FRAME Reflection phases followed by low quality (NR) response receive low 315 0.03
scores.

Table 6. Failure rate for PAIR error checklist

The results show a low error rate in all the conducted tests, suggesting that PAIR is good at distinguishing a reflection-
sounding language from semantically genuine reflections (MFT_LONG, MFT_FRAME, and INV_FRAME) and further

showing robustness to different types of input perturbation.

7.2 Deployment Setup

To evaluate our model in a real-world setting, we collaborated with psychotherapy faculty at the University of Michigan
School of Public Health. We deployed PAIR in a graduate-level MI training course*. The system was used by students as

part of their course assignments.

System Design and Implementation. We deploy PAIR in a web-based application to provide real-time scoring feedback
to students while learning to create reflective responses to a given client prompt. The system is implemented as a web
server using Nginx,? Gunicorn,® and the Flask” web framework and is run on a secure server. Running PAIR for 30
prompt evaluation and response pairs and providing feedback takes less than one second. The system presents five
client prompts at a time, but students only need to provide at least one response to receive feedback. Students are
allowed to complete their assignment at their own pace as the system is able to save and retrieve their work at any time.
After the assignment is submitted, the model is run in the server and students are presented with detailed feedback to

each response, including two ground truth high-quality reflections for each prompt, and the model predicted scores.

Participants. Our participant pool consisted of 30 students enrolled in a graduate-level psychotherapy class. The
students used our system to complete three assignments that required them to practice their reflective skills. Over four
weeks between January - February 2022, they completed three assignments, each consisting of a set of client prompts
designed by the course instructor. Before using the system, participants were directed to a page where they read the
consent form. If they agreed to participate, they were directed to the main system view showing the different prompts

to be answered for the given assignment. A screenshot of our web interface can be found in Figure 5.

7.3 Usability Evaluation

We designed a 5-point Likert survey to assess the perceived accuracy and usability of our system that was presented to
students after they submitted their assignments. Figure 4 shows the survey questions covering model error and system
usability and the distribution of student responses. Overall, our system received a positive assessment inaccessibility
and performance aspects. We also asked users to submit free-form text feedback to learn more about their experiences

while using the system. Among the submitted comments, positive answers focus on how the application allowed them

4https://sph.umich.edu/academics/courses/syllabi/HBEHED671.pdf
Shttps://www.nginx.com

Shttps://gunicorn.org

"https://flask.palletsprojects.com/en/2.1.x/
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The scores seemed accurate to me. B I
The scores seemed too high (that is too positive) to me. "

The scores seemed too low (thatis too negative) to me. e
The NLP system was difficult to access. I
The NLP system was complicated to use. I

The NLP system had glitches. I

| understood the scoring rubric (three levels) from the NLP system. |
| enjoyed using the NLP system. s ]
The NLP system was a helpful tool for learning MI. I |

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

m Strongly Disagree  mDisagree = Neutral Agree mStrongly Agree

Fig. 4. User survey results on a 5-point Likert scale. For comparing answers in a unified positive scale, questions 5-9 were negated.

GT/Model CR SR NR Accuracy

CR 2341 183 14 0.9223
SR 32 324 26 0.8481
NR 1 24 54 0.6835

Pearson Correlation: 0.7829
Spearman Correlation: 0.5776

Table 7. Confusion matrix of the model predictions on student submissions.

to practice more and build confidence. At the same time, negative feedback is usually concerned with functionality

aspects such as saving and loading their work.

7.4 Evaluation on User-generated Responses

We evaluate PAIR performance in scoring actual responses from students using expert annotations. One of the course
instructors reviewed students’ responses and annotated them as CR, SR, or NR. We use these annotations as our ground
truth set to evaluate the performance of our model. To compare scores and categorical labels, we first convert the
PAIR-predicted score into a discrete label using the following mapping: {CR : [0.7, 1.0], SR : [0.3,0.7], NR : [0.0,0.3] }.
We then evaluate the system performance regarding accuracy and correlation with the ground truth. Results are shown
in Table 7.

As indicated by the confusion matrix and accuracies in Table 7, our model performs the best on correctly identifying
CRs, while performing less well on SRs and NRs. As the distribution of ground truth labels shows, identifying and
encouraging reflective listening is a priority for this class, and hence the low false positive rate shown by the system is

aligned with this design objective.

7.5 Quantitative Error Analysis

To further understand the system performance, we conduct an error analysis based on the false positive and negative
rate. False positives occur when the model provides high scores for responses that have low to nonexistent reflective
language. Conversely, false negatives happen when the model assigns low scores to responses with highly reflective

language. According to MI experts feedback, false negatives are considered more detrimental for MI training as they
15
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may inadvertently reinforce inadequate counseling responses, potentially hindering the development of effective
reflective listening skills. Table 8 shows a false positive and a false negative example. In the first example, the model
overestimates the reflection score. The response empathizes with the client’s frustration but fails to explore deeper
feelings or alternative solutions, which would be characteristic of a higher-quality reflection. In the second example,
the response shows a nuanced understanding of the clients’ situations and express empathy, yet it was scored lower

than their qualitative content suggests. These discrepancies highlight the challenges in accurately assessing reflections.

Prompt Response Score

False positive
Well, how am I supposed to cook red beans and rice if I ~ You are angry because you feel like something you enjoy ~ 0.41
can’t use sausage because of salt? has been taken away from you. You aren’t sure yet how

to handle that loss of freedom.

False negative
I tried giving my kids fruit for snack, if they don’t have You want to make beneficial dietary changes for your  0.21
their cookies, they make a huge fuss. They expect sweets  children, but their poor behavior makes it difficult for you
after school, and I can’t stand the sound of their whining  to follow through. You enjoy preparing food for them and
when they don’t get what they want. Plus, I kind of like ~ wish you could find something they would not complain
baking homemade treats. about that has less sugar.

Table 8. Sample false positive and negative examples

8 ETHICS STATEMENT

Privacy and Data Protection. We ensure that users of our systems are informed of our data collection practices.
Moreover, we conduct data cleaning and anonymization to remove any personal or sensitive information from the

collected data.

Bias and Impact of the Model. Since our model provides feedback on human behavior, there is a risk that the model
may have negative consequences. For instance, biases or artifacts contained in expert annotation can be encoded in
such models and may exert influence on students who are trying to mimic or learn from the model. Although we have
not detected any such examples or trends during the model testing and deployment, we plan to further study and

evaluate the impact of our models in future work.

9 LIMITATIONS

Our work has several limitations, which we aim to address in our future work.

First, our PAIR model is finetuned using data manually annotated by a group of experts for a predefined collection of
simulated client prompts. We included real counseling data in our framework through pretraining, but this data is not
directly used in the supervised training or downstream evaluation of the model. Although we evaluate our model in
the wild through system deployment and user evaluation, we hope to further understand and bridge the gap between
models trained using our data and models trained using counseling data collected in the wild.

Second, in this study, we confined our exploration of large language models (LLMs) to in-context learning using
general-domain frameworks, opting not to finetune LLMs on our specific dataset [64]. This approach is motivated
by prior research indicating that employing LLMs through in-context learning, without fine-tuning, yields superior
outcomes for therapist behavior classification [10]. Additionally, our research focuses on comparing two distinct

paradigms: one utilizing a smaller model with a highly specialized PAIR loss, and the other employing expansive,
16
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generalized LLMs, which are increasingly recognized for their versatility across a broad spectrum of NLP tasks. Moving
forward, we intend to study the potential of LLMs to be effectively fintuned and trained on our dataset, aspiring to
combine the strengths of both targeted and generalized approaches.

Finally, the PAIR system proposed in this paper mainly provides numerical scoring feedback to trainees along with
good reflection feedback that has been designed by the course instructor. We plan on expanding the system to include
models for different types of feedback, beyond mere reflection level scoring. For instance, by exploring generative
models to automatically create counselor responses, reference responses can be provided for students, even when
annotated ground truth is unavailable. Additionally, rewriting models can provide more valuable feedback by presenting

improved versions of students’ responses.

10 CONCLUSION AND FUTURE WORK

In this work, we explored the application of computational models, from RoBERTa variants fintuned on custom losses
to sophisticated large-scale language models like Flan, Mistral, and GPT-3.5, for the assessment of reflective listening in
mental health counseling. Through the use of the PAIR dataset, we have demonstrated the effectiveness of a fintuned
RoBERTa model equipped with a Prompt-Aware margIn Ranking (PAIR) learning objective in providing targeted
feedback for the development of counseling skills. Our findings reveal that the comparatively smaller, fintuned PAIR
model surpasses the performance of more generalized LLMs across an array of evaluation metrics. The PAIR framework
learns to predict continuous scores from discrete label training data and outperforms simple baselines on several metrics,
and we showed its deployment in an educational setting with real students and instructors. We plan to extend our model
to incorporate diverse information that can assist counselors in understanding their clients, such as dialog context,
client background, or medical knowledge.
We make our data available at https://lit.eecs.umich.edu/downloads. html#PAIR.
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A REFLECTION LEVELS AND EMPATHY COMMUNICATION

One of the core tenets of MI counseling is expressing empathy [36, 49]. However, the notion of desirable empathetic
behavior is more specified than general empathetic behavior, since MI emphasizes accurately reflecting client sentiments
and concerns, rather than expressing similar feelings or offering support [5, 33, 41]. Sharma et al. [53] studies different
communication mechanisms for empathetic communication in the text-based mental support domain. In this experiment,
we explore the relationship between empathetic communication and counselor reflection in MI

To study the relationship between reflective verbal behavior and empathy in mental health exchanges, we adopt
Sharma et al. [53]’s computational framework for analyzing expressed empathy. Their EPITOME framework studies
three communication mechanisms of empathy: explorations, interpretations, and emotional reactions, each of which

focuses on expressing emotions, conveying understanding or sympathy, and seeking further information, respectively.

Reflection Source / Empathy Mechanism Emotional Reactions Interpretations Explorations
Pearson | Spearman | Pearson | Spearman | Pearson | Spearman
Ground Truth -0.1454 -0.1533 0.0156" 0.0192* -0.3308 -0.3426
Model Score -0.1355 -0.1319 0.0329* 0.0372* -0.3639 -0.3476

Table 9. Correlation between reflection levels (both ground truth labels and model predicted scores) and EPITOME-detected
communication mechanisms over the entire expert annotated dataset. * indicates results with p-value > 0.05.

We show the correlation between reflection levels and epitome communication mechanisms by computing the Pearson
and Spearman correlations between the grown truth and model reflection levels, and the empathy communication
levels predicted from the EPITOME model proposed in [53]. We train the model on the Reddit mental health dataset
used in the paper to derive the communication mechanism scores and present the results in Table 9. We note a domain
shift of the dataset used in training (Reddit posts and replies) and testing (client-counselor exchanges), which likely
leads to the suboptimal performance of the trained model on our dataset. However, we observe that the EPITOME
model, despite the domain shift, still provides meaningful insights into the relationship between reflection levels and
empathy communication mechanisms.

We observe that emotional reactions and explorations are negatively correlated with reflection levels, indicating
that the reflected verbal behavior of MI counselors is distinct from general empathetic behavior in mental health
exchange. For example, explorative counselor utterances are often in question form, which is low in reflection. Moreover,
although the correlation results are not statistically significant, the small but positive relationship between reflection
and interpretation coincides with the characterization that reflection is a statement that expresses understanding.
Finally, we note that this result is limited by model error and domain mismatch between the Reddit dataset used in
EPITOME and our MI dataset.

B ADDITIONAL INFORMATION ON OUR USER STUDY
B.1 Obtaining Consent from Participants

Before they could access the assignments, participants were asked to read and sign an informed consent form, which
informed them that their submissions would be securely stored and used for academic research. In the case that some
participants were not comfortable doing this assignment, they could choose from alternatives provided by the class
instructor, but no one opted to do so in this study.
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B.2 Data Anonymization and Protection

To ensure that user data is securely stored without compromising privacy, we only ask for 8-digit student IDs for

assignment submission, which then are mapped to unrelated hash strings for storage in a secure server.

B.3 Annotator Guideline for Crowdsourced Data

Project Overview
We are collecting responses to various scenarios to help train a
conversational AI. Your task is to provide advice in response to a given

situation or problem described in a client prompt.

Read the Client Prompt Carefully: You will be presented with a description of
a situation or problem that someone might be facing. Make sure you

understand the context and the specific issue at hand.

Provide Your Advice: Based on the prompt, write a response where you offer
advice or suggestions on what the person should do. Think about what you
would recommend if a friend came to you with this problem, aiming to

provide clear, directive guidance.

B.4 LLM Prompt

1lm_prompt = f""""Your task is to score a counselor response to the client's
prompt \
according to the categories of Complex Reflection, Simple Reflection, and

Non-Reflection in motivational interviewing.

Complex Reflection goes deeper than what the client has directly expressed,
offering a new perspective or insight. \

It often involves paraphrasing or expanding on the client's feelings or
thoughts in a way that suggests a deeper understanding.

Simple Reflection involves mirroring or paraphrasing the client's statement
without adding significant new meaning or interpretation.

Non-Reflection responses do not mirror or expand upon the client's \

feelings or statements but may offer advice, provide information, ask a

question, or change the subject.
1. Complex Reflection Example:
Prompt: {complex_prompt}

Response: {complex_response}
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2. Simple Reflection Example:
Prompt: {simple_prompt}

Response: {simple_response}
3. Non-Reflection Example:
Prompt: {non_prompt}

Response: {non_response}

Target Client Prompt: {prompt}

Target Counselor Response: {response}
OQutput 1.0 for a response that is a Complex Reflection,

Reflection, and 0.0 for a Non-Reflection.

Score:
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B.5 Web Interface

Our web interface used for the user study is shown in Figure 5.
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Disclaimer
1202
1203 Please note that as part of our natural language processing (NLP) project, we will collect data from
your submissions. We will save your responses, your assignment scores, and any feedback you
1204 might give us. Your data will be stored in a secure server owned by our team. Your personal
1205 information such as your name or UMID will not be associated with your submissions, will only be
used to distinguish authorship of submissions.
1206
1207 Instructions
1208 Please write at least one refiection for each of the prompts below. You can save your progress
1209 using the "Save' button at the end of the page. To resume your work with saved responses, type
your UMID and click the 'Load’ button at the end of the page. Once you have completed your
1210 assignment each of your responses will be automatically scored by our system.
1211

When you are finished with the assignment, press the “Submit’ button at the end of the page to
1212 submit your responses. Please note that there might be a latency of 5~10 seconds for the model to
PIOCESS Your responses.
1213
1214 For each prompt, you can submit up to 2 responses using the two input fields
1215 provided.

1216 UMID (Your 8-digit student number, NOT your unigname) *

1217 ‘ |

1218
1219 Prompt 1: Of course, | would like to lose weight and not feel gross all the time. But
| hate all the diets my mom puts me on. I've tried them all. Every time | end up
feeling deprived and hungry. Then | gain all the weight back. I'm getting ready to
1221 give up.
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1229 Prompt 2: We eat at Wendy's a few times a week. It's cheap, fast, my kids like it,
1230 and it's better than those other places. There's a lot worse we could be eating.

1231 Sure, there are better foods than that, but | don't have time to cook.
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Fig. 5. A view of our web interface
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