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Abstract—We consider the problem of intelligent reflecting
surface (IRS) assisted target sensing in a non-line-of-sight (NLOS)
scenario, where the line-of-sight (LOS) path between the access
point (AP) and the target is blocked by obstacles, and an IRS
is employed to facilitate the AP to sense the targets that are
distributed in its NLOS region. The AP transmits orthogonal
frequency division multiplexing (OFDM) pulses and then per-
ceives the targets based on the echoes from the AP-IRS-targets-
IRS-AP link. To resolve an inherent scaling ambiguity for IRS-
assisted NLOS sensing, we propose a two-phase sensing scheme
by exploiting the diversity in the illumination pattern of the IRS
across two different phases. Specifically, the received echo signals
from the two phases are constructed as two third-order tensors.
Then a CANDECOMP/PARAFAC decomposition (CPD)-based
method is developed to extract target parameters from the two
constructed tensors. Simulation results are provided to show the
effectiveness of the proposed method.

Index terms— Intelligent reflecting surface, non-line-of-
sight sensing, OFDM, CANDECOMP/PARAFAC decompo-
sition

I. INTRODUCTION

Intelligent reflecting surface (IRS) has received a great
amount of attention in wireless communications due to its
ability of reconfiguring wireless propagation channels [1].
Specifically, IRS is made of a newly developed metamaterial
comprising a large number of reconfigurable passive compo-
nents. Through a smart controller, the phase and amplitude of
each unit on the IRS can be flexibly adjusted. This allows
for coherent or destructive addition of reflected signals at
the receiver, enabling passive beamforming, increased spectral
efficiency, interference suppression, and other benefits [2].

In wireless sensing systems, IRS provides an additional
virtual LOS link from the wireless node to the target, which
can be leveraged to enhance the sensing performance. When
the LOS path from the wireless node to the target is blocked,
the AP-IRS-target-IRS-AP link provided by the IRS can be
explored for NLOS target sensing [3]. In [4], the authors
examined the radar equation for the NLOS scenario and
evaluated the sensing performance in terms of signal-to-noise
ratio (SNR) and signal-to-clutter ratio (SCR). In [5], an
IRS-aided multi-input multi-output (MIMO) radar detection
problem was considered, where the IRS phase shifts were
optimized to maximize the probability of detection for a
fixed probability of false alarm. Furthermore, [6] considered
IRS-enabled NLOS sensing problem, which involves utilzing
the received echo signal from the AP-IRS-target-IRS-AP link
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Fig. 1: System model of IRS-assisted sensing.

to estimate the target’s parameter. Additionally, the transmit
beamformer at the AP and the reflection beamformer at the
IRS were optimized by minimizing the Cramér-Rao bound
(CRB) for the considered estimation problem. However, [6]
only considered a single target, and it assumed that the rank of
AP-IRS channel is greater than one in order to avoid a scaling
ambiguity that is inherent in IRS-assisted NLOS sensing. Such
an assumption may not be satisfied in practice.

In this paper, we consider an IRS-assisted wireless sensing
system, where the LOS path between the AP and the target is
blocked by obstacles. The AP transmits a sensing signal and
then perceives the targets based on the echo signal from the
AP-IRS-targets-IRS-AP link. To resolve the inherent scaling
ambiguity, we propose a two-phase sensing method, where
the entire sensing cycle consists of two phases, and each
phase employs a distinct IRS-phase-shift profile. By utilizing
the diversity of the IRS illumination pattern across the two
different phases, we develop a CPD-based method that can
uniquely identify target parameters even when there is only a
single path between the AP and the IRS.

II. PROBLEM FORMULATION
A. System Model

Consider an IRS-assisted wireless sensing (i.e., radar) sys-
tem, where the LOS path between the radar/access point and
the target is blocked by obstacles (see Fig.1). The access point
(AP) transmits a sensing signal and then perceives the targets
based on the echo signal propagating through the AP-IRS-
targets-IRS-AP channel. Suppose the AP is equipped with a
uniform linear array (ULA) of M antennas, and the IRS is
equipped with a ULA of N reflecting elements. We assume
that there are K targets located in the area that are illuminated
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by the IRS. Let x(t) € CM denote the transmitted signal, and
G € CN*M denote the channel matrix from the AP to the
IRS. Each reflecting element of the IRS can independently
reflect the incident signal with a reconfigurable phase shift.
Define ¥,, € [0,2n] as the phase shift associated with the
nth reflecting element of the IRS. Also, define the phase shift
matrix of the IRS as

® = diag(e??1, ... eI?n) e VN (1)

Let 6 denote a target’s direction-of-arrival (DOA) with respect
to the IRS. The corresponding steering vector at the IRS can
be written as

a(f) =

dsin(6)
X

1 )
—n 61271'
VN
where d denotes the spacing between any two adjacent reflec-
tion elements, and A is the wavelength of the carrier signal.
For the kth target, the cascaded IRS-target-IRS channel can
be written as

o (N —1)dsin(0)
. e]27r7>\ }T

2

H, = ara(fy)a” (6;) 3)

where &y, € C is used to characterize the round-trip path loss
as well as the radar cross section (RCS) coefficient of the kth
target. Define H £ Zszl H .. In this paper, we assume that
there is only a single dominant path between the AP and the
IRS, i.e., rank(G) = 1, which is usually the case for many
practical scenarios. In fact, as pointed out in [6], under such a
circumstance, the target’s DOA parameter cannot be uniquely
identified due to inherent scaling ambiguities. To ensure the
identifiability of the DOA parameter, the work [6] requires
the rank of the channel matrix G to be greater than 1. Such
a condition, however, may not be met in practice. In this
work, we propose a two-phase sensing method which is able
to identify targets’ DOA parameters even for rank-1 channel
G by exploiting the IRS’s illumination pattern diversity in two
different phases.

B. Received Signal Model

In a coherent processing interval (CPI), the AP transmits
a train of P uniformly-spaced OFDM pulses. In each pulse,
the AP transmits one OFDM block and then receives the
echo form potential targets. Suppose there are L orthogonal
subcarriers in each block and the subcarrier spacing is set as
Af = 1/Ty. The duration of one block is T' = T¢, + Ty,
where Tt is the length of the cyclic prefix (CP) and Ty is
the duration of an OFDM symbol. Define Tpg; as the pulse
repetition interval (PRI). The baseband signal in the pth pulse
can be expressed as

L

= Bie?* A (t — pTgy) €5

=1

where pTpr; < t < pTpri+ T, £(t) is the rectangular function
that takes 1 for ¢ € [0,7] and 0 otherwise [7], and §; is the
unit-energy modulated symbol which satisfies |3|?> = 1, VI.
For such a signal, it can be readily verified that the CP is
a repetition of the end part of the OFDM block for any
Tp = pI,1 > p > 0. Also, for simplicity, we assume
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Fig. 2: A schematic of signal transmission in one pulse
repetition interval.

B; = B,V in this paper. Suppose we use a distinct transmit
beamforming vector w, € CM to transmit the pth pulse. Then
the transmitted signal can be expressed as

@, (t) = \/Prw,s,(t)exp(j2n fot) 5)

where P; denotes the transmit power and f. denotes the carrier
frequency. Assume that the kth target is located at a distance
of Ri (m) from the IRS and the target is moving towards
the IRS with a radial velocity of vy (m/s). After transmitting
the pth pulse, the AP starts to listen to its echo signal after
a duration of 274 /c seconds, where ¢ denotes the speed of
light and 7o denotes the distance between the AP and the
IRS. Such a duration is used as a guard interval to avoid the
interference signal directly reflected from the IRS (see Fig.2).
Also, we make the following assumption in order to acquire
the complete echo signal reflected from the targets.

Assumption 1 The echo signals from all potential targets are
assumed to lie within the interval of [2ria/c+T, 2ris/c+2T +

Tep)-

To process the received signal, a Fourier transform operation
is performed over the interval [2ra/c + T + Ttp, 2ria/c +
2T). When Assumption 1 is satisfied, it means that the earliest
possible echo signal reflected by a potential target will be
received over the interval [2r1a/c + T, 2r1a/c + 2T, and the
latest possible echo signal reflected by a potential target will
be received within the interval [2ris /c+T +T¢p, 2114 /c+2T +
T¢p). Since the CP part is the repetition of the end part of the
OFDM block, the interval [2rip/c + T + T¢p, 2ria/c + 27
contains each target’s complete echo signal.

Since the AP operates in a listening mode within the interval
[2ria/c + T, Tpri), the received echo signal only contains
signals reflected by targets. Thus, for the pth pulse, the
received signal at the mth antenna of the AP can be written
as

K
Jpan(t) =Y gh® Hy®Ga,(t
k=1

= Tpk) + ﬁp,m(t) 6)

where g,, is the mth column of G, 7, = M

is the round-trip time delay associated w1th the kth target cis

the speed of light and 7, ,, (¢) is the additive Gaussian noise.

For notational simplicity, we define 7, = %, o %kf < and
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Fig. 3: A schematic of signal transmission for the two-phase NLOS sensing scheme.

T2 QTC‘A. We have 7, = 7 + T — vipTemt - After removing

the carrier frequency, the baseband signalc can be written as

K

Up.m(t) = Zo_ckbm(ﬁk)zp(ﬁk, vk)Sp(t = Tpk) + pm(t) (7
k=1

where a;, S \/Edke_jQWfC(T’“"_TU), bm(ek) S g%@Ta(Hk),

2p(Ok, i) £ aT(0r)®Gw,e??™PTevve and 7y, ,,(¢) is the
baseband noise.

Taking the Fourier transform of the received pth pulse
baseband signal over the interval [2715 /c+T+T¢p, 2r1a /c+2T)
(note that 79 = 2r1a/c), the signal associated with the [th
subcarrier is given by

pTpri+70+2T
ol = |
pTpri+T0+T+Tep

Plugging (4) and (7) into (8) and after some simplifying
operations, we have

:gp_’m (t)eijﬂ'lAft dt (8)

(€))

K
Tp.mll] =BTa Y kb (64)
k=1

X 2 (O, v )e I2mAf(TetTo) Np.ml]
It is assumed that n, ,,[!] is a complex Gaussian variable with
zero mean and variance o2, i.e., n, ,[l] ~ CN(0,0?). Define

ap £ apBTy, and ignore the common phase term 7 in (9),
we have

K
Ypmll] = D kb (01)2p (O, vi)e™ 2T ny l] - (10)
k=1
Our objective in this paper is to estimate the DOAs, time
delays and Doppler shifts associated with the K targets
{0k, T, vk }. To this objective, we develop a two-phase sensing
scheme, which allows us to construct two tensors and then
a CPD-based method can be employed to jointly estimate
the parameters even under the challenging scenario with
rank(G) = 1.

III. PROPOSED METHOD

A. Two-Phase Sensing Scheme
To resolve the inherent scaling ambiguity in target estima-

and phase 2, and each of them is assigned a distinct IRS phase-
shift profile. In each phase, the AP transmits P pulses in total.
The pulse repetition interval is Tpgy, and the interval between
the Pth pulse in phase 1 and the first pulse in phase 2 is also
set to Tpgry (see Fig.3).

B. Tensor Representation and CPD

Let ®; and ®, denote the IRS phase shift matrices em-
ployed in phase 1 and phase 2, respectively. Define b; ., (6x) =
gl ®la(0y), 2ip0kvr) 2 al(0y)®;Gw,e? P vk,
where ¢ € {1,2}. For each subcarrier ! of the received echo
signal in phase ¢, stacking the signal from all P pulses and all
M antennas, we can construct a matrix Y; (1) € CP*M | with
its (p, m)th entry denoted by (cf.(10))

K
Yonll] = kb m(6r)
k=1

Y
X 2i,p (O, vi)e 2T 4y ]
Consequently, we have
K
Yi(l) = o fil(ri)zi (O, vi)b (0) + Niy  (12)
where zi(Hk,zf:)lé [2i1 Ok, vr) -+ 2ip(Ok, )T € CF,

bi(0r) = [bi1(0k) -+ bim(0e)] € CM, and fi(m) =
e~J27IAfTk - By concatenating the received signals across
L subcarriers, we can naturally obtain a third-order tensor
Y; € CPXMXL with its (p, m, [)th entry given by [Y;(1)]p.m.
whose three modes respectively stand for the pulses, the AP’s
antennas, and the subcarriers. Note that each slice of the tensor
Y, is Y (1), which is a weighted sum of a common set of rank-
one outer products. Therefore the tensor Y; admits a CPD as

K
Vi=Y 20k, i) 0 bi(0k) 0 i f(74) + N
k=1
where f(1,) = [e 72O 7w
GT<I>ia(9), N, denotes the additive noise, and o de-
notes the outer product. z;(f,v) = (W G'®;a(h)) ®

13)

. eszwLAf'rk]T’ bi(o) _

tion, we consider a two-phase sensing scheme, in which the (d(v)), in which d(v) = [e/?™Tv ... i27PTerv|T ¢
entire sensing cycle is divided into two phases, say, phase 1 CF, W £ [w; --- wp] € CM*F and ® denotes
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the Hadamard product. The associated factor matrices

can be given by A; = [z;(01,v1) - z;(0k,vK)] €
CPXK, B; £ [bz(él) bz(HK)} S (CMXK, c £
[1f(m1) - axf(rk)] € CEXE, Under a mild condition,

the unique CPD of Y, can be achieved by utilizing the
Vandermonde structure of the factor matrix C' [8].

C. Target Parameters Estimation

After CPD, we now have access to the estimated factor
matrices {A;, B;,C;}, in which i € {1,2}. Note that for
both phases, the factor matrix C; remains the same, i.e.
C1 = Cy = C. Due to the inherent permutation and scaling
ambiguities, the estimated factor matrices are related with the
true factor matrices as

Al =AML+ B ( Ay = AT, + E,

By = BiASTL + E; ( By = BoloIlh + By (14)

C, = CAsII, + E; Cy = CT5I0, + Ey
where {A1, A2, A3, } and {I';,T'5, T3, } are unknown non-
singular diagonal matrices satisfying AjAs;As = I and
I TeI's = I, {IL;} are unknown permutation matrices,

{E1, Es, E3} and {El,EQ,Eg} are estimation errors.

Notice that both C 1 and Cg are associated with a common
matrix C. This fact can be used to remove the relative
permutation between c 1 and ég. Define

|(61J€1 )Hé27k2 ‘

€1,k (212,15 |2
where €, and &y, are, respectively, the kith and kath
column of C’l and ég. Since C' has distinctive columns,
with each column characterized by a different time delay
parameter, py, i, achieves the largest value when é; j, and
éo 1, correspond to the same target. Define a permutation
matrix I3 £ ler) e,r(K)]T e {0, l}KXK, where e, (1)
is a standard basis vector, and 7 (k) = arg maxy, {px,k, } f—1 -
Ignoring estimation errors, we should have ITs = II;II5. Then
we can utilize IT3 to remove the permutation between {A}
and {Ag} {Bl} and {B5}, {C1} and {C,}. For example,
let B1 2B 1II3, We have

By = BiAILIL; + Eoll; = BiAoIl, + EoIT;  (16)

Then we have column-aligned Bl and Bg, i.e., the same
columns of each pair of two factor matrices are associated
with the same target. Similarly, we can access to A =
41A1H2 + E1H3, Cl = CA3H2 + E3H3. Note that both
C, and C, are estimated as a Vandermonde matrix based on
the estimated generators. Hence theoretically we should have

Pl ks = (15)

T3A;' =1.
Recall that b;(f) = G”®;a(f). Hence we can write
B, = GT‘I%‘E, where & £ [0(91)0(9}{)] € CNxK,

Note when rank(G) = 1, G can be expressed as G = cuv?.

Consequently, we define a new vector ka € CM, in which the
mth entry can be calculated by the element-wise division of
[B1]m.x and [Ba] 1, i.e.,

Recall each column of A; is glven by Zi(Og,vy) =

(W'G"®,a(0k)) ® (d(vy)). Define 7 2 [A1], 1/[As]p -
We have

A s [Ailpr  uT®1a(00)[ A1)k

Tl = A, T W Eaa@ T 1Y

in which both ¢, ;, and ¢, are noise terms. To remove the
amplitude ambiguities, we further define

~ A 1 M ~B 1 & ~A
A(0k) = M Z[’“k]m P Z[T‘k]p
m=1 p=1

uTéla(Qk)[Ag]kyk uT<I>1a(0k)[A1]k1k

~ . (19)
uT@ga(Hk)[Fg]k,k uT<I>2a(9k)[I‘1]k,k
(@) ul'®,a(6)) 2
uT ®ya(6y)
where (a) comes from the fact that A{AgAs = I, I'1 oI5 =

I, and T3]y x[As], ), = 1.
Next, based on the above relationship, we can estimate the
target’s DOA via the following criterion

0, = arg min 19(6k) —v(0)]I3
T (o) 2 (20)
st v(0) = (ZT‘I'%) , 0 €Dy

where Dy is the feasible region of # and the above problem
can be easily solved by a one-dimensional search.

Note that the kth column of A; is characterized by both 6y,
and vy. Specifically, the kth column of A; and the kth column
of B; are related as z;(0g, 1) = (W1b;(6;)) ® ® (d(vk)).
After the DOA is estimated, deﬁpe B, = GT <I>zu €
CMxK with & £ [a(fy)-- (aK)], and define A; €
(CfDXK with [Al]ch = [A ]p k/[W B 1p,ks [AQ}p ko=
[As], 1/[WT By, 1. Hence the Doppler shift can be esti-
mated via a correlation-based scheme as

“i{{ k()|
(%)l

where @, ; denotes the k:th column of A,. We then compute
the average of the two estimates as the final estimate of
the Doppler shift, i.e., o, = (P15 + P2,%)/2. The velocity
estimate of the kth target can be calculated as v = Dgc/2f.
The round-trip time delay {7; ,} can be calculated from the
estimated generators {f; 1.} as

- arg(fig)

Tik = —orr

’ —21Af

where arg(f; ;) denotes the argument of the complex number
t; 1. Similarly, we obtain 7y, = (715 + T2,k)/2.

Uig = arg max 21

(22)

IV. SIMULATION RESULTS

In this section, we present numerical results to evaluate the
estimation performance of the proposed method for NLOS
target sensing. We examine a two-dimensional scenario, where
the AP and the IRS are located at coordinates p,p = [0, 0]
and prg = [100,100]7m, respectively. In our simulations,

[723] N [31]m,k B ul ®1a(0;)[Ask.k L (17) the system carrier frequency is set to f. = 60 GHz. The
klm = [32]771,1@ B uT ®ya(0;)[Talk.k ™k length of an effective OFDM symbol is set to Ty = 2us
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and the length of the CP is set to Tt, = 1us [9]. The pulse
repetition interval is set to Tpr; = 8us. The channel of the
AP-IRS link is generated based on the geometric channel
model with only a LOS path and the distance-dependent path
loss as in [10]. In our experiments, we consider K = 2
targets, both located within the angular range of [30°, 45°] with
respect to the IRS. The coordinates of the targets are set as
p; = [633,-170)Tm and p, = [541, —245]"m. The targets’
radial velocities with respect to the IRS are set to v; = 16.66
m/s and vy = —22 m/s, respectively. The targets’ radar cross-
section (RCS) is assumed to be one [6]. In our experiments, the
beamforming vector w), is optimized to orient its beam toward
the IRS, maximizing the received signal power. The reflection
coefficients of the IRS are set different in two different phases
in order to exploit the diversity of the IRS’s illumination
patterns. The received signal-to-noise ratio (SNR) is defined
as SNR £ ||V — N||2/|IN]|%. All results are averaged over
103 Monte Carlo runs.

The performance is evaluated by the mean square error

(MSE), e.g, MSE(C) = % X4 E (16 — Gull3). where ¢
denotes an estimate of the parameter ¢, which corresponds to
one of the parameters {0, 7,v}. The MSE of our proposed
method as a function of the SNR is plotted in Fig. 4(a)-
4(c). The CRB results for different sets of parameters are
also included for comparison. From Fig. 4(a)-4(c), we see
that as the SNR increases, our proposed method achieves
an estimation accuracy that is close to the theoretical lower
bound. This result validates the efficiency of the proposed
method for NLOS target sensing. Additionally, from Fig.
4, it is seen that the proposed method provides accurate
estimates of the target’s parameters even in a relatively low
SNR regime, say SNR = —5dB. Notably, for NLOS sensing
task, the SNR is usually low due to the round-trip path loss
and reflection loss. Hence the ability of extracting parameters
reliably under a low SNR environment has a significant
implication in practice. We also compare our proposed method
with the MLE-based method [6]. For a fair comparison,
the AP-IRS channel is assumed to be Rician fading, i.e.,
G = /7/A+7)G"® + /1/(1 +7)GNO5, where the
Rician factor is set to v = 5dB. We focus the comparison on
a single static target and rank(G) = 5. The results showcased
in Fig. 4(d) demonstrate that our proposed algorithm has
a clear performance advantage over the MLE-based method
[6]. This can be explained as follows. The method in [6]
requires additional degrees of freedom provided by the AP-IRS
channel to resolve scaling ambiguity in DOA estimation. In
contrast, our proposed method removes the scaling ambiguity
by leveraging IRS illumination diversity across two phases.

V. CONCLUSION

In this paper, we proposed a novel two-phase sensing
scheme for NLOS sensing in an IRS-assisted wireless system.
The AP transmits OFDM pulses and then perceives the targets
based on the echoes from the AP-IRS-targets-IRS-AP link.
A CPD-based method was introduced to recover the DOAs,
Doppler shifts, and time delays of the targets distributed in

—F8— Proposed
CRB

I —F8— Proposed
CRB
102
S
g
S 10
10°®

-10 0 10 2 -10 0 10 20
SNR(dB) SNR(dB)

(a) MSE and CRB of 6. (b) MSE and CRB of v.

Proposed
%L - MLE-based [6]
X
=

—&— Proposed B
CRB

MSE(r)

-10 0 10 2( -20 -10 0 10 20
SNR(dB) SNR(dB)

(c) MSE and CRB of 7. (d) MSEs of 6, with v = 5dB.

Fig. 4: MSEs/CRBs of target’s parameters versus SNR, with
P =10, L =10, M =16, N = 32.

the NLOS region of the AP. Simulation results are provided
to show the effectiveness of the proposed method.
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