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Abstract—Intelligent machine learning approaches are finding
active use for event detection and identification that allow real-
time situational awareness. Yet, such machine learning algorithms
have been shown to be susceptible to adversarial attacks on
the incoming telemetry data. This paper considers a physics-
based modal decomposition method to extract features for event
classification and focuses on interpretable classifiers including
logistic regression and gradient boosting to distinguish two types
of events: load loss and generation loss. The resulting classifiers
are then tested against an adversarial algorithm to evaluate their
robustness. The adversarial attack is tested in two settings: the
white box setting, wherein the attacker knows exactly the clas-
sification model; and the gray box setting, wherein the attacker
has access to historical data from the same network as was used
to train the classifier, but does not know the classification model.
Thorough experiments on the synthetic South Carolina 500-bus
system highlight that a relatively simpler model such as logistic
regression is more susceptible to adversarial attacks than gradient
boosting.

Index Terms—Event identification, machine learning, mode
decomposition, grid security, adversarial attacks, robustness.

I. INTRODUCTION

W ITH the increasing need for real-time monitoring of the
grid dynamics, machine learning (ML) algorithms are

providing viable and highly accurate solutions that support the
system operator’s requirement in making informed and timely
decisions for reliable and safe operation of the system. In
particular, such algorithms are invaluable for leveraging high-
fidelity synchrophasor data (obtained using phasor measure-
ment units (PMUs)) in real-time for accurate event detection
[1], [2]. However, PMUs have been shown to be susceptible to
adversarial attacks [3], [4] which in turn can lead to erroneous
outcomes from the learned ML models.

In [5], the authors evaluate false data injection (FDI) attacks
on ML-based state estimation models that rely on supervisory
control and data acquisition (SCADA) network. The authors
use data poisoning and gradient-based attacks as the threat
models and show that such attacks are very successful in
causing the state estimator to fail. More recently, [6] evaluates
white box adversarial attacks against event classification mod-
els based on deep neural networks. Those models utilize time-
series PMU measurements to classify between ‘no events’,
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‘voltage-related’, ‘frequency-related’, or ‘oscillation-related’
events.

In contrast to the above-mentioned recent results, we focus

on real-time event identification using PMU data and physics-

based modal decomposition methods along with interpretable

ML models. Our event identification framework leverages the
approach in [7] and involves two steps: (i) extract features us-
ing physics-based modal decomposition methods; (ii) use such
features to learn logistic regression (LR) and gradient boosting
(GB) models for event classification. Our primary goal is

to design an algorithmic approach that generates adversarial

examples to evaluate the robustness of this physics-based event

classification framework. We evaluate our attack algorithm in
two distinct settings: white box and gray box. In the white
box setup, we assume that the attacker has full knowledge of
the classification framework including the classification model
(i.e., knows both (i) and (ii) detailed above), and can only
tamper with a subset of PMUs. On the other hand, for the
gray box setup, we assume that the attacker does not know
the ML classifier used by the system operator or the data that
was used for training; however, the attacker has knowledge
of the aspect (i) of the framework, has access to historical
data from the same network, and can tamper with a subset of
PMUs. In either setting, the attack algorithm perturbs event
features in the direction of the classifier’s gradient until the
event is incorrectly classified. Using detailed event-inclusive
PSS/E generated synthetic data for the 500-bus South Carolina
system, we show that both types of attacks can significantly
reduce the accuracy of the event classification framework
presented in [7].

II. SETUP

We first describe the event identification framework, intro-
duced in [7], and the two classification models we consider.

A. Event Identification Framework

We focus on identifying two classes of events: gener-
ation loss (GL) and load loss (LL), denoted by the setE À {GL, LL}. These events are measured using M PMUs,
each of which has access to three channels, namely, voltage
magnitude, voltage angle, and frequency, indexed via the
set C = {Vm,Va,F }. For a given event in E and channel
c À C, the collected time-series data from M PMUs yields
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a matrix xc À RMùN , where N is the length of the sample
window. Thus, for a given event, the data collected is given
by x = [[xVm ]T , [xVa ]T , [xF ]T ]T À RCMùN , where T denotes
transpose of a matrix/vector.

In order to evaluate the robustness of this event identi-
fication framework, we follow the same feature extraction
technique as in [7] by assuming that the system dynamics can
be captured by using modal decomposition to extract a small
number p of dominant modes that represent the interacting
dynamics of power systems during an event. We refer the
reader to [8], [9] for more details on modal decomposition
used in this context. These dynamic modes are defined by
their frequency, damping ratio, and residual coe�cients that
comprise the presence of each mode in a given PMU [10],
[11]. The mode decomposition model is:

xci (n) =
p…

k=1
Rc
k,i ù (Zc

k)
n + ✏ci (n), i À {1,… ,M}, c À C

(1)
where xci (n) is the time-series signal for the ith PMU and
channel c À C, Rc

k,i is the residue for the kth mode and
ith PMU, Zc

k = exp(�ckTs) is the kth event mode with
�ck = �ck±j!

c
k and Ts is the sampling period, and ✏ci (n) is noise.

The mode �ck, defined by �ck and !c
k, representing the damping

ratio and angular frequency of the kth mode, respectively. The
residue Rc

k,i is denoted by its magnitude Rc
k,i and angle ✓ck,i.

The dynamic response to an event is captured by a subset of
the system PMUs (M ® < M) which are chosen based on the
highest PMUs’ signal energy for a given channel and event.
Finally, by extracting the values described above for a given
channel and event, we define the feature vector as

X =
⌅
{!c

k}
p®
k=1, {�

c
k}

p®
k=1, {Rc

k,i}
p®
k=1, {✓

c
k,i}

p®
k=1

⇧
iÀ{1,…,M ®},cÀC

(2)
Here, we select only the first p® = p_2 modes, since typically
modes are composed of complex conjugate pairs; by choosing
the first p® modes, we keep only one of each conjugate pair.

To compose the overall dataset, we assign event class labels
as yi = *1 and yi = 1 for LL and GL, respectively. Taking
such pairs of event features and their labels, we define the over-
all dataset as D = {XD,YD} where XD = [X1, ...,XnD ]

T À
RnDùd , YD = [y1, ..., ynD ] À RnD , and nD is the total number
of events from both classes.

B. Classification Models

We use logistic regression (LR) and gradient boosting (GB)
classification models as the ML models for the evaluation
of the framework and design of adversarial attacks. For LR,
classification requires computing the probability of event yi as

P (Y = yiXi,w) = 1
1 + exp(*yiwTXi)

(3)

where w is the separating hyperplane between the two classes
that would minimize the average classification error over the

training data. The optimum estimator is obtained by minimiz-
ing the logistic loss as:

wLR = argmin
w

n…
i=1

log(1 + exp(*yiXT
i w)). (4)

Gradient boosting is an ensemble learning algorithm which
builds on weak learners, that in our case are decision stumps
(single level decision trees thresholded on one feature), each
based on a single feature. GB models are trained with an
iterative greedy approach which minimizes error of each new
weak learner by fitting to the residual error made by the
previous learned predictors [12]. The output of the GB model
is

F (X) =
d®…
m=1

dtm(X), where dtm(X) =
T

v1m, Xjm f thm
v2m, Xjm > thm.

(5)
where dtm is the mth decision tree with its regression output
being v1m or v2m and thresholding the jm feature at thm. The
final GB classifier is obtained by mapping F (X) to the [0, 1]
range using a sigmoid function and thresholding at 0.5.

For the purposes of this work, we consider only the two
classification models described above. We focus on these
two models since they are interpretable, fairly simple, and
amenable to the same threat models (see the next section),
while including two di�erent levels of complexity.

III. THREAT MODELS

In order to evaluate the vulnerability of the event identi-
fication framework, we consider two settings: (i) white box;
and (ii) gray box. In the white box attack setting, we assume
the following: (a) the attacker has full knowledge of the
event identification framework, (b) access to all measurements
and their corresponding ground truth event label but with
restricted ability to only tamper with a subset of PMUs, and (c)
knowledge of the ML classifier used by the system operator,
including all the parameters of the classifier learned by the
operator.

In the gray box attack setting, while assumptions (a) and
(b) on the adversarial capabilities still hold, we now assume
that the attacker does not know the classification model used
by the system operator, but has access to historical data that is
not necessarily the same as that used to train the classifier. In
either case, our attack algorithm is designed to spoof a specific
classifier: in the white box setting, this classifier is the true
classifier used by the operator; in the gray box setting, it is a
di�erent classifier trained on the adversary’s own data.

A third possible threat model would be a black box attack, in
which the attacker does not even know the event identification
framework. However, this would entail establishing an entirely
separate event identification framework to use for the attacker,
which is beyond the scope of this work.

A. Targeted Adversarial Example Generation

Algorithm 1 (illustrated in Fig. 1) describes how we
generate adversarial PMU data. The algorithm utilizes the
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Start Xatk = Xatk + τ
Yes

End NoOutput:
xatk

xatk = g(x)
Xatk = h(xatk)

f(Xatk) = y

Yes

No
xi

atk ← h-1(Xatk) 
for i ϵ smatk

xatk = g(x)
Xatk = h(xatk)

f(Xatk) = y &
iterations ≤ K 𝒜

Inputs:
x, y, τ, smatk

Fig. 1: Attack algorithm using perturbation vector ⌧ on subset of targeted PMUs SMatk to generate adversarial PMU data xatk. The function
g is a signal energy boosting function, h is a modal decomposition conversion function to extract features, f is the classifier, and A is the
feasible set of feature values.

knowledge of classification models to perturb an incoming
feature vector such that the direction of the perturbation is
chosen to point towards the negative gradient of the classifier.
The tampered vector of features is then reconstructed to obtain
a time domain signal for each of the PMUs tampered by the
attacker which then replace the original measurements at these
PMUs. The resulting collated tampered and untampered event
data across all PMUs is passed through the learned classifier
for reclassification. This entire procedure is repeated until
the classifier fails to classify correctly or when a maximum
number of iterations K is reached.

We explain the steps of Algorithm 1 as follows. The function
h represents the the transform function described in Section
II-A, and f is the classification model used by the attacker (in
the white box setting, this is the same as that at the control
center; in the gray box setting, it is di�erent). First, we check
whether f (h(x)) = y; that is, whether the event is classified
correctly. If not, there is no need to attack it. Next, we start
with the untampered time domain data x and boost it so that
the PMUs controlled by the adversary are present in the feature
vector; this step is represented by the function g, which outputs
the initial time domain attack vector xatk. In particular, recall
from Section II-A that only for the M ® PMUs with highest
energy are the modal residues kept in the feature vector X.
To ensure that the PMUs controlled by the attacker, denoted
by the set SMatk , are among these M ® PMUs, their energy is
boosted by applying xatk

i } �xatk
i iteratively for all i À SMatk ,

where � > 1, until the set SMatk is included in the set of M ®

PMUs kept in the feature vector.
The perturbation vector ⌧, which is designed based on the

classification model f and is meant to be a vector such that
changing the feature vector in the direction of ⌧ will cause the
event to be misclassified. The precise details of designing ⌧
are described in the next subsection. The feature vector Xatk

is extracted from xatk and perturbed by ⌧ until f (Xatk) = y®

where y® is the incorrect event class label. To ensure that the
tampered signal remains within reasonable bounds, the feature
classes are restricted to lie within a feasible set A, defined as

A = {X : !c
k f �!, �ck > �� , �R,min f Rc

k,i f �R,max,
for all k, c, i}. (6)

where �!, �� , and �R,min and �R,max are the bounds for fre-
quency mode, damping mode, and residual amplitude features.
Note that ✓ is not restricted since any numerical value of it will
be equivalent to a value in [*⇡,⇡] when performing the modal
analysis transformation but allows a larger set of feasible and
relevant attacks. After perturbing Xatk by ⌧, it is projected
onto A to ensure it is feasible.

Once the event features are misclassified in the inner
loop, the time domain signals for the compromised PMUs
are boosted before replacing the original signal replaces the
original signal. The resulting tampered time-domain signal is
denoted by xatk

i , where xatk
i } h*1(Xatk, i), and h*1 denotes

the inverse of feature extraction transform that recovers the
time domain signal for the ith PMU (given by (1) without
the noise term). After reconstructing xatk

i , those time-domain
signals are once again boosted via function g. Since the
feature vector is related to all PMUs, but the attacker can only
control a subset, the resulting time-domain attack vector xatk

will not exactly match the feature vector Xatk. Thus, Xatk is
recomputed using feature extraction, and the loop repeats.

B. Designing ⌧
We describe how to find the perturbation vector ⌧ used

to design attacks in Algorithm 1 based on the classifier
f À {fLR, fGB}. For the LR classifier, we designate the
separating hyperplane by its weight vector wLR, as in (3).
Thus, we can misclassify an event by perturbing its values
towards the hyperplane. To realize this, we let ⌧ = *yi ⌘ wLR
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for event i, where ⌘ À R is a step size chosen su�ciently
small to avoid perturbing event features too much.

For GB, recall that the classifier is composed of a sum of
d® decision trees, given by equation (5). The mth decision tree
dtm is applied to the feature jm and is described by its two
values v1m, v2m and the threshold thm. A crude approximation
of the gradient of GB model can be written as:

wGB
m = v1m * v2m (7)

where wGB
m defines the weight and direction of the approxi-

mated gradient from dtm. Thus, if wGB
m is positive, we increase

the value of the jth
m feature if yi = 1 and decrease it if yi = *1.

(Vice versa if wGB
m is negative.) By doing so, we are forcing

regression trees to output the less favorable value, leading to
misclassification. In cases where multiple decision trees act on
the same feature, and potentially have opposite signs of wGB

m ,
the magnitude of wGB

m for a given decision tree will signify its
importance on the overall output of GB classification. Now we
define the perturbation vector ⌧ as the d-dimensional vector
whose jth entry, for j = 1,… , d, is

⌧j = ⌘ yi
…

m:jm=j
wGB

m . (8)

By (8), If the same feature is used in multiple trees, then this
feature will be adjusted in proportion to the tree importance
described in (7).

Algorithm 1 Targeted Adversarial Example Generation
Input: x, y: untampered PMU data and true label

f : Classification model
h: Feature extraction transform
g: Signal energy boosting function
⌧: Perturbation vectorA: Feasible feature setSMatk : Set of PMUs controlled by attacker

If: f (h(x)) = y do
Initialize: xatk } g(x,SMatk )

Xatk } h(xatk)
while f (Xatk) = y and iterations f K do

while f (Xatk) = y do
Xatk } Xatk + ⌧
Project Xatk into A

end while
for all i À SMatk do

xatk
i } h*1(Xatk, i)

end for
xatk } g(x,SMatk )
Xatk } h(xatk)

end while
Return: xatk

IV. NUMERICAL RESULTS

A. Dataset

The synthetic South Carolina 500-bus grid, consisting of
90 generators, 466 branches, and 206 loads [13], is used to

Fig. 2: Base case (untampered) performance of LR and GB classi-
fication models evaluated on the testing set.

generate synthetic generation loss and load loss events. A
dynamic model of the system on PSS/E is used to generate
event data by running dynamic simulations for 11 seconds at a
sampling rate of 30Hz. The event is applied after 1 second to
ensure the system has reached steady-state. Data is collected
from PMUs distributed on the largest M = 95 generator and
load buses of the network (largest in terms of net generation
or load). The GL events are generated by disconnecting the
largest 50 generators, one per simulation run. For each such
generator, 15 di�erent loading scenarios are considered where
the overall system loading varies between 90% to 100% of the
net load. This is done by varying each individual load in the
system randomly within its operational limits. Through this
process, we obtain a total of 750 GL events. We create the LL
events in a similar manner (i.e., disconnecting the largest 75
loads, one at a time, at 10 di�erent loading scenarios varying
between 90% to 100%). Thus the complete dataset has a total
of nD = 1500 event samples collected from voltage magnitude,
voltage angle, and frequency channels of M = 95 PMUs.

In order to train the ML classification models, the dataset
is split into three sets: 20% testing set and training sets for
LR and GB each consisting of 40% of the dataset. Each set is
assured to be nearly balanced across the two classes of events.

B. Evaluation of Base Cases

Figure 2 shows the base case performance of both models.
Note that the LR and GB classifiers are trained on their
respective untampered training set and evaluated on untam-
pered testing set. The resulting test accuracy is shown in the
figure. To this end, we use receiver operating characteristic
area under the curve (ROC-AUC) as the accuracy metric to
evaluate the performance of the base and tampered models.
The base models are able to identify unseen data with high
accuracy with the GB model approaching 100% accuracy and
surpassing the performance of LR.
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Fig. 3: AUC scores as a function of the number of tampered PMUs
for white (blue curve) and gray (red curve) box attacks for the logistic
regression (LR) classifier.

Fig. 4: AUC scores as a function of the number of tampered PMUs
for white (red curve) and gray (blue curve) box attacks for the gradient
boosting (GB) classifier.

C. Generation and Evaluation of Adversarial Examples

As a first step towards evaluating the white box and gray box
attack algorithms, we generate the tampered events as outlined
earlier. The average AUC scores are plotted in Figures 3 and 4.
In short, we iterate over the original events from the testing
set as input to the attack algorithms and choose the feasible
set bounds as

�! = 2!0, �� = 0, �R,min = 0.8R0, �R,max = 2R0 (9)

where !0 and R0 are the untampered values of those features
for a given event.

To evaluate the impact of attacks on di�erent numbers of
PMUs, we choose 10 random sets Satk, each consisting of
M ® = 20 PMUs. Denote SMatk as the set consisting of the
first Matk PMUs in Satk, where Matk varies from 1 to 20. We
then evaluate the attack on SMatk for each Matk. Figures 3
and 4 show the average AUC as a function of Matk.

We evaluate white and gray box attacks as follows. Let
f À {LR,GB} be the classification model used in the attack

algorithm. In the white box setup, f is used both in the attack
algorithm and as the classifier applied to the generated attack
data. In the gray box setup, f is only used in the attack
algorithm; and the classification model in {LR,GB} other than
f is used as the classifier. In other words, we run the attack
algorithm using the knowledge of both classification models
(LR and GB) and evaluate the output from each case using
both classifiers.

For white box attacks on both LR and GB classifiers, the
accuracy of the classifiers drops to close to 0% even when
only 2 or 3 PMUs are attacked. In the gray box setup, attacks
show a significant decrease in accuracy; however, they are less
successful than white box attacks. This is expected as these
attacks are designed to target di�erent models. Moreover, we
observe that GB models are more robust against gray box
attacks compared to LR. Finally, gray box attacks on LR
show a fluctuating behavior as the number of tampered PMUs
increases. This is likely a result of the attack being tailored
for GB, leading to unpredictable e�ects on the LR classifier.
That is, an attack with the power to control more PMUs will
not necessarily be more e�ective, since it may be pushing in
the wrong direction.

V. CONCLUSION

ML-based event classification techniques can enhance situ-
ational awareness, especially with increasing DER penetration
and their need for fast dynamic monitoring and response.
We have shown that white box attacks for both LR and
GB classifiers are highly successful, reducing the AUC score
significantly with only a few PMUs tampered. On the other
hand, gray box attacks cause a relatively modest reduction
in AUC scores with GB being more robust. With our attack
showing vulnerabilities in ML classifiers, future work will in-
clude developing classifiers to be more robust against attacks,
as well as classifiers that are designed to distinguish attacks
from legitimate events.
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