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Abstract. Contemporaryresearchmethodologiesdemandsophisticated
multimodaldataintegration,requiringprecisesynchronizationofvideo
recordings with diverse temporal data streams. However, researchers
often struggle with the technical complexities of aligning and analyz-
ing these data sources, leading to inefficient workflows and potential
errors in temporal alignment.Wepresentauniversalweb-based label-
ing tool designed to streamline the synchronization, visualization, and
labelingofmultimodaldataacrossvarious researchcontexts.The tool
providesanintuitiveweb-basedinterfacethatintegratesmultiplevideo
streams, sensor data visualization, and flexible event coding capabili-
tieswhilemaintainingmillisecond-leveltemporalprecisionthroughUnix
timestampsynchronization.Keyfeaturesincludedynamicwindowman-
agementformultiplevideostreams,real-timeaudiomixing,interactive
sensordatavisualization,andacustomizablelabelingsystemsupporting
bothpointanddurationobservations.Wedemonstratethetool’spracti-
calapplicationthroughabehavioralresearchusecasestudyingchildren
with intellectual anddevelopmentaldisabilities, highlighting its ability
tomanagecomplexmultimodaldatastreamswhilemaintainingtempo-
ralalignmentandlabelingaccuracy.Thetool’sweb-basedarchitecture
eliminatesplatformdependenciesandinstallationrequirements,whileits
opensourcenatureensuresaccessibilityacrossresearchcommunities.By
providingafree,standardizedsolutionformultimodaldataanalysis,our
tooladdressesacriticalneedinmodernresearchmethodology,enabling
researcherstofocusongeneratinginsightsratherthanmanagingtechni-
calcomplexities.

Keywords: MultimodalData · DataLabeling · Data
Synchronization · ResearchMethodology

1 Introduction 

Modern researchgenerates awealthofdata, integratingvariousdata streams
suchas sensor readings,video recordings, andothermodalities.Whether it is
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evaluatingmanufacturingworkflows, analyzingathleticperformance,monitor-
ingmedical procedures, or studying classroom interactions, researchers face a
commonchallenge: synchronizingandanalyzingdiversemodalities touncover
meaningful insights [ 14,25,27]. This process is inherently complex, requiring
researchers to align and analyze disparate data sources, a task that is both
timeconsumingandtechnicallydemanding[ 3,9].

A critical limitation in current workflows is the tools available for syn-
chronizedvideoanddataanalysis.Thesetoolsareoftenoverlyrigid,domain-
specific,orrequiresignificanttechnicalexpertisetoimplementeffectively[ 8,18].
Researchers frequently find themselves forced to piece togethermultiple solu-
tionsordevelopcustomtoolstomeettheirneeds[ 2,8,17].Forexample,anengi-
neer studying production line efficiencymight use separate programs to view
videorecordings,examinesensoroutputs,andlogtimestampsinspreadsheets-
allwhiletryingtoalignthesedatasetsmanually.Thisfragmentedapproachnot
onlyrequiressignificanttimebutalsoincreasesthelikelihoodoferrorsindata
alignment,compromisingthequalityofinsights.

Fig. 1. WorkflowabstractionfromexperimentationtodatalabelingusingtheUniversal
CodingTool.

To address these challenges, we developed a universal web-based labeling
tooldesignedtosimplifythesynchronization,visualization,andlabelingofmul-
timodaldata.Ourtoolprovidesanintuitiveinterfacethatintegratesvideoplay-
back,temporaldatavisualization,andflexibleeventcodingorannotatingintoa
singleplatform.Researcherscanworkwithmultiplesynchronizedvideostreams,
overlayrelevantdata, createcustomcodingschemes,andexportstandardized
datasetsreadyforanalysis.Figure 1 illustratestheworkflowenabledbythistool.

Theprimarystrengthofoursolutionliesinitsaccessibilityandadaptability.
The tool runs entirely within aweb browser, removing the need for complex
installationsandplatformdependencies[ 24].Byfocusingonuserfriendlydesign
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withoutsacrificingfunctionality,thetoolenablesresearcherstoconcentrateon
dataanalysisratherthannavigatingtechnicalbarriers.

In this paper, we describe the design and implementation of our uni-
versal labeling tool, demonstrating how it streamlines the analysis of syn-
chronized video and data across a variety of research contexts. Through a
behavioral research use case, we highlight the tool’s practical application in
managing multiple video streams, sensor data, and complex labeling work-
flows. By offering this free, open-source solution, we aim to address a sig-
nificant need in modern research: an efficient, accurate, and adaptable app-
roach to analyzing multimodal datasets. Our tool can be accessed here:
https://rujh.github.io/data-visualization-app.

Theremainderofthispaperisstructuredasfollows:Sect.2detailsthetool’s
architectureandkeyfeaturesformultimodaldatasynchronizationandlabeling.
Section3providesaconcreteusecaseinbehavioralresearch,demonstratingits
functionalityinreal-worldscenarios.Finally,Sect.4discussesthetool’sbroader
implications for researchworkflowsandoutlinesdirections for futuredevelop-
ment.

2 Design and Implementation 

Our tool was developed using React Native, featuring a centralized synchro-
nizationsystemthatensuresmillisecond-levelprecisionacrossdiversedatacom-
ponents.Byutilizingaunifiedtimecontrolmechanism,thearchitecturealigns
multipledatastreamswithhighaccuracy,usingUnixtimestampsastheprimary
temporal reference.This sectionoutlines thetool’sdesignandtechnical capa-
bilities.Eachsubsectionhighlightsthestrategiesemployedtoenhanceworkflow
efficiencyandtechnicalprecisionwhileprovidingresearcherswithan intuitive
platform.

2.1 File Organization and Import Structure 

Astructuredfileorganizationsystemisessentialformanagingandsynchronizing
multimodaldataaccurately.Ourtoolrequiresdesignateddirectoriesforvideo,
audio,andsensordata,ensuringconsistencyindatainput.Althoughthissetup
introducessomeconstraints, itplaysacrucialrole instandardizingworkflows.
Sensitivedatanever leavesaresearcher’ssystem,asourtooloperatesentirely
locallywithoutrelyingoncloudstorageorexternalservers,ensuringmaximum
privacyanddatasecurity.Figure 2 illustratestherecommendedfolderstructure.
Videofilesmustincludeatimestampintheirfilenames(e.g.,1234567890-1.mp4),
which serves as the temporal reference point for synchronization with sensor
data.Sensorfiles,ontheotherhand,canhavearbitrarynamesbutmustinclude
aTimecolumncontainingUnixtimestampstoindicatewheneachsamplewas
recorded.Thisapproacheliminatestheneedforspecifyingsampleratesmanu-
ally,reducesambiguity,andfacilitatesautomaticalignmentofvideoandsensor
datawithoutadditionalpreprocessing.

https://rujh.github.io/data-visualization-app
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Fig. 2. Samplefolderstructurefordata.

Videofilesmust include a timestamp in their filenames (e.g., 1234567890-
1.mp4),whichservesasthetemporal referencepoint forsynchronizationwith
sensordata.Sensorfiles,ontheotherhand,canhavearbitrarynamesbutmust
includeaTimecolumncontainingUnixtimestampstoindicatewheneachsample
was recorded. This approach eliminates the need for specifying sample rates
manually, reducesambiguity,andfacilitatesautomaticalignmentofvideoand
sensordatawithoutadditionalpreprocessing.

2.2 Video Management 

Video analysis is critical in modern research methodologies, particularly in
behavioralandsocial sciences [ 1,11,16,20].Ourvideomanagementsubsystem
supportsmultiple synchronizedvideostreams,enablingresearchers tocapture
interactionsfromdifferentperspectives.Complexscenariosoftenrequiresimul-
taneous observation from various angles, and frame accurate synchronization
ensures that all streams remain perfectly aligned even with high resolution
recordings.Dynamicwindowmanagementprovides researcherswithflexibility
intheiranalyticalworkflows.Eachvideostreamcanbeexpandedintopop-out
windows fordetailed inspection, and thesewindows canbe freely resizedand
repositionedtocreateapersonalizedworkspace.Despitethesemovements,the
systemmaintainsabsolutetemporalsynchronization.Navigationcontrolsoffer
granularplaybackmanagement.Playandpauseactionsapplyuniformlyacross
all streams, preserving contextual integrity. Researchers can navigate record-
ingswithprecisionusing10-secondforwardorbackwardjumpstoquicklylocate
momentsofinterestthroughdirecttimestampentry(inHH:MM:SSformat)and
avideoscrubber.

Individual volume and mute controls add another layer of flexibility.
Researcherscanisolatespecificvideostreamswhilemaintainingvisualsynchro-
nizationacrossall video feeds.Forexample, ina studyongroupdynamics, a
researchercould focusonthevideoofa singleparticipantwhile retaining the
broadervisualcontext.
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2.3 Audio Integration 

Audiodataprovidesanuancedandoftenunderutilizeddimensioninresearch,
offeringcriticalcontextualinformation[ 5,13,23,26].Ouraudiointegrationsub-
systemsupportsmultipleWAVaudiosources, recognizingthatmanyresearch
scenariosrequiresimultaneousaudiocapturesfromdifferentperspectives.Real-
timeaudiomixingprovidesgranularcontroloversoundsources.Researcherscan
dynamicallyadjustindividualstreamvolumes,isolatingspecificaudiochannels
whilemaintainingthebroaderacousticcontext.Thisfunctionalityisparticularly
usefulincomplexauditoryenvironments,wheremultiplesoundsourcesrequire
focusedanalysis.Automaticstarttimedetectioneliminatestheneedformanual
alignmentbyidentifyingthetemporaloriginsofeachaudiostream.

2.4 Sensor Data Visualization 

Sensor data visualization is a crucial component of research [ 6,7,10,21]. Our
visualizationsubsystemprovidesstandardapproaches,includinglinegraphsfor
timeseriesdata,scatterplotsforvariablerelationships,andheatmapsformulti-
dimensional datasets. The system is designed to support both standard and
specializedvisualizations,enablingtheintegrationofadvancedtechniquessuch
as3Dbiomechanicalreconstructionsorneurologicalsignalmaps.Thisextensi-
bilityensurestheplatformadaptstodiverseresearchcontextsandmethodolo-
gies.Synchronizationisacorefeature,withallvisualizationsalignedviatimes-
tampbasedmechanismstomaintaintemporalconsistencywithvideoandaudio
streams.Additionally,interactiveexplorationenhancestheanalyticalutilityof
thesystem.Researcherscanmanipulatevisualizationstofocusonspecificinter-
valsordatapoints,extractingdetailedcontextualinformationthroughoverlays
andtooltips.

2.5 Labeling System 

Labelsarethelinkbetweendataandscientificinsights[ 4,15,19,22].Ourobser-
vation system provides a flexible framework for capturing nuanced behaviors
andeventsincomplexresearchscenarios.Itsupportstwokeylabeltypes:event
recording,whichmarkinstantaneouseventswithmillisecondprecision,anddura-
tionobservations,whichtrackeventsunfoldingovertime.Thesystemprioritizes
customization and interactivity, allowing researchers to create tailored label-
ingschemaswithcustomnames,metadata,andhierarchicalcategorizations.To
enhance usability, duration buttons change color when activated, providing a
clearvisualreminderthatanobservationisstill inprogress.Observationscan
beaddedinreal-timeduringplaybackorretrospectively,andthesystemenables
seamlessediting,refinement,andexplorationoflabels.Featureslike“go-to-time”
navigationandactivetrackingofongoingobservationsstreamlinetheanalysis
of complex,overlappingeventswhileallowing forquickedits, suchascorrect-
ingerroneousbehaviorrecordings.Additionally,thesystemdisplaystimestamps
andlabelsalongsidethevideo,eliminatingtheneedtoscrollandensuringprecise
alignmentbetweenobservationsandrecordedevents.
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2.6 Session Management 

Oursessionmanagementsystemincludesfeatureslikeautosave,whichcontin-
uously captures session states topreventdata loss fromunexpected interrup-
tions.Thesystemsupportscomprehensivesessionexports,enablingresearchers
to archive their work as compressed packages that include video recordings,
audiostreams,sensordata,labels,andsynchronizationmetadata.Theseexports
maintainprecisetemporal relationshipsacrossalldatasources,preservingthe
structural integrityof theresearchsession.Multipleexport formats, including
CSV,offercompatibilitywithexternaltools,whileoptionalencryptionanderror-
checkingmechanismsenhancedatasecurityandintegrity.

3 Use  Case  

To demonstrate the practical applications of our universal labeling tool, we
presentacasestudythatbuildsuponrecentadvancementsinbehavioralresearch
for children with intellectual and developmental disabilities (IDD). Research
likeKhanetal.’spilotstudyonReal-timeEarlyAgitationCaptureTechnology
(REACT)highlightsthecomplexityofcollectingandanalyzingbehavioraldata
inautismresearch [ 12].AppliedBehaviorAnalysis requiresmeticulousDirect
BehaviorObservation(DBO),datacollection,andanalysistomonitor,assess,
andrespondtothebehaviorsofchildrenwhopresentwithdangerousorinterfer-
ingbehavior.Therapistsandresearchersmustpreciselyrecordspecificbehavioral
events,engagementwithactivitiesorotherindividuals,andevenpotentialdis-
tresssignals.WhiletechnologieslikeREACTfocusondatacapture,ourlabeling
tooladdressestheneedforcomprehensive,preciseDBOdatalabeling.

WhenanalyzingthebehaviorofchildrenwithautismorIDDprecisemea-
surementtoolsareneededtorecorddetailed,moment-to-momentevents.Under-
standing the timing, sequence, frequency, anddurationofbehavior canall be
necessaryparametersforanalysis,dependingontheindividualneedsofthesit-
uation.Capturingbriefinstancesofdiscretebehaviorssuchasthrowingatoys,
trackingdurationofanongoingbehaviorsuchasanextendedsocialinteraction
withatherapist,oridentifyingenvironmentaleventsthataretendingtooccur
asreliableantecedentstoabehaviorofinterestrequiresasophisticatedlabeling
approachthatcansynchronizemultipledatasources,aswellasvaluabletools
forinputtingDBOdata.

3.1 Data Loading and Options 

Researchersbegintheirworkflowbyuploadingacompleteresearchsessionfolder
totheweb-basedplatform.Uponsuccessfulupload,thetoolautomaticallyparses
andorganizesalldatasources,ensuringconsistencyandaccuracyacrossmodali-
ties.Thisincludesvideorecordings,audio,sensordata,andotherrelevantinputs.
Aninitialsummaryofthedataisprovided,allowingresearcherstoverifysuc-
cessfulintegration.
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Fig. 3. Flowforloadingdataintothetoolalongwithconfiguringsensorandlabeling
options.

The observation configuration process is highly adaptable, allowing
researcherstodefineandrecordobservablebehaviorsandenvironmentalevents
relevanttotheirspecificcontext,suchasatherapysession,classroomroutine,
or community based observation.Researchers canmark the precise timing of
the onset of a discrete behavior using an event recording approach to DBO,
appropriateforinstancesofaggressivebehaviorthatmightstartandendin1–3
seconds,aswellasdurationbasedrecording,thatwouldhighlighttheamount
oftimethatthechildwaselopingfromaninstructionalareaorasequenceof
vocalizationsThisflexibilityensuresthatobservationschemasalignwithawide
rangeofresearchobjectivesortherapeuticgoals.Theoverallflowofthisstepis
illustratedinFig. 3.

3.2 Labeling Process 

Thelabelinginterfaceisdesignedtotransformrawmultimodaldataintoaction-
ablebehavioralinsights.Byprovidingacomprehensiveviewoftheobservation
session,itenablesresearchersorclinicianstoanalyzeinteractionsfrommultiple
perspectives.Videostreamsfromdifferentanglescapturedetailedviewsofthe
therapyenvironment,allowingresearcherstoobserveparticipantbehaviorand
interactions simultaneously.Additionally,when theperson intended tobe the
focalpointofavideo isnotstationaryandacameracannot followthem,the
possibilityforintegratingvideofrommultipleanglesservestopreventgapsinan
observation.Meanwhile,audiorecordingsfromstrategicallyplacedmicrophones
addcrucialcontext,capturingsubtleorlow-volumeverbalexchangesandenvi-
ronmentalsoundsthatmaynotbefullyvisibleinvideofootageoraudiblefrom
asinglemicrophoneplacementlocation.

Synchronized sensor data are shown with the visual and audio streams.
Researchersorclinicianscanfine-tunegraphparameters,zoomintospecifictime
windows,andcomparesensorstreamstouncovernuancedrelationships.When
theresearcherinitiatesplayback,thetoolsynchronizesalldatasources,offering
adetailed,moment-by-momentviewoftheparticipant’sbehavioral responses.
TheuserinterfaceisprovidedinFig. 4.
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Fig. 4. Datalabelingwithsyncedmodalities

3.3 Label Export 

Thedataexportfunctionalityisdesignedtoprovideresearchersandclinicians
withflexibleandefficientoptionsforpreservingandanalyzingtheirbehavioral
coding data. Sessions can be exported in multiple formats, with CSV as the
primaryrecommendedformatduetoitsversatilityandcompatibilitywithmost
analyticalworkflows.TheexportedCSVfilecontainsastructuredrepresentation
ofthesession’sobservations,providingaclearandcustomizabledataset.Table 1
illustratesthebasecolumnstructure,whichcanbetailoredtoincludeorexclude
specificdatapointsbasedonresearchneeds.

Table 1. ObservationDataTable

ObservationName Type Timestamp StartTime EndTime Duration

Punching Point 02:41:25.203Z 0:16:35

Eloping Duration 02:41:27.840Z 0:21:55 0:25:00 0:03:05

Punching Point 02:41:22.486Z 0:28:29

Punching Point 02:41:34.012Z 0:46:33

Beyonddatapreservation,theexportsystemsupportsadvancedworkflowsby
allowingpreviouslycodedsessionstobere-importedintothetool.Researchers
canreloadtheirpriorobservations,resuminganalysiswheretheyleftoff.This
feature is particularly valuable for iterative studies, enabling researchers to
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reviewandrefinepreviouscodingorconductlongitudinalanalysesacrossmulti-
plesessions.Additionally,thisflexibilitycanexpeditetheprocessofcorrecting
datacollectionerrors,supportingdatacollectortraining,andcheckingforreli-
abilityacrossdatacollectors.

4 Conclusion 

Ouruniversalweb-based labeling tool addresses significant challenges inmul-
timodalresearchdataanalysisbyofferinganintegrated,flexible,andintuitive
platform.Bycombiningvideo,audio,sensordata,androbustlabelingcapabili-
tieswithinasingleinterface,thetoolenablesresearchersandclinicianstowork
moreefficientlyandeffectively.

Acorestrengthofthetoolliesinitssynchronization,whichensurestempo-
ralconsistencyacrossdiversedatasources.Thisfeatureeliminatesthetechnical
complexityoftenassociatedwithaligningmultimodaldatasets.Additionally,the
platform’s visualization framework provides versatile options for representing
sensorandbehavioraldata,supportingbothstandardandadvancedvisualiza-
tiontechniques.Thelabelingsystemoffersahighlycustomizableframeworkfor
codingevents.Researcherscancreatetailoredlabelingschemas,adjustobserva-
tioncategories,andmanagedetailedmetadata,ensuringthatthesystemaligns
withtheirspecificinvestigativeneeds.Beyonditsanalyticalcapabilities,thetool
simplifiesdatapreservationandsharingthroughexportandimportfunctionali-
ties.Researcherscanarchiveentiresessions,includinglabelsandsynchronization
metadata, incompressedformatsthatmaintaintemporal integrity.These fea-
turessupportcollaborativeworkflows,longitudinalstudies,anddatareanalysis,
makingthetoolaninvaluableresourceforresearchteamsandindividualinves-
tigatorsalike.

Futuredevelopmentwill focusonexpandingthetool’scapabilitiestomeet
the evolvingneedsof the research community.Plannedenhancements include
advancedwebservicesforsequentialdataanalysis,moresophisticatedvisualiza-
tiontechniques,andtheintegrationofmachinelearning-basedanalyticaltools.
Asresearchmethodologiesbecomeincreasinglycomplexanddata-intensive,tools
that simplifymultimodal analysisplayan important role in supporting scien-
tificprogress.Byprovidingaccessibleandadvancedlabelingandvisualization
technologies, our tool enhances the efficiency and accuracy of research work-
flows while fostering collaboration across disciplines. The impact of this tool
extends beyond its technical functionality. It contributes tomore streamlined
andpracticalresearchpractices,helpingresearchersmanagethecomplexitiesof
multimodaldataanalysis.Moreover, this toolandthosethat followsurmount
oneof the significant logistical obstacles thathadpreviouslymade it imprac-
ticaltointegratethesediversedatasourcesthatcanbringgreaterimpactand
valuewhenappliedinthisfashion.Byintegratingsynchronization,visualization,
andlabelingprocesses,thetooloffersareliablesolutionforaddressingchalleng-
ingresearchquestions,ultimatelyadvancingknowledgeacrossdiversescientific
fields.
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