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Abstract

This paper proposes kernel-type estimators of a regression function, with possibly
unobservable response variables in a functional covariate setting, along with their rates
of convergence in general L” norms. Here, the mechanism that causes the absence of
information (in the sense of having unobservable responses) is allowed to depend on
both predictors and the response variables; this makes the problem particularly more
challenging in those cases where model identifiability is an issue. As an immediate
byproduct of these results, we propose asymptotically optimal classification rules for
the challenging problem of semi-supervised learning based on the proposed estimators.
Our proposed approach involves two steps: in the first step, we construct a family
of models (possibly infinite dimensional) indexed by the unknown parameter of the
missing probability mechanism. In the second step, a search is carried out to find the
empirically optimal member of an appropriate cover (or subclass) of the underlying
family in the sense of minimizing a weighted mean squared prediction error. The
main focus of the paper is to look into the rates of almost complete convergence
of the L? norms of these estimators. The issue of identifiability is also addressed.
As an application of our findings, we consider the classical problem of statistical
classification based on the proposed regression estimators when there are a large
number of missing labels in the data.
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1 Introduction

This paper deals with the problem of kernel regression estimation with possibly unob-
servable response variables, Y, for the setup where the mechanism that causes the
absence of information (i.e., causes Y to be possibly unobservable) is allowed to
depend on both the predictor ), which may be infinite dimensional, and the real-
valued response variable Y. This is generally considered to be a challenging problem
in incomplete data literature and is very different from the simpler popular missing at
random model where the absence of ¥ depends on x only (but not Y itself).

More specifically, let (x,Y) € X x R be a random pair, where X may be an
abstract space, and consider the problem of estimating the regression function m(x) =
E(Y|x = x), based on a sample of n independent and identically distributed (iid)
data points (X;, Y;),i = 1, ..., n, drawn from the distribution of (¥, Y). Let d(-, -)
be a semi-metric on X and observe that when the data is fully observable, the popular
Nadaraya—Watson kernel estimator of m () (Nadaraya 1964; Watson 1964) is given
by

Doy Yi K(d(x, X:)/h)
S K x)/h)

ey

fﬁn(X) =

where the function I : R — R isthe kernel used with the bandwidth 4 = h(n) > 0.
For detailed studies of some theoretical properties (point-wise and uniform) of the
estimator in (1), one can refer to Ferraty and Vieu (2006) and Ferraty et al. (2010).

The focus of this paper is on the setup where the response variable Y could be
unobservable for some cases. But more importantly, the probability that Y is observable
is allowed to depend on Y itself, as well as x (and not just x alone). Itis straightforward
to see that under this setup the nonparametric estimator 7, (x) in (1) is no longer
available. This is a challenging case, yet some progress has been made in the literature.
For example, in the case of linear regression models, one can refer to the developments
and results of Niu et al. (2014), Guo et al. (2019), and Li et al. (2018) . Unlike the
results of these three paper, here we do not assume a linear model. Mojirsheibani
(2022) derives the limiting distribution of the maximal deviation of a particular kernel
regression estimator based on auxiliary random variables where Y is missing NMAR
and, unlike the current seup, the covariate x is in R. However, in the cited paper, it is
assumed that one already has available an estimator 7 of y [corresponding to ¢(y) =
exp{y y}] satisfying certain consistency properties. To the best of our knowledge, the
nonparametric case with functional covariates was first studied in Kim and Yu (2011)
and then by Ling et al. (2015), under the assumption that Y;’s were missing at random.

In passing, we also note that the estimator based on the complete cases only, i.e.,
the estimator

2im1 Yidi Kd(x. X:)/h)
Yo AKd G X /)

@

m;; (x) =

where A; =1 if Y; is observable (A; =0 otherwise), turns out to be the “wrong” esti-
mator in the sense that it estimates the quantity E(AY|x = x)/IE(A|x = x) which
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is not in general equal to the regression function m(x) =IE(Y|x = x) for the current
setup where the probability that Y is observable could depend on both Y and x. Let
w(x,y) = ]P{A = l}x = yx, Y = y} = IE[A|)( = yx,Y = y], be the selection
probability, also called the nonresponse propensity, where the random variable A=1
if Y is observable (and A =0 otherwise). For the important case of predictive models
(as in regression or classification), we consider the following versatile logistic-type
selection probability model, which is a generalization of the popular model proposed
by Kim and Yu (2011),

1
Clt+exp{g0} e’

T y) =E[Alx =xY =y] 3)

where ¢ > 0 is a given function that could depend on unknown parameter(s) and g
is an unknown function; both ¢ and g are real-valued. In what follows, the true but
unknown function ¢ will be denoted by ¢*.

The generalization ¢(y) in (3) and its estimation is not new and has been considered
in the literature before. For example, Wang et al. (2021) replace exp(y y) by a general
function g (y, y) and propose estimators based on the generalized method of moments.
Similarly, Mojirsheibani (2021) considers the generalization ¢(y) for the problem of
classification when identifiability is not an issue.

We observe that when ¢(y) = e¥? for an unknown parameter y, then (3) reduces
to the model proposed by Kim and Yu (2011), which has been studied and used
extensively in the literature; see, for example, Zhao and Shao (2015), Shao and Wang
(2016), Morikawa et al. (2017), Uehara et al. (2018), Morikawa and Kim (2018), Fang
et al. (2018), O’Brien et al. (2018), Maity et al. (2019), Sadinle and Reiter (2019),
Zhao et al. (2019), Yuan et al. (2020), Chen et al. (2020), Mojirsheibani (2021), and
Liu and Yau (2021), and Wang et al. (2014, 2021).

Of course, one may decide to consider more general nonparametric models instead
of (3), but the estimation of such general models will become a difficult (if not impos-
sible) issue. In fact, in view of the recent widespread use of the model proposed by
Kim and Yu (2011) in the literature, the model in (3) is versatile enough to be used
in predictive models such as regression and classification, and this will also be the
direction of the current paper.

One aim of this paper is to explore the construction of counterparts of the kernel
estimator in (1) for the case where the response variable ¥ can be missing, but not
necessarily at random (NMAR). Another aim is to apply our results to the problem of
classification where we construct asymptotically optimal nonparametric classification
rules in the presence of NMAR response variables. Our contributions here may be
summarized as follows. (i) We develop an easy-to-implement estimators of the regres-
sion curve m(x), with functional covariates, in the presence of NMAR data. (ii) We will
carefully explore and study the global properties of the proposed regression estimators
in general L? norms. More specifically, we study the rates of convergence (in L?) of
the proposed estimator under the NMAR setups. (iii) We look into the applications of
our proposed regression estimator to the problem of nonparametric classification in
the presence of partially observed data.
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5618 M. Mojirsheibani

As an important application of our results to the field of machine learning and
statistical classification, we note that in the so-called semi-supervised learning, one
usually has to deal with large amounts of missing responses (or missing labels). In such
setups, researchers in machine learning have made efforts to develop procedures for
utilizing the unlabeled cases (i.e., the data points with missing ¥;’s) in order to construct
more effective classification rules; see, for example, Wang and Shen (2007). But most
such results assume that the response variable is missing completely at random; see,
for example, Azizyan et al. (2013). Our results in Sect. 3 make it possible to develop
asymptotically correct classification rules in the presence of NMAR response variables
for the semi-supervised setup, where we also study the rates of convergence of such
classifiers.

The rest of the paper is organized as follows. Section 2.1 presents the main results
of the paper. Theorem 1 gives the rates of convergence (in L”) of the proposed esti-
mators. Section 3 explores the applications of the results of Sect. 2.1 to the problem
of statistical classification with incomplete covariates (also known as semi-supervised
classification). Strong optimality of the proposed classifiers is addressed in Theorem 2.
Numerical examples are presented in Sect. 4; our numerical findings confirm the good
finite-sample performance of our estimators. All proofs are deferred to Sect. 5.

2 Main results
2.1 The estimator

To present our results, let D, represent n independent and identically distributed (iid)
data values,

Dl’l = {(X]1 Yl’ A1)1 R (Xn1 YIH An)}a

where A; = 0if ¥; is missing (and A; = 1 otherwise). Next, randomly split the data
into a training sample D, of size m and a validation sequence Dy of size { = n —m,
where D, UDy, = D, and D,, N ID;, = &. It is assumed that £ (and m) — o0, as
n — oo. Here, one can of course take m = L%J , but more general choices of m and
£ will be discussed later in our main results. Let F be the class of functions to which
the unknown function ¢ of (3) belongs. For each ¢ € F, put

Vil 9) = E[AY> o) x =] and
() = E[AY> ¥ x =x], fork=1,2, “4)

and define

Y10 @)
V2 (x; @)
It will be noted in Lemma 1 that the true underlying regression function m(x) is equal

to m(x; ¢*), where ¢* is the true (but unknown) function ¢ in (3). Also, define the
index sets

m(x; 9) =m) + (L =mX) . )
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I, = {i c {1,...,n}‘(xi,Yi,Ai) eDm} and

I, = {i c {1,...,n})(xi,yi,Ai) elD)e}.

Now, for each fixed ¢ € F, consider the kernel-type estimator of m(x; ¢) constructed
based on the training set D,, alone, given by

—~ —~ Ijb\m 1(x; @) —~
m ’ = m + < : 1 — IIm k) 6
My (x5 @) = N, 1(x) lﬂm,z(x;w)( Mm,2(x)) (6)

where ;ﬁ\m,k(x; @) and 7,k (x), kK = 1, 2, are the kernel estimators of ¥ (x; ) and
nk(x) in (4), i.e.,

Yier, MY R o) K(h'd (. X))
Yier, K(h=1d(x, X))
Yiez, MY K G X))

. _ , k=1,2. 8
M.k (x) Yiez, K(A71d &, X)) :

Vm k(63 @) = . k=12, 9eF, ()

Clearly (6) is not quite an estimator of the regression function m(x) because one
still needs to replace ¢ by an estimator of the unknown function ¢*. Our approach
to estimate the function ¢* is based on the approximation theory of totally bounded
function spaces. More specifically, consider the situation where ¢* belongs to a totally
bounded class of functions in the following sense: let F be a given class of function
¢ : [-L,L] — (0, B], for some B < oo. Fix ¢ > 0 and suppose that the finite
collection of functions Fy = {¢1, ..., ¢n@)} @i 1 [—L, L] — (0, B], is an e-cover
of F, i.e., for each ¢ € F, there is a ¢ € F, such that ||¢ — ¢|lcc < é&; here,
Illloo 1s the usual supnorm. The cardinality of the smallest e-cover of F is called the
covering number of the family F and will be denoted by N (F). If N:(F) < oo
holds for every ¢ > 0, then the family F is said to be totally bounded (with respect to
[loo). The quantity log(Ne (F)) is called Kolmogorov’s e-entropy of the set F. The
monograph by van der Vaart and Wellner (1996, p. 83) provides more details on such
concepts.

Now, to estimate the function ¢*, we first observe that in view of the results of Kim
and Yu (2011), the term exp{g(x)} that appears in (3) can also be expressed as

explg) = LA =a] e Lm0
X E[A¢M)[x =] Va(x; )

©)

However, estimating the right side of (9) can be challenging due to identifiability
problems. The issue of model identifiability arises when different sets of parameters do
no yield distinct models. In the context of this paper on regression function estimation,
we follow Shao and Wang (2016) and consider a population P to be identifiable if
for two sets of distince parameters, the corresponding versions of P, say P; and
P>, do not give the same 7, (x, y) f(y]x), where m, is as in (3) and f(y|x) is the
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conditional density of the random variable Y given x. As an example, let f(y|x) be a
the normal distribution N (;(x), 62(x)), where both 1¢(x) and o> (x) are unspecified.
Additionally, consider the special case of ¢(y) = exp(yy) as in Kim and Yu (2011),
and let {g1 (), 111(:x), 91G), ¥1} and {g2(x), 12(x), 02(x), 2} be two distinct sets of
parameters corresponding to populations P; and P». Then, it follows from the work
of Shao and Wang (2016) that both P; and P, will have the same 7y (x, ¥) f (¥]x)
whenever y1 = =2, g1(0) = =200, 11(0) = 12 — y105 (1) and g2(x) =
Y305 (x)/2— 212 (x). At the same time, in view of (refexpgx), one also needs > (x) =
log {]E[l — A|X = x] +E[A exp(y,Y) | X = x] }, which makes it virtually impossible
to check all the above conditions in practice.

To deal with identifiability in the current setup where x is a functional predictor,
let (€2, A, IP) be the underlying probability space. We take X (see the introduction for
the notation) to be the space of square-integrable functions defined on an interval of
the real line, i.e., x is a random function on (2, A, IP) with values (sample paths) in
L2(Z ), where Z is an interval on the real line; in fact, we take Z = [a, b], for some
finite ¢ < b. A sufficient condition for identifiability is that there is a segment of X,
say & = X }S, which is independent of A, given Y and ]S(,, where s = [a, t,] for
some t, € (a,b), and x |S represents the restriction of x (¢) tot € s.

To justify this identifiability condition [which also appears under Assumption (A1)
later in this section], observe that since ¥ € L%*([a, b)), i.e.,a separable Hilbert space,
one can write X (t) tes = 2711 Ujyit),t € s = [a,t,], where {1, ¥2,...} is
a complete orthonormal basis for L2(s) and U = fs XOyimde, j=1,2,...
Here, the infinite sum Z?o:] U;jvj(t) converges in L%(s). Similarly, one can write

X(t)’tes” = Z;ozl Vigit),t € s = (9, b], for any complete orthonormal basis
{1, ¢2, ...} of L%(s), where Vi = fs" X®ej)dt, j=1,2,... Since any infinite
dimensional Hilbert space is isomorphic to the space £, = {(xl, X2, .. .)| Zﬁl |x,~|2 <
oo} the segments X (t)‘ res and x (1) ] ;esc Of the covariate curve X can be represented
by the surrogate vectors U = (Uy, U, ...) and V = (V1, V2, ...) in the sense that
knowing U (respectively V) is the same as knowing the curve x (¢) | 1c, (respectively
x@® ’ 1csc)- Therefore, the assumption that the curve segment § (:= X |S) isindependent
of A, given Y and x| ., is equivalent to U being independent of A, given ¥ and V,
which is a sufficient condition for model identification; see, for example, Uehara et al.
(2018) or Shao and Wang (2016). Under this assumption, the selection probability in
(3) becomes

1
VW) =E[A|L =Y =y|= , 10
76 7) (a6 = d 1+ exp{g(0)} - 0(y) (10
where the true ¢ is denoted by ¢* (as before), and therefore (9) reduces to
explg(c)} = L‘T”g; whete (s @) = E[Ag(V)|¢ =] and
no(c) = B[A[¢ =¢]. (11)

Also, for each given ¢ € F, consider the following estimators of ¥, (¢; ¢) and 1n,(¢)
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Umo@:9) = ¥ ez, DoY) K(hdo(e, &)+ X jex, K(h oz, & ), .
0@ = Ljez, 8K (171G, § ) + Ljez, K (h71dote. & ).

where d,, is the usual metric induced by the L2(s) norm with s=[a, 1,]. Finally, our
proposed estimator of the unknown function ¢* is obtained in the following two
steps. Let g, > 0 be a decreasing sequence &, | 0, as m — oo, and let F;, =
{01, ..., NG} C F be any gy-cover of F; the choice of ¢, will be discussed later
in Theorem 1. Then

Step 1. For each fixed (given) ¢ € F;,, use the training sample D, to compute
mm (x; @), which is given by (6), and also to estimate the selection probability 7, (¢, y)
in (10) by

— —1
Zp ) =[1+ eplz@) 9] (13)
where in view of (11), exple(@)) is given by

_ ﬂm 0(&) 14
explg (D)) = TO o (14)

Step 2. The proposed estimator of ¢* is then defined by

@n = argmin £~ Z R TRRTAY |mm(x,,<p) (15)

peFe, ieT, (Cz’Y)

where 7, (x; @) is as in (6). The subscript n at @, reflects the fact that the entire data
of size n has been used here. Finally, the corresponding estimator of the regression
function m(x) is given by

e Pn) 1= i (s 9)| g, With i (x; @) as in (6). (16)

Remark 1 The estimator in (15) may be viewed as the empirical version of the mini-
mizer of the mean squared error, i.e., the empirical version of

@s, = argmin E|m(x;¢) — (17)

peFe,

where m(); @) is the regression function m () ; ¢*) evaluated at an arbitrary ¢ € F, .
To appreciate this, observe that upon conditioning on Y and y, for each ¢ € F;,

one finds E{m Im(x; @) —Y|2} = E[E{m Im(x; @) — Y|2|X, Y] =
E[|m(x; (p)—Y|2m~E{A| X Y}] =Eim(x; ©)—Y|?, where the last equality

follows from the definition of (¢, y) in (10) with ¢* being the true value of ¢, and
the fact that ¢ = x|;. We also note that ¢, in (17) is an approximation to the true
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function ¢* based on the cover F;,, of F. In fact, with L as in Assumption (A9), we
have

Q" = argmin E|m(x; 0) — Y|2. (18)
¢:[-L,L]->R4

How good is the regression estimator 7 (x; @) in (16)? To answer this question,
we first state a number of assumptions. In what follows, X is the space Lz([a, b)),
—00 < a < b < o0 as before, and d (respectively dp) is the metric induced by
the usual L?([a, b])-norm (respectively L?([a, t,])-norm). Furthermore, Vy € X, we
define B(x, h) = {X’ e X | dix', x) < h} Similarly, V¢ € X|g, where s = [a, 1,] for
any t, € (a, b), we define B, (¢, h) = {;/ € Xy |d0(;’, ¢) < h}

Assumption (A0) There is a subset Sy C X satisfying P{x € S} = 1.

Assumption (A1) (Identifiability) There is a segment of X, say { = X
o where x |S is the restriction of x(t)tot € s :=

o which is

independent of A, given Y and X
[a, t,], for some t, € (a, b).

Assumption (A2) Let S, = {¢|¢ = xls. x € Sx, 5 = [a, 1,]}. There exist functions
¢1 and ¢ such that Vx € Sx, and V¢ € S;;, and for all 4 > 0,

0<Ce¢i(h) <P{x € Bx )} <C'¢p1(h) and
0 < Coo(h) < P{& € By(s, h)} < Coo(h)

for positive constants C, C’, Cy, C(’).

Assumption (A3) (Lipschitz conditions on ;) Let ¥ be as in (4) and v, as in (11).
There are constants Bg, 81, B2 > 0 such that Vi, x2 € Sx, V¢, ¢o € 8%, and
Yo e FU{1}

[V @) — YiGas 9] < Ced™ (10 x2), k=1,2, and
Vo215 ) — Yolea; 9| < Cody (z1,22),

where Cgy, C1, C; are positive constants.

Assumption (A4) The kernel K is nonnegative, bounded and Lipschitz on its support
[0, 1), and with IC(1) = 0 satisfying —co < C < K/'(t) < C' < oo, forall r € [0, 1),
for constants C and C’.

Assumption (A5)

(AS5a) The function ¢ in Assumption (Al) is such that 3C > 0, Ing > 0 such that
Vn < no, ¢1(n) < C. Furthermore, with (1) = 0,3C > 0, 3n9 > 0 such
that VO < n < ng, the function ¢; satisfies fon ¢1(t)dt > Cneo1(n).
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(A5b) Similarly, the function ¢ in Assumption (A1) satisfies the same requirements
with possibly different constants C and 1.

Assumption (A6) (Assumptions on ¢1, ¢g, and the covering number of Sx) For any
7 > 0, let N7 (Sx) be the T-covering number of Sy, i.e., the smallest number of open
balls of d-radius equal to T needed to cover Sx.

(i) Let 7, := logm/m. For n (and thus m) large enough, (log m)z/(mqbl(h)) <
log[N7, (Sx)] < m¢yi(h)/logm, and also (logm)z/(mgbo(h)) < log[N5, (S;;)] <
mepo(h)/logm, where S;; is as in Assumption (A2). Furthermore, for k = 0, 1,
mh/¢r(h) — 0asm — oo.

(ii) The Kolmogorov’s t,,-entropy of Sx and &,-entropy of F satisfy the summability
condition Y exp{(1 — B) log [N, (F) V Nz, (Sx)] < oo, for some B > 1.

Assumption (A7) There is a constant 7, > 0 such that 7, (¢, y) > 7, forall s € S;
and all y, where 7, is the selection probability in (10). Furthermore, E[A ¢(Y)|x =
x] > 00, for all x € Sx and each ¢ € F, for some constant gy > 0.

Assumption (A8) The deviation A,, ((¢) = |Zm,g(<p) — E|im(x; ) — Y2 D1l
¢ € F, , where Zm,g(w) and my, (x; @) are as in (27) and (6), satisfies P{A,, ¢(¢) >
t} < SUPyeF Py{An (@) > t}, Vit > 0, where P, denotes the probability computed
when g is the true function, and IP means IP+.

Assumption (A9) The function ¢* belongs to a totally bounded class F of functions
¢ [—L, L] — (0, B], for some B < oo and L < 0o, where ¢* is the true ¢ in (10).

Assumption (AO) is not new and has already been considered in the literature; see,
forexample, Ferraty etal. (2013). As anexample, a particularly interesting subset Sx of
X is the class of functions in L2 ([a, b]) satisfying the following classical Kolmogorov—
Riesz sufficient conditions for Sx to be totally bounded: (i) Sx is bounded, and (ii)
for every € > 0 there is a p >0 such that, for every x € Sx and |y| < p, one
has f!xw (t+y) — x[a_b](t)|2dt < €2, where x[a_b](t) = x@) - Lg<i<p) € Lz(R).
Assumption (A1) deals with the identifiability issue (as discussed earlier in Sect.2.1).
Assumptions (A2)—(A6) are standard in functional kernel regression; see, for example,
Ferraty et al. (2010). The first part of assumption (A7) is common in missing data
literature (as in Cheng and Chu 1996 or Ferraty et al. 2013); this assumption essentially
states that Y can be observed (i.e., A=1) with a non-zero probability for all value
of (¢, y). The second part of Assumption (A7) is rather mild and can be justified
by noticing that E[A ¢(Y)|X] = El¢(Y)E(A |X, ) |X] = 7, El¢(Y)|x] together
with the fact that ¢ (y) > O for all y. The last two assumptions are technical.

The following result explores the almost complete (a.co.) convergence of the L?
norm of m(x; @,). In passing, we recall (see, for example, Ferraty et al. 2010) that a
sequence of real-valued random variables Z,, is said to converge a. co. to a constant ¢
ifforeveryt >0, ., P{IZ, — c| > t} < o0.

Theorem 1 Let m(x; @) be the estimator in (16) and suppose that Assumptions (AQ)—
(A9) hold. Also let the selection probability w, be as in (10). Let &, | 0 be any sequence
of positive constants satisfying £~ log[ N, (F)] — 0, as n (thus m and £) — oo.
Then, for any p € [2, 00), one has
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5624 M. Mojirsheibani

B[ [0 @) = m 00| | ]
= Oh%)
log[ N, ()] log [N, (F) V N, (S0)]
+Oa.co. < T) + Oa.ca. \/ m ¢(h) + \/a,
where a > 0 is a constant not depending on n, t,, = log(m)/m, and ¢(h) =

do(h) A @1 (h) with ¢g and ¢y as in Assumption (A2).

It is also desirable to find the limiting distribution of the L? norm of the proposed
estimator as it can provide a tool to perform inferences for the unknown regression
curve in a global sense. However, such results are quite difficult (if not impossible) to
establish when x is functional and ¥ may be missing NMAR. In fact, to the best of
our knowledge, such results are not available even for the simpler case of missing at
random (MAR) response values with Euclidean x’s. The only related result we are
aware of is that of Mojirsheibani (2022) which derives the limiting distribution of the
maximal deviation of a very particular kernel-type regression estimator (under some
rather stringent conditions).

Remark 2 Consider the class F of functions ¢ of the form:
e(y) =exp{yy}, lyl=M, |y|<L, foranyM,L < oo, (19)

which is similar to the function used by Kim and Yu (2011) in their version of the

selection probability model (10).
It is straightforward to see that for every ¢ > 0, the finite collection of functions

Fo = {exp{yy}, HE L’y e | {2ie/(Lexoin) | lil < LML expiMLI/e1} U (=M} U {M}}}

is an e-cover of F and the covering number of  is bounded by (2 ML exp{M L}e ! +
3). Since this bound grows like g1 (as ¢ | 0), one obtains the strong L?, p €
[2, 00), convergence results for the regression estimator (16), under the conditions of
Theorem 1, for any sequence &, | 0 (as m — oo) that satisfies ¢! log(1/&,) — 0.

2.2 Estimation of s

The methodology proposed in the previous section assumes that s, the interval related
to identifiability Assumption (A1), was known from prior information. In practice s is
often unknown and estimating it is particularly complicated. In fact, it is complicated
even for the simpler case where x € RY; see Wang et al. (2021) for three methods of
finding the subset U of x, where x = (U, Z), such that P(A = l|x, Y)=P(A =
11U, Y). Our proposed approach to estimate s is more in the spirit of the third method
discussed in the cited paper. To motivate our approach, let m(x) be the regression
function and observe that in view of (5) (and Lemma 1), m(x) = m(x; ¢*), where ¢*

@ Springer



Strong optimality of kernel functional... 5625

is the true function ¢. Furthermore, by the definition of the regression function,

2 def

min  E[Y =T £ ElY —m(OT = E[Y — m(x; 09

T:L2([a,b)) =R

.12
_E A-[Y —m(x; ¢M)] ’ (20)
7T¢7*(X|S,Y)

where s is of the form [a, #p] for some unknown 7, one can consider estimating s by
minimizing an empirical version of the far right side of (20). Since ¢* is also unknown,
we consider the following joint estimation of s and ¢* in our actual numerical studies

~ . _ 2
@ ®) = argmin ¢ IZA im (X 9) = Yi| ", @2D)
s E{s1,...8¢), peFe, ieZ, |v,Y)
where s; = [a,t({], j=1,...,q,foragrid of valuesofa < t& < tg < e < tg =b.

Of course, the finer the grid is, the more accurate the estimator of s will be. Although
this is a rough estimate of s, we believe that it can still provide good results for
numerical work.

3 Applications to classification with partially labeled data

Here, we consider the following standard two-group classification problem. Let
(x,Y) € X x {0, 1} be a random pair, where X may be an abstract space and Y,
called the class label (or class variable), has to be predicted based on ). More pre-
cisely, the aim of classification is to find a function g : X — {0, 1} for which the
misclassification error probability,

L(g):=Pl{g(x) #Y}, (22)

is as small as possible. The best classifier, also referred to as the Bayes classifier, is
given by

LifmG) == E(Y|x =x) > 3.

0 otherwise, (23)

gB(X) = {

i.e., gy has the smallest error probability given by L(g;) = infy.x (0,1} P{g(X) # Y}
see, for example, Cérou and Guyader (2006), Abraham et al. (2006), and Devroye et
al. (1996, Chap. 2). Since the distribution of (), Y') is almost always unknown, finding
the classifier g; is virtually impossible. However, suppose that one has access to a
random sample (the data) D, = {(x, Y1, A1), ..., (X,,, Yu, An)}, where A; = 0 if
Y; is missing (and A; = 1 otherwise); here, ¥;’s may be missing but not necessarily at
random. Now, consider the regression estimator #2(x; @) defined in (16), and denote
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the corresponding plug-in type version of (23) by

Lif m(x; @n) > 5.

0 otherwise. 24)

S (i Pn) = {

The following result shows that the classifier defined via (24) is almost completely
(and thus strongly) optimal in the usual sense that its misclassification error converges,
almost completely, to that of the best classifier.

Theorem 2 Consider the classifier g, (x; ¢n) given by (24). Then, under the conditions
of Theorem 1, we have

a.co.

P {206 @0 # Y|P} “2 Pla00 # Y), asn — oo

4 Numerical examples

In this section, we present some numerical examples in order to study and assess the
finite-sample performance of our proposed regression estimators and their correspond-
ing plug-in-type classification rules.

4.1 Example 1: regression

In what follows, we consider the proposed estimator 77 (x; @,,) in (16), the complete-
case regression estimator m; (x) in (2) that only uses the fully observed part of the
data, as well as the estimator m, (x) in (1) based on the full data. The estimator m,, (x)
is included merely to see how much better the results would have been, had we not had
any missing values. To perform the numerical studies, random samples of curves were
generated according to x; () = (t — 0.5)2A; + B;,i =1,...,n, where t € [0, 1],
A; ~ NG, 22) and B; ~ N(1, 0.52). For the purpose of simulations, each initial
discretized curve was generated from 500 equispaced points ¢ € [0, 1]. A sample of 20
of these curves is provided in Fig. 1.

The response variable Y; corresponding to x;, is taken to follow two possible models

Model A: Y; =log ( [y x?(t)dt) + e;, where e; ~ N (O, 1).

Model B: Y; = log (fol xiz(t) dt) + ¢;, where ¢; ~ N(0, 2%), (High noise).
With respect to the choice of the functions ¢ and g in the missing probability mech-
anism (10), we considered ¢(y) = exp(yy), which is in the spirit of Kim and Yu
(2011), and

0.6
8@ = {10+ i 1og fo 2wdr)}. where £ =x|, 6 =x(0) Lpzz0q),
©5)

see Remark 3 at the end of this example for more on the choice of g. As for the
choice of the coefficients (yy, y1, ) we considered (—4.9, 0.05, 0.98) to produce
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Fig. 1 A sample of covariate curves x; for Example 4.1

Table 1 Empirical L2 errors for models A and B with 50% missing response

Estimator Model A Model B (High Noise)

n =50 n =100 n =300 n =50 n =100 n =300
Complete-case 1.297 1.283 1.280 6.072 5.833 5.921
estimator: mjy; (x) (0.0090) (0.0061) (0.0041) (0.0494) (0.0326) (0.0189)
Proposed m (x; ¢n) 1.090 1.058 1.039 4.598 4.516 4.395
estimator: m(x; @) (0.0058) (0.0037) (0.0024) (0.0248) (0.0202) (0.0173)
No missing data 1.019 1.018 1.003 4.113 4.044 4.025
estimator: my (x) (0.0025) (0.0022) (0.0020) (0.0124) (0.0097) (0.0088)

The numbers in parentheses are the standard errors computed over 400 Monte Carlo runs

approximately 25% missing response values, (—6, 0.2, 1.5) that results in 50% miss-
ing vales, and (=5, 0.14, 1.9) to produce 80% missing values. For each of the three
sample sizes n=>50, 100,300, the three regression estimators 1 (x; @), m (x), and
mp(x) were constructed using a data-splitting ratio of 0.7n for the training sample
and 0.30n for the testing sequence. Next, these three regression estimators were used
to predict the response Y for a validation set of 1000 additional observations from
the underlying distribution of the data. Here, we used the Epanechnikov-type kernel
K(s) = %(1 — sz)]l{ofsfl },» however, as in general nonparametric kernel regression
estimation, the shape of the kernel is of little importance here. For our estimators and
their corresponding smoothing parameters we employed the R package “fda.usc”
developed by Febrero-Bande and Oviedo de la Fuente (2012), where the cross-
validation option was used to estimate the smoothing parameters. Finally to assess
the performance of these three regression estimators, we computed the empirical L?
error of each estimator (for each sample size n) committed on the validation set of
size 1000. This entire process was repeated a total of 400 times (each time using a
sample of size n and a validation set of size 1000) and the average empirical L error
was computed. The results appear in Table 1.
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Table 2 Empirical L2 errors for models A and B with 80% missing data

Estimator Model A Model B (High Noise)

n =50 n =100 n =300 n =50 n =100 n =300
Complete-case 2.151 2.079 2.041 8.429 8.539 8.392
estimator: mj; (x) (0.0246) (0.0187) (0.0124) (0.0764) (0.0499) (0.0328)
Proposed 1.623 1.396 1.224 5.942 5.724 5.266
estimator: 71 (x; @n) (0.0271) (0.0165) (0.0062) (0.0598) (0.0418) (0.0312)
No missing data 1.019 1.018 1.003 4.113 4.044 4.025
estimator: my (x) (0.0025) (0.0022) (0.0020) (0.0124) (0.0097) (0.0088)

The numbers in parentheses are the standard errors computed over 400 Monte Carlo runs

Table 3 Empirical L2 errors for models A and B with 25% missing data

Estimator Model A Model B (High Noise)

n =50 n =100 n =300 n =250 n =100 n =300
Complete-case 1.061 1.078 1.053 4.605 4.592 4.622
estimator: mj; (x) (0.0043) (0.0032) (0.0026) (0.0229) (0.0197) (0.0141)
Proposed 1.030 1.036 1.006 4.203 4.089 4.058
estimator: m(x; ¢n) (0.0030) (0.0026) (0.0022) (0.0199) (0.0108) (0.0102)
No missing data 1.019 1.018 1.003 4.113 4.044 4.025
estimator: my (x) (0.0025) (0.0022) (0.0020) (0.0124) (0.0097) (0.0088)

The numbers in parentheses are the standard errors computed over 400 Monte Carlo runs

The numbers appearing in parentheses are the standard errors computed over 400
Monte Carlo runs. The last row of this table gives the errors for the estimator m,(x) in
(1) that involves no missing data. The second row of Table 1 shows that the proposed
regression estimator 7 (x; ¢,,) performs quite well as its error rates follow closely those
of the optimal case in the third row (with no missing values) under both models A and
B, regardless of the sample size, and despite the fact that the data suffer from a 50%
missing rate. The performance of the complete-case regression estimator m;, (x) in the
first row of the table is rather poor; this should not be surprising because, as discussed
earlier [immediately after Eq. (2)], this estimator is in general the “wrong” estimator.
Table 2 gives the same results for the case with 80% missing data. Once again the
proposed estimator 7 (x; ¢,,) performs well in terms of its error being relatively close
to the one with no missing values (the third row of the table) despite the 80% missing
rate.
Next, Table 3 gives the same results for the case with 25% missing data. As this table
shows, the performance of the proposed regression estimator 7 (x; @,) for this case
comes quite close to that of the one based on no missing data, i.e., m,, (x).

Remark 3 The function g in (25) is clearly free of the portion x| 0.4] of the curve
x(t), t € [0, 1], which ensures that the missing probability mechanism (10) does not
depend on x|[0,0.4). That is, the missingness of Y is not influenced by the portion
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Fig.2 A sample of curves x; from each of the two classes for Example 4.2

x110,0.4) of the covariate curve. Although requiring g to be free of a portion of the
curve x(t), t € [0, 1], is part of the identifiability Assumption (A1), our additional
numerical work (not reported here) shows that the final numerical results are not much
influenced by the choice of 7, =0.4 in the interval [0, ?,]; in fact, our numerical results
(i.e., the reported empirical error rates) remain virtually the same for other choices of
t, € (0, 1). This is particularly important from an applied point of view where the true
value of 7, may not be exactly known in advance.

4.2 Example 2: semi-supervised classification (partially observed labels)

In this example we consider the prediction of the class membership, Y =1 or Y =0,
of any entity based on the functional predictor x (¢), ¢ € [0, 1], where x(t) = (t —
0.5)2A + B, with A ~ N(5, 2%) and B ~ N(1, 0.5%) for class 1 (i.e., Y=1), and
A ~ Unif(0, 4) and B ~ Unif(0, 2.1) for class O (i.e., Y =0). These distributions are
similar to those in Rachdi and Vieu (2007). The parameters of the distributions of A
and B are deliberately chosen in such a way that would make the task of classification
rather difficultin this case; in fact, a sample of these curves and their class memberships
in Fig. 2 reveals a significant overlap in large segments of the two sets of curves, thus
making classification more challenging here.

Here, the class probabilities are taken to be P (Y =1)= P (Y =0)=0.5. Furthermore, the
function g in the missing probability mechanism (10) is the same as that in Example 4.1
given by (25), and the function ¢(y) = exp(exp(y./¥)). Regarding the choice of the
coefficients (g, y1, ¥), we considered (—1.3, 0.10, 0.5) and (—3.3, 0.15, 0.95) to
produce 60% and 30% missing rates, respectively. Next, using two different sample
sizes, n=100 and n =300, we constructed the classifier g, (x ; ¢,,) that appears in (24).
Additionally, we constructed the complete cases classifier, denoted by g;(x), that
replaces 1 (x; @,) with (2) in (24), as well as the classifier based on no missing data,
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Table 4 Misclassification errors of the three classifiers

Classifier 60% Missing rate 30% Missing rate

n =100 n =300 n =100 n =300
Complete-case 0.448 0.495 0.352 0.462
classifier: g5 (x) (0.0063) (0.0015) (0.0094) (0.0046)
Proposed 0.216 0.206 0.209 0.197
classifier: g, (x; ¥n) (0.0090) (0.0085) (0.0086) (0.0080)
No missing data 0.196 0.185 0.196 0.185
classifier: g, (x) (0.0025) (0.0013) (0.0025) (0.0013)

The numbers in parentheses are the standard errors computed over 400 Monte Carlo runs

denoted by g, (x), which replaces 7 (x; @,) by (1) in (24); the reason for including the
classifier based on no missing data [i.e., g,(x)] is to see (i) how far off the other two
classifiers are in terms of their error rates, and (ii) what the results would have been,
had we not had any missing Y;’s in the data. As in Example 4.1, here we used the
Epanechnikov kernel, where once again the cross-validation option of the R package
“fda.usc” of Febrero-Bande and Oviedo de la Fuente (2012) was used to estimate the
smoothing parameter of the kernel.

Next, these three classifiers were used to classify a validation data set of 1000 additional
observations generated from the underlying distribution of the data (with 500 from
each class); this was done for each of the two sample sizes. The entire above process
was repeated a total of 400 times (each time using a sample of size n and a validation
set of size 1000) and the average misclassification errors were computed. The results
appear in Table 4 along with their standard errors in parentheses. Table 4 shows that
the classifier g, (x ; @) has the ability to perform well, as compared to the classifier
with no missing data, g, (x), despite the fact that it suffers from huge missing rates.
In passing, we note that the complete-case classifier is performing quite poorly; as
noted after Eq. (2), this is because m; (x) in (2) is actually the “wrong” estimator of
m(x)=P{Y=1|x = x} in the sense that m(x) estimates the quantity E(AY|x =
x)/IE(A|x = x) which is not in general equal to the regression function m(x) and
can, in fact, be larger that 1 for a probability! As a result, as n increases from 100 to
300, the error of the complete-case classifier tends to get worse (with larger standard
errors), as it tends to get closer to the error of a completely incorrect classifier.

4.3 Example 3: spectrometric data

In the previous two examples we assumed that s, the interval related to identifiability
Assumption (A1), was known from prior information or studies; see (25) where we
had s=[0, 0.6]. Here, we consider estimating s based on the method discussed in
Sect. 2.2.

This data set consists of pairs of measurements (x;, Y;),i = 1,...,215, on 215
pieces of finely chopped meat, where ), is the spectrometric curve corresponding to
the absorbance measured at 100 wavelengths (thus x; = (x;(#1). ..., xi(t100)) for

the ith meat sample. Here, Y; is a measure of the fat content of the ith meat sample.
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Fig.3 A sample of 20 data curves x; from Example 4.3

This real data set and information about its origin can be found at https://www.math.
univ-toulouse.fr/~ferraty/ SOFTWARES/NPFDA/ under Datasets. A sample of 20 of
these curves appears in Fig. 3.

The question of interest is to predict ¥ based on ). To proceed, we randomly select
n =170 of the measurement pairs (X;, ¥;) to be used as the data while the remaining
45 pairs are used as the validation set. For missing values, we generated A;’s using
(10) with

150
8(&) =1+ /0 () dt, where ¢ = x|y )= x(0) Ljozizzg)s  (26)

and ¢(y) = exp(yy). Thus the true s for ¢ = X’s is [0, t50] in (10). We took yp = 4,
y1 = 0.16, and y = —0.5 corresponding to approximately 50% missing data. For the
purpose of presentation, we re-scaled the frequencies to fall in the interval [0, 1], thus
t1 = [0, 0.01], r, = [0, 0.02], ..., tigo = [0, 1]. Therefore, s = [0, t590] = [0, 0.50]
in (26). Finally, the three regression estimators i (x; @), ms(x), and m, (x) were
constructed using the Epanechnikov-type kernel and a data-splitting ratio of 0.7 to
0.3n as in the previous examples. These three regression estimators were used to
predict the response Y in the validation set of size 45, and the empirical L? error was
computed. Repeating this process 400 times, each time dividing the 215 observations
randomly into a data set of size n =170 and a validation set of size 45, we computed
the average empirical L error (over 400 runs). The results appear in the top row of
Table 5 where 1 =0.50. Once again, the proposed regression estimator 711 (x; @y) tends
to perform relatively well. Representing the estimate of s by § = [0, 7 ], the table also
gives the average value of £, over 400 runs, where in each run 5 was selected from the
set {s1, ..., 520} to minimize (21); here s; = [0, 0.05], s, = [0, 0.10], ..., 519 =
[0, 0.95], s20 = [0, 1]. In passing, we observe that the average value of 7 (= 0.48)
over 400 runs is relatively close to the true ¢+ = 0.50. The bottom row of the table
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172
Table 5 Empirical L~ errors for s =1[0.1] ~ o~ -

the data in Example 4.3 mx: on) ! i (1) i ()
t =0.50 136.65 0.48 182.89 101.90

(1.600) (0.015) (2.118) (1.681)

t=0.20 140.08 0.27 177.12 101.90

(2.262) 0.011) (2.408) (1.681)

The numbers in parentheses are the standard errors computed over 400
Monte Carlo runs

gives the same result for the case where s = [0, 0.20] with yy = 4.84, y; = 0.18, and
y = —0.5 for 50% missing data. In this case, the average value of ¢ over 400 runs is
about 0.27. The values appearing in parentheses are the standard errors.

5 Proofs of the main results

We start by stating a number of lemmas. In what follows, we use the notation of
Sect. 2.1 and let F; be any ¢-cover of F (as defined in Sect. 2.1). Next, for each
@ € F, define

-~ 2
Lonelp) = ZA(C 5 i) = @7)

where ﬁ(p(;, y) is as in (13) and 712, (x; @) is given by (6). Also, let m(x; ¢) be as in
(5) and put

Qe = argmin E|m()(; Q) — Y\z and @, := argmin Zm’g(q)). (28)

peF; peFe

Lemma 1 Let ¢* be the true (unknown) version of the function ¢ in (10). Also, let
m(x; ¢) be as in (5). Then the regression function m(x) = E[Y|x = x] can be
represented as

mG) = mG: ") =m0 + zli""" i (1= mG). (29)

where the functions Yy and nx, k = 1, 2, are given by (4).

Proof of Lemma 1. The proof of this lemma is straightforward and therefore omitted.
O

Lemma2 Letm(x; ¢;), j = 1,2, be defined as in (5), where ¢; : [—L, L] — (0, B]
for some positive number B. Then, under Assumptions (A7) and (A9), one has

Elm(x;¢1) —m(X;92)| < C- sup |o1(y) —
—L<y<L
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where the constant C > 0 can be taken to be C = 2L /0q, with g¢ as in Assumption
(A7).

Proofof Lemma 2. Let S;(x) = E[AY ¢;(Y)|Xx = x] and Tj(x) = E[A@;(Y)|x =
x], j =1, 2, and observe that

. . _ =500 TG —D) | $160 = %00 | B _
m(x: ¢1) —m(x,wz)’ = ‘ T o 500 E[1 —68|X =«]
1
< m{L|T1(x) — (0| + (5100 = 20}

But, [S1G) =201 < E[IAY]- |@1(Y) — 2| [Xx =x] < L sup_ <, <1 |01())

— @2(y)|- Similarly, |T1(x) — T2(x)| < sup_;, -/ |¢1(y) — @2(y)|. On the other
hand, by the second part of Assumption (A7), we have T>(x) > 0o > 0. Therefore

G o —mGc 92| = @LIG) 5w [o1() — ¢200)]

—L=<y=<L

The lemma follows now by integrating both sides of this inequality with respect to
wn(dx). O
Lemma3 Let m(x; ¢), /L\m,g(go), @e, and @, be as in (5), (27), and (28), respectively.
Then, under the conditions of Theorem 1, we have

2

Dn} < sup ‘E[\nﬁm(x;go) - Y(Z\Dm] —Zm,mo)‘

E Urﬁm(x;@) —m(X; ¢e)
(/)E}—s

~ 2
+ sup Lm,z(<p)—E‘m(X;¢)— Y‘ ’

‘/76]:6
+ Cre'/?, (30)

where Cy is a positive constant not depending on n or ¢, and M, (X; @) is as in (6).
Proof of Lemma 3. Start with the simple decomposition E[ |, (X; @) — Y[*|D,] =

E[|ﬁm(Xa Pe)—m()X; ¢6)|2|Dn]+E|m(X§ ‘ps)_Y|2 +2E[(7/ﬁm(x; Pe)—m(X; %))
(m(X; @) — Y)|Dy]. Also, let * be as in (18) and observe that

D |

—E [(n?m(x; 70 =m0t 90)) (mOG 9) = m(xX: %) +mOx: ¢ - Y )

o]

where we have used the fact that in view of (29), E[Y|x = x] := m(x) = m(x; ¢™).

Therefore
o] = {e]

E [(n?m(x; Pe) —m(X; we)) (m(X; ¥e) = Y)

D |

= [(mm(x; 90) = mOx: 00)) (m: 0) = m(x: )

2 - - 2
mm(x;(ps) - Y‘

E[)ﬁm(x:@)—m(x;%) Dn] —Blm(X:¢0) - Y\z}
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—2E [(ﬁm(x; Pe) —m(X: ) (m(Y; ) — m(X: ) Dn]
=1, + 1L, 3D

Now, observe that
R R 2
I, =& Umm(x; o) — Y’

= sup {E [
peFe

+Ln @) — Elm(xX; ¢) — Y|2}, (WhereL,, ¢ (¢) is as in (27))

. L y2
Dni|—¢1é1]f__EE|m(x,<p) Y|

2
i (X: @) — Y|

Dni| - Zm,IZ(QD) + Zm.ﬁ(ﬁa) - Zm,e(aS)

Lone(@) — Elm(x; 9) - Y|

)

2
< (E[\rﬁm(x;@)—Y\

Dn] - Zm,l(as)) + sup
peFe

where the last line follows since Zm (@) < /L\m, ¢(p) holds for all ¢ € F, [because
of the definition of @, in (28)]. Therefore,

"

where the conditioning on ID,, in the above expression reflects the fact that m1,, (X ; @)
depends on I, only (and not the entire data D,). Furthermore, the term II,, in (31)
can be bounded as follows.

>

< 6L \/Elm(x; ge) = m(x; 9. 33)

IL,| < sup Le(p) = Elm(X; ¢) — Y[

peFe

)

2
ﬁm(x;w)—-Y‘

]D)mi| - zm,l(@)‘ + sup
peFe

(32)

|]In| <2E [‘n?m(Xs Pe) —m(X; @e)

-(m(x; @) —m(xX; ")

< 6L-E’m(X;<Ps) —m(X;¢")

But, using the identity E|m(x; ¢.) — Y|2 = E|m(x; ¢*) — Y|2 + E|m(x; ge) —

m(x; ¢*) 2, we have

Elm(x; ¢) —m(x; ¢®)|* = (pig; Elm(x: ) = Y |* = Blm(x: ¢*) — ¥|*

inf E|m(x:¢) —m(x: 99|’
peFe

2L inf E|m(x;: @) —m(x;: ") (34)
peFe

IA

Now let ¢ € F, be such that ¢* € B(¢p', €); sucha ¢’ € F, exists because ¢* € F
and F; is an g-cover of F. Then, in view of Lemma 2 and the fact that the right side
of (34) is an infimum, one finds

(Rght side of (34)) < 2L - E|m(X; ¢") —m(X: ¢™)| < 2LC  sup LW(” —¢* )|

—L=y=
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<2LC-¢ (becauseg™ € B(g", £)), (35

where C is as in Lemma 2. Therefore, by (33) and (34), we have

[M,| < 6LV2LC-& =: C1/e. (36)
Now Lemma 3 follows from (31), (32), and (36). O

Lemma4 Let N;(Sx) and N (S;;) be the t-covering numbers of Sx and S;;, T > 0,
where S;; is as in Assumption (A2). Then for all T > 0, we have N (S;) < N:(Sx).

Nt (Sx)

Proofof Lemma4. Lety, ... be a t-cover for Sx, i.e.,Sx C szl B(x;, ).

* XN Sy
Now, observe that, with X = L%([a, b]),00 < a < b < coands = [a, 1,],1, € [a, b],
for any x € Sx, we have

,712
min. [ = 0l = _min. [ [ log =017 ]

1<j<N7(Sx) 1<j<N1(Sx)

1/2
. 2
= min ’Xj—x} - 1 <,
1<j<Nz(Sx) [a,b]

where 1, is the indicator function of the set s; thus the restrictions, Xl j =

1,..., N7 (Sx), form a t-cover of S;;, and this completes the proof of the lemma.
O

Lemma 5 Suppose that Assumptions (A0) afd (A2)—(A9) hold, and let T,,, = logm/m.
(i) Let Yy and ni be as in (4). Also, let Yy and 7y be as in (7) and (8). Then, for
k=1,2,

R 1 .A[g,,, f VNTm S
sup  sup )wm,k(x; (,0) _ wk(x; (/))‘ = O(hﬂk) + Oa.co, \/ Og[ ( ) ( X)]
- sup m - ¢1(h)
(37)
~ log [V, (Sx)]
- _ =0 hP Oa.co. — |, 38
Xiugx ‘77 & (x) Tik(X)‘ ( )+ : ( m - ¢1(h) ) %)

where By and B, are the positive constants in Assumption (A3) and N is as in
Assumption (A6).
(i) Let v, and n, be as in (11); also, let Yy, , and Ny » be as in (12). Then

sup  sup @m,o(i? ©) — Yols; (,0)‘ = O(h'g”)
WGFSM CES;;
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log [NV, (F) vV NG, (S9)]
Oa.co. ) 39
* \/ - o) 69
sup hﬂu) Ouco. M , (40)
I;ES m - ¢0(h)

where B, is as in Assumption (A3) and S;; is as in Assumption (A2).
Proof of Lemma 5 We start with the proof of (37). Here, we employ some of the argu-

ments used in Ferraty et al. (2010). Le ¥ and 1’/7;{ be as in (4) and (7), respectively,
and observe that

Ym 1 (@) — ¥i1(x: @) = 0 {[Em(x;w)—E@m(x;w))]

HE@n0) = v o | +[1 = fw] - v cp)},
(4D

where

ZiEIm IC(h_ld(x, Xl))

Jm () = mE[K( a0 x))] and
~ Y i, AiYip(Y) K(h™'d(x, X))
gn(x; ) = —

mBE[K(h='d (., x1)]

Lety, j=1,... , N3, (Sx) be a 1, -cover for Sy, i.e., Sx C UNT(SX) (x, rm) where
T, = logm/m as before, and start with the basic decomposmon

sup Sup
(pE]‘—gm XE SX

Zn(; @) — E(gm (x; ‘ < su max
gm(X 90) (gm(X (P)) (/JE]‘E:,,, lijSNrm (Sx)

sup ‘gm(x,w) em (% 90)‘

X€EB(XjTm)
+ sup sip B8 )] = B [Zn i 0)]|
9eFep, l</<NTm($X) XEB(X.Tm) " [ e ]
+ su ma xis ‘
(pe]-l;: 1<j <Nrm (Sx) gm (X] (0) [gm (X] <P)]
=1, + Hm + Iy, . (42)

It can be shown (see Ferraty and Vieu 2006, Lemma 4.4) that in view of Assumptions
(A2) and (A5a) there are constants 0 < C’ < C” < oo such that

Vie S, C'orth) <E[K(hdk, x))] < C"di(h).
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Now, this observation together with the fact that |A;Y;¢(Y;)| < LB for alli =
1, ..., n, implies that

Up |23 ) — B35 9)|

XE€B(Xj. Tm)
1 [ Yiez, AYip(Y) K(h™1d(x, X))
= sup — —
X€B( . tm) T E[K(h='d(x. x1)]

Sz, SO0 KOG, 1)
E[ (*‘d(zj, x0)]

CLB
K(h™td(x, hldGo. X
< XGB(XFEN) ¢1 (h) m EZ ) (X X )) ( (X] Xt))‘

‘ {xie[B(x,th(z_,-,h)]}
CLB 1 1

< sup 1 . ;
veBy o 0100 m S e [Baon vsa;n])

€Ly

(43)
where the last line follows because /C is Lipschitz on [0, 1] which implies that

1
IK(h'd(x, x»)) = K(h "Gy x))| < 2dX %)) = %"1 V x € B(xj. tw)-

However, if x € B(xj, tm), Where 7, := logm/m < h, then one finds
B(x, h)UB(3j, h) C B(xj, 2h). Consequently

CLB 1 14 . C]

(Right side of (43)) < i m Tk ]l{xiemi,-,zh) = Z Zijs
ieLy, — lEZm
free ofy
44)
where

Zii= —"__q 45
YT hgihy  {XieBam) )

Furthermore, using Assumption (A2), one immediately finds

E(Zij) = Cotn¢1(2h)/Th¢1(M)] and E(Z}) = Cotpi (2h) /7 ()],
where C; is a positive constant not depending on n. Also, one finds Var(Z;;) =
E(zfj) —[E(Zi)1> = Cat2¢1(2h) - [1 — C21 (2h)1/[h*$} (h)]. Therefore, in view
of (43) and (44) (and upon replacing Z;; by Z;; — IE(Z;;) + E(Z;;) in (44)), one
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arrives at

- ~ 1 Tn$1(2h)
sup  |gm(x: ) — & (”w)’f— Zf-+0<—), (46)
B m ; v hepy (h)

where Zlfj = C1[Z;j — E(Z;;)] and where the big-O term does not depend on yx, %/,
or ¢. Furthermore, in view of the last part of Assumption (A6)(ii), it is not hard to see
that for m large enough,

T/ ¢1(2h)

2(k—1)
) , forall k > 2.
h ¢1(h)

Bl < o

Therefore, by Corollary A.8 of Ferraty and Vieu (2006), for any # > 0

1
P13 su — E Z!.
we}z 1 SNy (S) T ‘ Y
1

<N (S max P —
< Ne (Sx) 1<j <N, (Sx) m

(because Z; ; does not depend on ¢)

—mh?¢?(h) 12
20+ 021 2h) |

< 2N, (Sx)exp { (47)

Now, for any constant #y > 0, take = to\/r,%qﬁl (2h) log[ N5, (Sx)1/(mh%¢3(h)) and
observe that in view of (47),

P(m) =P su

12¢1(2h) log[ Nz, (Sx)]
- mh2¢? (h)

—13 log[ N5, (S0)]

< 2Ny, (Sx) - exp
2 (1+ 10/ 731 @) Togl NG, (S0l (mh283 () )

< 2N, (Si) - [Ny (8] = 2[ Ny, (S0)]' 7", (48)

for m large enough, where P (m) is as in (48) and c is a positive constant not depending
on n (or m). Consequently, choosing # suitably, one finds

ZP(m)<ZZ[ (S < o0,

m=1
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which holds due to Assumption (A6)(ii). Therefore, in view of (46), Assumption
(A6)(ii), and the fact that ¢1 (2h) /¢ (h) = O(1), one finds

2¢1(2h) log[ N5, (Sx)] <Tm¢1 (2h)>
In = Oq.co. ol ——=). 49
<\/ mh2¢? (h) >+ he1(h) )

As for the term 1, in (42), first observe that by (43), (44), and (46)

I, <E| sup sup ‘g 9 — & (i-;w)’
" |:¢€f 1<J<Nrm(SX) XEB(X/ Tm) " B
Tm1(2h)
<E Z! +0|—), 50
- 1<,<me(sx)m Z i ( he1(h) 0

where as before, Zlfj = C1[Z;j —E(Z;;)] with Z;; as in (45). On the other hand, since

1Zi;| < Cill + Cap1 @)1 T/ (h1(B)) = A(m), (51

one can proceed as follows

> 7
m

E max —
1<j<Ng, (Sx) m ieT

Alm)
ar+ [ { ‘
»/ 1<]<Nrm (Sx) m Z i

(becuase |Zl{j| < A(m), where A(m) is as in (51))

o

o0
= P max
} ./0 {1</<Nrm(8x> m‘ 27 i

I}}l
t} dt

A(m)
<u+2N;, (Sx)f exp {—mh2¢12(h) /(20 + A(m))r,%,d)l(zm)} dr,

(via the exponential bound in (47) and the fact thatm ™ 1 ’ Z Z/ | < A(m))
i€,
2 N7, (Sx)

/ V2 a4y
\/ 22 () /(1 + AGm)T2 1 (2h)) S\ mi2gR 0/ (1-+-Am) 1 (2

(by the change of variable, v = ¢ \/mh2¢1 (h)/((l + A(m))tn%qbl (2h)) )
2N, () - exp { = [mh2@3 () /(1 + AGm) 21 2)]u? /2]

[mh2¢7 )/ ((1 + Am) a1 2h))] - u

(Via the upper bound in Mills ratio (see Mitrinovic 1970, p. 177))

2'/\/"L'm (SX) e72Nu2
4Nu ’

< u-+

= u+t where N = mh?¢?(h)/[4(1 + Am)ti¢12)].  (52)
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But the expression u + [2 Nz, (Sx) /(4N u)] e 2N i (52) is approximately min-
imized by taking u = \/log(2 Nz, (Sx))/(2N), and the corresponding value of the
right side of (52) becomes

log(2 Nz, (Sx))

1

_ log@ N, (Se)[2(1 + A(m)) T2 d1(2h)] (1 + A(m))t2¢1(2h)
B mh2¢g?(h) 2mh2¢?(h) - log(2 Nz, (Sx))

_ o [loss, S0
a mh2¢i(h) |’
This last bound together with (52) and (50) implies that the term Z,,, in (42) satisfies
72 log(NVy, (Sx)) <Tm¢>1(2h))
n,=0 - o———). 53
(\/ 2y (h) ) A7) &)

To deal with IIT,,, i.e., the last term in (42), define the quantity

AYip(Y) K(h71d (0 X)) = B Ao () K(h~'dGj. x))]

Uij(p) = E[K(h='d(x}, xD)]

and observe that for every t > 0

1
P{m, >t} > N, (F)N; (Sx)- su max P{— U;; >t
(M, >t} > N, (F) Nz, (Sx) q)e}gmlfjwm(sx) —~ ; ij (@)

(54)

But, for each fixed ¢, it can be shown that E|U;; (gp)!k = O((¢1(h))™*F1), for all
k > 2; see Ferraty et al. (2010, p. 347) as well as Ferraty and Vieu (2006, p. 66).
Therefore, by Corollary A.8 of Ferraty and Vieu (2006), for any arbitrary 7o > 0,

1 1 e (F) VN, (S
]P{Z ZUij(‘p) >to\/0g[ v (X)]}

P me1(h)

< 2[No, (F) v NG, (S0] 0, ¢ > 0.
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Therefore, in view of (54),

P {Mm - to\/log [j\/em (F) \/Nrm(SX)] ] < 2[Ngm(.7:) Vme(SX)]z_”S.

ma1 (h)

Choosing # suitably so that 2 — ctg < 1 — B, where § > 1 is as in Assumption
(A6)(ii), one finds

log [N, (F) v Ny (Sp)] } 0

S m 1-8
m;]? {mm - to\/ s Z o (F)V Ny (5]

< 00,

which then yields

= Ouco, \/ o2 Nen D) v Moo S0] ) (55)
i)

Putting together (42), (49), (53), and (55), one finds

2, - 1 Nem F Van1 S
en(x; @) — E(gm(x; (,0))‘ = Oy o, (\/ Og[ ’(nd))l(h) ( X)]) .

sup Sup
we]:gm XE SX

(56)

Regarding the term [E(gn (x; ¢)) — ¥1(x; ¢)] in (41), one can argue as in the proof
of Lemma 10 of Ferraty et al. (2010) and Lemma 4.4 of Ferraty and Vieu (2006) that,
under Assumptions (A2), (A3), (A4), and (ASa),

1
h=ld(x, x1))]
E[’C(h_ld(x’ xXD) - [vixie) - 1//1(x;<.0)|]

<ad" X))

)]E[’C(h_ld(x’ Xl))]l{xleB(x,h)} A Xl)]

‘E(§m(x; 9) — V1 (x; w)‘ < B[k

< G
~ E[K(h G, X))
< ChP,

where 81 and C are the positive constants in Assumption (A3). Since C; does not
depend on x or ¢, we find

sup  sup [E(8n(xi 9)) — ¥1 G 0)| = O(™). (57)
(pE]:gm XESX
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Furthermore, Lemma 8 and Corollary 9 of Ferraty et al. (2010) imply that under
Assumptions (A2) and (A4)—(A6), one has

2 . 10g[Nrm (Sx)] . ~ 1
Xseugx 1= fm()| = Oa.co. (d W) and P {xlengx fm) < 5} < o0.
(58)
Putting together (41), (56), (57), and (58), one finds
sup  sup [, 1(x: ) — V1 G 9)| = O(h)
peFe, x€Sx
log [N, (F) vV Ny, (Sx) ]
Oa.co.
" \/ mei (h)
(59)

This completes the proof of (37) of Lemma 5 for the case of k=1. The case of k=2
is easier since it amounts to using (7) with k =2. The proofs of (38), (39), and (40) of
Lemma 5 are similar (and in fact easier) and will not be given. O

Lemma 6 Let v, (c; @) and @m,o(;; @) be as in part (ii) of Lemma 5. Then, under the
conditions of Lemma 5,

oo
P int int, o) < 21 <o, (60)
m=1 p€Fey ;eS 2

where the constant oo > 0 is as in Assumption (A7).

Proof of Lemma 6. First observe that

inf inf G0l g) < 22

peFe, ;GS 2

& 3¢ eF, and ¢ € S;g such that Wm o) < %
& 3¢ eF, and ¢ € S, suchthat ¥,(c; ¢')

> Qo
_I/Im,o(f/; (P/) > WO(C/Q (P/) - ?
= sup sup Ijb\m,o(ﬁ ©) — Yo(s; )

9€Fem e S;;

(since ¥, (¢'; ') > 00 by Assumption (A7)). (61)

Now let C > 0 be any arbitrary constant and let mo > 0 be such that Chfe < %
for all m > mgo [which is possible because h — 0 as n (and m) — o0],
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where B, is as in Assumptlon (A3). Then, (61) implies that for m > m, one has
SUPy e 7, SUP; e S |1/fm ot 0) — Y, — ChPo > % Therefore,

ZIP{ inf  inf T/fmu(i ) < %}

veFe, ;eS

no
< Z]P sup sup
9 €Fem €Sy

—voleig)| = 2

oo
> 0
+ > Py sup swp [Pl ) — ol o) - Chfr = 2

m=no+1 g eFen 465
< 00, (by(39)).

O
Proof of Theorem 1 1t is sufficient to prove the theorem for the case of p =2. To appre-
ciate this, simply observe that in view of the definition of 771 (x; ¢,,) one finds
~ ~ p ~ ~ P2 ~ 2
1 @) = mGo|” < (|76 )] + m]) |G g = m)|
D~ o~ 2
< BGLYP2|ii(x; @n) —m(0)| "
To proceed with the proof of the theorem, we first note that by Lemmas 1, 2, and 3,

E[ |70 @0 = mOoI D] = 2B[ 06 @0 — m Ot g6, [Da]
2

+2E|m(X; ¢s,) — m(X; ¢*)
= ZE[W(X: ) — m(x: e, Dn] +4LC &,
(via (34) and (35), where C is as in Lemma 2)

2 —~
<2 sup |E [)%m(x; @) — Y’ Dmi| - Lm,z(fp)‘
WEFEm
- 2
+2 sup |Lp,e(p) — E‘m(x;w) - Y( ‘
‘/)e}-&n
+2C1/em + 8LCey,. (62)

On the other hand, the two supremum terms on the right side of (62) can be bounded
as follows.

sup ‘JE [(r’n*mu; 0 - Y\Z)Dm} - Zm,e«p)‘
0eFer,

< sup
WE}—sm

_ Ai | (X @) — Yi|2 [A 2
¢! —E||[#in(X:0) =Y Dm}
iEXI:g ﬂ(p(;i,yi) ‘ ‘ ‘
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_ ~ 2 1 1
+ sup (678N A (X 9) = Y [ - — ”
(pe}—é‘m iEZI( l| " l l| n(p(ci’Yi) n(p(;i’yi)
= I+ Lo (63)

Similarly, one has

o~

2
sup Lm,e(w)—E‘m(x;w)—Y‘ ’
peFe,
~ 2 2
- 1 3 Al (X 9) = Yi|” 1 3 Ailm(x;; 9) = Yi| '
9eF ey, ieZ, ”fﬂ(;i’Yl‘) KiEIg nw(;isYi)
2 2
1 A m(X;0) — Y Alm(x; ) —Y
+Sup_zl|<x,¢) gl Ao - ’
(/JE]:gm iEI[ n(ﬂ(Ciayi) n(p(C7Y)
41,2 (wherel, > is as in (63))
= In,3 + In,4 + In,27 (64)

where I, > is as in (63). Therefore, in view of (62), one finds

E[|n7(x; @n) — m()()l2 ‘Dn] < 2{1,,,1 +2L2 + 13+ In,4} +2C1 /ém +8LC &y,
(65)

where the terms I, 1, I, 2, I3, and I, 4 are as in (63), and (64). To deal with the term
1,1, observe that conditional on Dy, the terms A; |, (X;; ¢) — Y,~|2/n¢(§i, Y),
i € Z,, are independent bounded random variables taking values in the interval
[0, 3L)?/7,,,]. Therefore, for every ¢ > 0

P{I, | >t}

~ 2

A; o) —Y; 2

< Nip (F) sup ]PH% ) i|mm (X i3 ) = Vi —E[)n?m(x;w)—Y) ‘Dm}
9eFep ieZ, 7p(§;. Y)

g

2
~E, Uﬁzm(x;q))—Y\ (Dm]

>t

Ly Al (X3 9) = Yi?
giEIe jT(p(Ciin)

< 2N, (F) - exp {—nz z:z/(su“)} ,

min

< Ne,y, (F) sup Ey |:IP¢{
peF

o]

where the last line follows via Hoeffding’s inequality in conjunction with Assump-
tion (A8). Since the above bound holds for all 7 > 0, taking t = 7g - , /log(./\/;m Fn/e,

for any 9 >0, yields IP{In,l > t} < Z(Ngm (.7-"))1_0’0, where ¢ > 0 is a con-
stant not depending on n. Choosing 7o large enough, we find Y -, ]P{I,,,l > t} <

23 0 (Ve (F ))1_”0 < 00. Therefore
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In,l - Oa.co. (\/ k)g(-/v+z(f.))> . (66)

Next, to handle the term I, » in (65), let ¥, (¢; ¢) and n,(¢) be as in (11). Also let

{p\m,g(;; @) and 7, ,(¢) beasin (12) and observe that since 0 < A; |n’im(xi; (p)—Y,-|2 <
3L, one finds

L2 < 912 sup
peFey,

1 1 1 ‘
Z,'ezze |:ﬁ<ﬂ(Ci*Yl') ”w(Ci’YiJ

wp 1=imo&)  1=n0(&)
¢ iEIe‘ﬂE]:Sm l’&m,a(;ﬁ‘ﬂ) 1//0(;1:90)
(where the inequality above follows from (10), (11), (13), (14), and (12))

912

~o(Yp)

o2 wp |- =o€ Imo@i:0)=v0&ii9) o)) —%(C,-)M(y.)
t iz, eeFem )| Imo€iie) Vo 0) Vo5 9) ’
9BL? 1 1= 1m,0(C;) ~

< . ‘”mf;' swp |Tmo @)= v 0
o 5, | infper,, Ino@ii0) yeFoy

9BL? 1 _ L .
QO, g Z |nm,0(;i) — '70(;1‘)" (where g is as in Assumption (A7))
ieZy
sup 4 ‘] _ﬁm.o(l)|
te Sy —~ .
- - = sup  sup |I/fn1,o(f§¢)*‘//0(§?‘ﬂ)|+ sup 7]111,0(()*7)0(4)‘
infye 7, mf{esgg Vm.o(&: @) peFe,, §€S;g re ;;

(67)

by Assumption (A0), where C, =98 L? /0. But the first term in the square brackets
above satisfies

Sup;es}o{ 1- 77\l’i’l,()(§)|
infyer, il g Do) P ©%
peFe, re Sy Ym0l

which follows from Lemma 6 and the fact that by part (ii) of Lemma 5 and the definition
of n,(¢) in (11), one has

Sup |1 = Amo(@)] <24 sup [mo(0) — 10)| = 2+ O(hP)

te Sgg ceS;;

log [Nz, (S0)]
+0O _— 69
a.co. m- (j)()(h) ( )

Therefore by (67), (68), and part (ii) of Lemma 5, one finds
log [NV, (F) Vv Ny, (8]

Lo = O(hP) + O4co. \/ n m 70
2= O%) m - go(h) 70
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To deal with the term I, 3 in (65), first observe that in view of the definitions of m (x; ¢)
and m,, (x; @) in (5) and (6), respectively, one has

L < — Zl;_p 2 2 [ 0 =m0 G 00 + mx o) = 211
i PESem lel'g
<2 swp oY [0 - mxis o an

TT min ‘/’ej:&n e,

Furthermore, for each ¢ € F, and with fb\m,k(x; ®) and 7.1 (x) as in (7) and (8),
k =1, 2, it is straightforward to see that

Y1 (6 9) i)
1/fm 2(x; @) R

i i @) = i 9)|| = 1 G0 = G| + | =

(72)

+L |77\m2()()

where ¥ (x; ¢) and n2(x), k = 1, 2, are as in (4). On the other hand, one finds

Un1Gc9) i)
Um20: @) Y2 @)

1 wm I(Xa (p) o~
T D) wmz(x,ga)(‘/’ 2069) = V20 9) + (Vi1 (x: 9) — Y1 (xs 9))
1 ~
<—[ NP2 (s @) — V2 @] + [V 1 G 0) — ¥1(x; 9] (73)

Qo0

where we used the facts that |$m’1(x;(p)/1,/'f\m’2(x;(p)| < L and ¥o(x; ) =
E[Ae(Y)|x = x]I = 0o [by Assumption (A7)]. Therefore, combining (71), (72),

(73), (37), and (38), one arrives at

5L

L = —— swp sup [in(cig) —mix )| = O(h)

T min (pE]'—gm XE SX

log [N, (F) v Ny, (Sx)])
a.co. ’ 74
+O <\/ m - g1 (h) "

where B = B1 A B2, and By is as in (37). Finally, to deal with the term I, 4 in (65),
we first note that the terms A; |m(xl-; p)—Y; |2/n¢(§i, Y),i € Z,, are iid bounded
random variables taking values in the interval [0, 412 /7 winl. Therefore, by Hoeffding’s
inequality, for every ¢t > 0,

P4 > 1)
I Allmi o =1 [Amaee) - Y[
N, (F Pii- -
=N S EY 1 ZI NN [ n@ v |

< 2N, (F) exp{ —m2 02 /(8LY}.

m min
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Therefore, using the arguments that led to (66), one can show

Lis = Ouco M (75)

Now, Theorem 1 follows from (65), (66), (70), (74), and (75), where f in this theorem
can be taken to be min(f,, B1, B2). O

Proof of Theorem 2 Let g (x) and g, (x ; ¥,) be as in (23) and (24), respectively. Then,
it is not hard to show that

[P{E G 8 # Y[Da} — Ples0 # Y| < 2B[|f0x: @) — moo|Da]:
(76)

see, for example, Lemma 6.1 of Devroye et al. (1996). The proof of Theorem 2 now
follows from Theorem 1 in conjunction with the Cauchy—Schwarz inequality. O
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