Chapter 6 ®)
Einstein Toolkit Gedar
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Abstract The Einstein Toolkit is one of the oldest open-source, freely-accessible,
community-driven code frameworks for studying fully general relativistic systems
such as black holes, neutron stars, and supernovae. The toolkit was developed by
an international collaboration of students and professors working at many institu-
tions. The toolkit is built in layers, offering generic computational infrastructure
components at its lowest level—e.g., adaptive mesh refinement, method of lines, and
I/O—and base modules which provide commonly-defined variables for an evolution
system at a higher level. The base level provides a communication interface for more
specific spacetime formulations, hydrodynamical schemes, and analysis tools like
horizon finders, gravitational wave extractors, ejecta trackers, and others.
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6.1 Cactus/Carpet

The Einstein Toolkit (ET) [37] is based on the Cactus code [25, 49], originally
developed at the NCSA and the Max Planck Institute for Gravitational Physics by
Paul Walker and Joan Mass6. Cactus has been used on high-performance computing
(HPC) systems for nearly three decades while being continuously updated to support
new hardware technologies [89]. During all this time, it has been regularly used for
production-level science involving complex astrophysical simulations of colliding
black hole (BH) [44, 53, 54], colliding neutron star (NS) [27, 48, 66, 84, 88, 106,
108, 109], supernovae (SN) [74], and cosmological simulations [17, 65] on some of
the largest supercomputers in the world [72].

6.1.1 Basic Infrastructure

At its core, Cactus is a code framework designed to facilitate solving of partial dif-
ferential equations (PDE) using finite difference and finite volume methods. Cactus
itself only implements the connective tissue required to support these features, with
additional modules implementing all other features. It provides a minimal infrastruc-
ture called the flesh, which acts like a kind of glue to bind the various computational
infrastructure and science modules together. Following the biological metaphor pro-
vided by its name, these modules are called thorns. Indeed, the flesh does not even pro-
vide memory allocation for its arrays, delegating that task to a “driver thorn.” A key
benefit to the interfaces established by Cactus is that its library of science thorns was
developed independently of numerical and infrastructure thorns (examples include
time integration via the MoL thorn [99], HDF5 output, and checkpointing).

One of the key functionalities provided by the flesh is a basic workflow scheduler.
Looking at the scheduler from a high level, Cactus “schedules” C, C++, and Fortran
routines in specific “scheduling bins” that represent different phases in the simulation
workflow. Cactus begins by running routines in setup and initial data bins, continues
by running the scheduled functions in its evolution bins in a loop until a terminating
condition is reached (such as number of iterations, final simulation time or compute
walltime), and finally executes the scheduled functions in its shutdown and analysis
bins. By default, Cactus provides a standard set of schedule bins, but new bins can
be defined by thorns to be used by other thorns.

Cactus also provides users with an “inheritance” mechanism. A thorn’s variables
and functions can be marked as publicly available. Other thorns can then import these
variables and routines from their parent thorns, using and modifying them. This
mechanism allows for the implementation of “interface-like” thorns, that provide a
common way of doing a computation or storing variables.

Since 2003, Carpet [91] has been the principle driver used by Cactus. It provides
access to full Berger-Oliger adaptive mesh refinement (AMR), data distribution,
communication through MPI, and memory management.
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6.1.2 Reproducibility of Results and Regression Testing

Whenever new thorns are added to the ET, tests are provided to ensure the repro-
ducibility of results obtained. These tests are run and checked rigorously as part
of the regular release schedule of the ET (every six months, typically in May and
November). Because reproducibility is such a high priority for this framework, thorn
Formaline is typically compiled into each executable. Formaline captures all details
about a simulation, including local edits in the source code that developers may have
forgotten to commit and push to a repository and embeds them as a tar-archive in the
executable. Thus, simulations performed with the ET retain a snapshot of the source
code and compilation options used. Formaline also collects runtime information and
records all runtime parameters used during the simulation.

6.2 Thorn Library Overview

The ET contains a wide variety of scientific modules. Support for curvilinear coor-
dinates is provided by the Llama [81] code, general relativistic magnetohydrody-
namics (GRMHD) by either the GRHydro [61, 71] or lllinoisGRMHD [39], and
spacetime evolution by McLachlan [24], Baikal [87], BaikalVacuum [87], and
lean_public [95, 107] thorns. McLachlan uses code automatically generated and
optimized by the Kranc [55] code generator which includes loop-tiling, vectoriza-
tion, and kernel splitting to ensure that compute kernels fit into L1 cache. Similarly,
Baikal and BaikalVacuum use code generated by the NRPy+ [86] code generator,
which takes symbolic expressions in Python and converts them to highly optimized
C code using SIMD, common subexpression elimination (CSE), and other tech-
niques. lean_public uses manually coded Fortran subroutines, providing a very
straightforward implementation of the evolution equations.

GRHydro and lllinoisGRMHD support a variety of tabulated and analytical equa-
tions of state. These are implemented by the EOS_Omni and GRHayLib thorns,
respectively. Both thorns support a tabulated equation of state (EOS), which imports
a table of data for the different hydrodynamic quantities like pressure and specific
internal energy, among others. Usually, these quantities are known for some values
of the fluid density, temperature, and electron fraction, but one can determine them
at any point that is within the bounds of the table data via interpolation. The analytic
EOS approximates these tables by defining the pressure as a function of the density.
While a simple polytropic EOS can be used, both thorns also provide implementa-
tions of the more accurate piecewise polytropic EOS, which more closely matches
the table data at fixed temperature and electron fraction.

Despite its imperfections, Cactus has had enormous success in uniting the numer-
ical relativity community in achieving science goals for several decades. It has won
awards [2], been the basis of SPEC [1] benchmarks, and spawned countless Ph.D.
theses and scientific papers.
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Detailed descriptions and documentation for each module are included in the
source distribution [30, 61].

6.2.1 Attribution of Credit

One difficulty of open-source projects is the proper attribution of credit, particularly
with regard to citations. Instead of relying on a static publication for giving credit to
the people who contribute to the ET, a Zenodo DOI is provided. With each release of
the ET, new authors and contributors are added, and the Zenodo reference is updated.
As of this writing, the current DOlis doi:10.5281/zenodo.10380404 . This
allows for newer contributors to be added to the ET’s author list, so that all thorn
authors are properly acknowledged for their contributions.

6.2.2 Base Modules

ET thorn variables are documented to be used within a system of units such that the
solar mass, the speed of light, and the gravitational constant are all set to one (i.e.,
G=c=Mgy=1).

The ADMBase thorn provides grid functions for the spatial 3-metric y;;, the unit
normal of the spacelike slices of the 4D spacetime manifold n* = («~!, ' /o), the
lapse function «, the shift vector B, and the extrinsic curvature associated with the
embedding k;; in the Arnowitt-Deser-Misner (ADM) formulation [12]. In addition,
italso provides a grid function for the determinant of the spatial metric y = det(y;;).

Similar to ADMBase, the HydroBase thorn provides a definition for the fluid
rest-mass density p, the pressure P, the specific internal energy density €, the con-
travariant three-velocity in the fluid rest frame v, the electron fraction Y., the
temperature 7', the specific entropy s, and the contravariant magnetic field vector
B'.

Finally, the TmunuBase thorn defines the components of the 4D energy-momen-
tum tensor 7,,, as well as scheduling bins to determine when and how to calculate
Ty

These “Base” modules make it possible to couple various independently coded
initial data (ID) schemes, spacetime solvers, and hydrodynamical schemes, providing
a great deal of generality and computational flexibility.

6.2.3 CarpetRegrid2

Carpet is capable of full Berger-Oliger structure mesh refinement with arbitrary
shapes for the refined regions and subcycling in time. For compact object merger
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simulations however, the regions of the simulation domain that require high res-
olution, can be computed based on the known location of the objects themselves.
This results in a simpler regridding scheme, less reliant on ad-hoc prescriptions for
a refinement criterion, a result also reported in [9]. To provide this “steered” mesh
refinement, Carpet provides the CarpetRegrid2 thorn, which allows users to define
sets of nested refined regions that can dynamically change in size, location and depth
of nesting during the evolution. Coupled with object tracking capabilities provided
by PunctureTracker, which tracks black holes, and Volumelntegrals_GRMHD,
which tracks NS and other material objects this allows for efficient refinement around
the region of interest while ensuring simple geometries with low surface to volume
ratio, thus limiting communication overhead.

6.2.4 Coordinate Systems/Llama

One of the other major concerns for any general relativistic code is the coordinate
system employed for discretizing and evolving a set of PDEs. Depending on the
needs of the programmer and the physical problem in question, one may use either
2 or 3 dimensions. In the former case, Cactus offers support for using 3D Cartesian
Coordinates in “2D” through a thorn called Cartoon2D. Based on a concept orig-
inally proposed by Paul Walker, Cartoon2D fills in ghost zone values by rotations
(see [8] for further information).

For large scale 3D simulations, the use of non-Cartesian coordinate systems is
often employed. Such systems can offer advantages over Cartesian ones. Certain
problems are naturally better-suited for certain coordinate systems. In the early
days of numerical relativity, CadeZ coordinates [105], which naturally described
two spheroidal throats and a spheroidal outer boundary, helped the first collisions of
black holes on a computer to succeed. Similarly, fisheye coordinates were used by
the early inspiral black hole codes (before AMR was used).

An advantage of non-Cartesian coordinate systems becomes apparent when one
desires to obtain the gravitational wave (GW) signal output from a numerical simu-
lation. In order to do so, it is necessary to extract the wave signal very far away from
the physical system producing the spacetime perturbations. In practice, this amounts
to placing the outer boundaries of the simulation domain very far away from the
center of interest in order to minimize the influence from the artificial outer bound-
ary conditions that must be imposed in any simulation on the extracted wave signal.
Using a spherical coordinate system, for instance, disentangles the angular and radial
resolutions of a domain, allowing them to extend further away with smaller memory
requirements when compared to their Cartesian counterpart.

Implementing non-Cartesian coordinate systems without introducing new coor-
dinate singularities is paramount for any numerical simulation code, otherwise all
potential advantages derived from such coordinate systems may nullified (but see [69]
for a scheme to handle certain types of coordinate singularities in the simulation grid).
These coordinate singularities can be avoided by decomposing the coordinate system
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in question into multiple coordinate “patches,” each covering a piece of the complete
domain of interest. As an example, let us consider spherical coordinates, which are
known to be singular at the poles. It is possible to remove these singularities and cover
the entire surface of the sphere by utilizing 6 coordinate patches, each covering a
section of the whole domain. To visualize how such a system can be constructed,
picture a malleable cube in 3D which is uniformly filled with air. Each of the six
faces of the cube will round as the cube inflates and turn into spherical sections.
The union of these 6 sections can uniquely describe the surface of a sphere without
any coordinate singularities. Given the nature of the theory of General Relativity,
decomposing a spacetime (a 4D manifold) into multiple sub-regions, each described
by their own coordinate systems is mathematically very sound and can be easily
done.

In the ET, when utilizing the Carpet driver, the Llama [81, 84] thorn allows
users to utilize multiple coordinate patches for achieving non-Cartesian simulation
domains. Most often, Llama is used on spherical domains, both with either spherical
hole or Cartesian “core.”

Figure 6.1 is a schematic representation of the currently supported multipatch
coordinate systems. The figure represents a constant 2D slice of the simulation
domain where each patch is colored differently. The Llama thorn supports spherical
coordinates with a spherical core (left panel) and spherical coordinates with a Carte-
sian core (right panel). Llama handles the spherical-Cartesian inner boundary by
making sure that the Cartesian core and the spherical patches overlap. Ghost zones
are filled by interpolating values between patches.

From the user’s perspective, using the aforementioned thorns involves simply
modifying the derivative operators used (due to technical details on how tensor com-
ponents are stored). Generally speaking, users interested in coding a spacetime or
hydrodynamics formulation need not be concerned about multiple patches, AMR
regions, or parallelization. In each of these cases, the Cactus infrastructure calls
their code for a logical box, a 2 or 3-dimensional array with start and end indexes,

Fig. 6.1 Multipatch coordinates currently supported in the ET. Left panel: Spherical patches with
spherical inner boundary. Right panel: Spherical patches with spherical inner boundary and an
overlapping Cartesian core
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grid spacings and other required information. For an example of GRMHD simulations
utilizing multiple grid patches with Llama, see for instance [84].

6.2.5 Time Stepping

The actual time integration (e.g., RK4 and other Runge-Kutta schemes, Iterative
Crank-Nicholson, Adams-Bashforth, multi-rate Runge-Kutta schemes, etc.) of any
Cactus simulation is implemented by the MoL (Method of Lines) thorn. To use MoL,
the user writes a small C routine which registers the variables to be evolved and the
corresponding time-derivative of that value (which MoL calls the RHS value). One
then schedules a routine to run in the MoL_CalcRHS bin to fill in the RHS values.

Therefore, new formulations of the hydrodynamical quantities can be created by
(1) implementing a thorn which schedules a new function in MoL_CalcRHS, and
(2) providing routines in the MoL_PostStep bin to communicate needed informa-
tion between the thorn-specific evolution variables and the variables in ADMBase,
HydroBase, and TmunuBase.

To implement a new spacetime module, one would need (in addition to writing
and scheduling the RHS function) to provide a way to convert any new variables to
the ADM variables.

Users choose which timestepping method to use via runtime parameters, based
on the specific needs of the simulated system.

In either case, users benefit from Cactus’s time integration, I/O modules, check-
pointing, and AMR capabilities. They do not need to constantly re-implement these
core functionalities, but can instead rely on the already existing, well-tested, and opti-
mized implementations. Similarly, all modules using MoL immediately have access
to any new time stepping scheme implemented in MoL, showcased, for example,
by the introduction of the Adams-Bashforth multistep method, or, with some extra
declarations, the multi-rate Runge-Kutta schemes.

6.2.6 Spacetime Evolution

The ET contains multiple alternative modules to evolve spacetime using the Baum-
garte-Shapiro-Shibata-Nakamura (BSSN) and ccZ4 formulation of numerical rela-
tivity. McLachlan [24], Baikal [87], and lean_public [95, 107] are included in ET
by default, and users can switch between them at runtime. The modular nature of the
ET makes it possible to use other custom spacetime evolution modules. For example,
the CTGamma [81] thorn is optimized to use curvilinear, multi-patch coordinates
employing the Z4c formulation using Llama.

McLachlan, and lean_bssn both support curvilinear coordinates provided by
Llama, and all codes use NewRad to implement approximate radiative boundary
conditions at the outer boundary of the simulation domain.



210 S. Cupp et al.

Typically ID for spacetime metric and gauge quantities is either provided along
with ID for fluid quantities, or, in the case a vacuum binary black hole (BBH) simula-
tions by TwoPunctures [10], which constructs ID for a BBH system with arbitrary
spin using the Brandt-Bruegmann method [21] in the Bowen- York formulation [20].

To support the modularity of the ET, ID is provided through a set of spacetime
variables set based on the ADM decomposition, which can then be used by any of
these evolution thorns regardless of the specific formulation. Similarly, these ADM
variables are used to communicate between the evolution thorns and any analysis
and fluid evolution thorns.

6.3 Hydrodynamics

Following the Valencia Formulation [11, 16, 67], all the relativistic hydrodynamic
thorns use a combination of the primitive variables

R
£
T
P
P = i | (6.1)
Bi
Y,
— S -
and conserved variables
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to evolve the system. The conserved variables C are an alternative representation of
the primitive variables P that are better-suited for hyperbolic evolution.

In (6.1), p is the baryon density, P is the pressure, ¢ is the specific internal energy,
T is the temperature, v’ is the fluid 3-velocity, Y, is the electron fraction (possibly
many such composition variables exist for more complex EOS), § is the entropy
per baryon, and B’ are the spatial components of the magnetic field (B*). The fluid
3-velocity is related to the 4-velocity u* by

Ui:
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R |

ul
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The frame of B* is that of normal (or Eulerian) observers with 4-velocity n* and
is normal to the spatial hypersurface (B*n, = 0). The set of primitive variables
is not fully independent, being related to each other through the EOS, for exam-
ple, P = P(p,¢) or P = P(p, T, Y,) depending on the EOS. Different codes may
make different choices as to which primitive variables are considered independent
and which ones are considered dependent variables, possibly even based on the
temperature, density or magnetization regime the fluid is in.

In (6.2), D is the rest-mass density, 7 is the energy variable, and W = au® =
(1 - Vij viv/ )_1/ ® is the Lorentz factor. The GRMHD energy-momentum tensor,
TH", is given by

T = (ph + b*) u"u’ + (P + Prag) g — b*b" , (6.3)
where h = 1 + € + P/p is the specific enthalpy, and P,y = b%/2, b> = g,,,b"b".

For the magnetic field in the lab frame associated with unit normal n*, we choose
the definition

1 S
B*Y = ——=n,F 6.4)
a4
where F"" is the dual of the Faraday tensor. Using this definition, b* = «/%uv*FM
is the magnetic field in the co-moving frame u,,. This gives the relation
iB'
b =42 6.5)
o
. B 4+ Bluju
b = M7 (6.6)

W

which completes our prescription for the magnetohydrodynamics (MHD) fields.
The evolution equations are then given by the equation of rest-mass conservation,
conservation of energy-momentum, and Maxwell’s equation:

(Dut),, =0
1., =0 (6.7)
*Flw'v = O»

where a semicolon indicates covariant derivatives with respect to g, .

At this point, we note that some of the evolution equations are optional and
dependent on the EOS chosen to model nuclear matter. The electron fraction is
only used when using a finite-temperature EOS, and Y, is not evolved when using a
polytropic hybrid or simple gamma-law EOS. Similarly, entropy evolution is entirely
optional and usually only used for some conservative-to-primitive recovery schemes.
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6.3.1 Initial Data

To begin a simulation, we first initialize P using one of the ID thorns. Many options
exist for this in the ET depending on the system of interest. Most ID solvers are
outside of and independent of the Cactus framework. They are standalone programs
for which specialized Cactus importer thorns exist.

Cactus typically is able to install a version of the initial data tool using its “External
Library” mechanism. This is something like a very simple package manager designed
to help install (or link to) Cactus dependencies.

6.3.1.1 TOVSolver

The Tolman-Oppenheimer-Volkoff (TOV) star [77, 103] is a spherically symmetric
solution to the Einstein Equations that has, historically, been used to constrain the
possible equations of state for NSs. It remains useful as a test of the various 3D
machinery required to evolve more complex systems, and as a toy problem for stu-
dents and workshops. Our standard tutorial used in our portal [23] and workshops
involves a short simulation of a TOV star at low resolution.

6.3.1.2 Hydro_RNSID

The Rotating Neutron Star ID thorn uses the Komatsu-Eriguch-Hachisu (KEH)
method [60] to construct a NS with a single killing vector. As such, this thorn gener-
ates 2D rotationally symmetric data. The RNSID solver is, therefore, a slightly more
complex data set than the TOV star and is also useful for testing. Beyond testing
evolution codes, single rotating NS are also used to study EOS, and to serve as a
building block to construct NS-disk ID. This solver can be run within Cactus, or as
a standalone utility that generates data files to be imported by Cactus at a later time.

6.3.1.3 FishboneMoncriefID

The Fishbone-Moncrief Initial Data creates ID for a black hole surrounded by a
polytropic disk. Input parameters to the solution include the radius at which the
density of the disk is at its maximum as well as the polytropic parameters. The code
for this dataset is generated using NRPYy, a Python based code generator. It also has
a random noise parameter for use in testing.

The solver follows the prescription outlined in [45], describing a way to produce
axisymmetric, isentropic disks with constant angular momentum per baryon.
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6.3.1.4 LORENE/Meudon

LORENE is perhaps the oldest tool used to generate ID for BBH or binary neu-
tron star (BNS) mergers [18]. LORENE uses spectral methods to generate data
files which ET is able to import using the Meudon thorns Meudon_Bin_NS,
Meudon_Bin_BH, and Meudon_Mag_NS.

Several options exist to initialize magnetic fields (or the vector potential) for a
given hydrodynamic setup. The Meudon_Mag_NS thorn can directly set up both
the hydrodynamic and magnetic variables for a single star. Seed_Magnetic_Fields
provides several vector potential ID configurations for both single and binary NSs.

LORENE generally supplies a cold equation of state. This is fine for the ID when
the NSs are widely separated. Later, during the merger, thermal effects can become
important.

6.3.1.5 SGRID/DNSdata

SGRID is a similar to LORENE in purpose, but it can generate data for more
extreme corners of the NS collision parameter space, e.g. total mass of ~ 3.4 M,
highly spinning and precessing systems close to breakup, high mass ratio systems for
soft EOSs, elliptical orbits, etc. SGRID [101] solves the conformal thin-sandwich
equations using pseudo-spectral methods, so it has exponential convergence on its
patchwork of grids.

The DNSdata thorn was designed by the creators of SGRID to read SGRID-
generated ID files into Cactus and facilitate the use of SGRID for BNS collisions
in Cactus.

6.3.1.6 KadathThorn/KadathImporter

The Kadath thorns are an interface for using files generated by the FUKA ID
solver [50, 79]. The Frankfurt University/Kadath solver is capable not only of gener-
ating BNS data, but also black hole/neutron star (BHNS) binaries. In all these cases,
Kadath can, like SGRID, solves for NSs with tabulated equations of state and spins
near the mass-shedding limit.

A limitation is that the Kadath thorns require a strict z-symmetry, so spins can
only be aligned or anti-aligned with the orbital axis.

6.3.1.7 FLRWSolver

FLRWSolver [64] constructs ID suitable for a dust-filled spatially flat Friedman-
n-Lemaitre-Roberston-Walker (FLRW) cosmological spacetime evolved in full gen-
eral relativity. Optionally, a linear perturbation can be seeded to study its linear and
non-linear growth.
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6.3.1.8 Vacuum Initial Data

A number of analytic spacetime solutions are provided by the Exact, and Ein-
steinExact thorns, useful to both test evolution codes and as building blocks for
BH-disk, or similar, systems. TwoPunctures [10] and NRPyEllipticET [13] con-
struct ID for BBH, with arbitrary spin and linear momentum values. The former
also accepts a matter source to construct constraint satisfying ID data in presence
of (prescribed) matter. Finally, NRPYEllipticPN [51] implements post-Newtownian
(PN) expressions to compute parameters resulting in low-eccentricity BBH inspiral
simulations.

6.3.2 Egquation of State

The thorn EOS_Omni can be used to implement the equation of state. It is capable
of modeling cold or hot EOSs. The thorn assumes nuclear statistical equilibrium
with rest-mass density p, specific internal energy € (alternatively, temperature 7'),
and electron fraction Y, as independent variables. The equation of state type can
be specified as a polytropic, I'-law, piecewise-polytropic with thermal part, cold
tabulated with thermal part, hot tabulated, and barotropic tabulated EOS. Tables of
some EOS are available at [6].

GRHayL contains its own independent EOS routines supporting I'-law,
piecewise-polytropic with thermal part, and hot tabulated EOS using the same
tables as EOS_Omni. The details of this library and its implementation in the
ET are included in the description of GRHayL and the new GRHayL-based
lllinoisGRMHD in Sect. 6.6.

RePrimAnd [59] provides a complete EOS framework and conservative to prim-
itive inversion method with strong guarantees on the existence and validity of solu-
tions. A version is included in ET but is not currently in use due to various technical
issues. It supports non-magnetized fluids (a version suitable for magnetized fluids
exists [57]) described by a I'-law, or cold tabulated EOS with a thermal part.

One can use these in conjunction with GRHydro or GRHayL to continue the
evolution of NS ID created using such tools as LORENE, SGRID, or FUKA.

6.3.3 GRMHD Evolution

After initializing the primitives and spacetime quantities, the conserved variables
are calculated. During each step of the evolution, the primitive variables are used to
compute the RHS values used to numerically integrate the evolution equations.

The basic workflow for computing the time derivatives of the evolved quantities
is depicted in Fig. 6.2 (adapted from [4]).
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Equation Of State
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Fig. 6.2 Diagram depicting the conceptual workflow of a GRMHD code. In the figure, elements
outlined by green boxes denote GRMHD variables, red boxes denote Einstein’s equations’ compo-
nents required for the GRMHD evolution and gray boxes denote functional steps in the GRMHD
workflow. Concurrently, blue arrows denote data flow for computing the GRMHD RHS while those
depicted by red boxes and arrows pertain to relevant segments of the spacetime evolution scheme

In an initial step, the force terms appearing in the 3+1 decomposed energy-
momentum conservation equation (6.7) are computed from the spacetime metric and
Christoffel symbols, setting the stage to compute the numerical fluxes for the fluid
variables. The primitive variables P are then computed from the conserved variables
C, which generally involves EOS-specific methods using iterative solvers. This step
is in general only second order convergent, since all GRMHD codes in ET (except
WhiskyTHC and Sprtiz which employ higher order finite difference schemes, but
are not shipped as part of ET) do not distinguish between the cell-centered value
of P and their cell averages. After primitive recovery, the values of the recovered
primitive variables are then reconstructed to cell faces, where they form the input to
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a Riemann problem that is used to compute numerical fluxes. Finally, the net fluxes
are used to compute an average rate of change for the conserved variables that is
passed to the time stepper. It is worth noting that, when used with the time steppers
provided by thorn MoL, this averaged rate of change needs only be computed to first
order to achieve the full convergence order of the time stepper.

Simultaneously the fluid variables are used to compute the energy-momentum
tensor 7}, which is used as a source term by the spacetime evolution thorns.

6.4 Non-Einstein Toolkit Hydrodynamic Codes Leveraging
the Einstein Toolkit

Before describing the tools available within the official distribution of the ET, we
would like to point out that there are other GRMHD codes which use the ET frame-
work but have never become part of the ET. These include WhiskyTHC [82],
Spritz [28] and FIL [70]. Whisky THC is available under the GPLv3 license and pro-
vides advanced microphysics. It has been used for NS collisions [82, 83]. Spritz [46],
which borrows some ideas from Whisky, is available under the Creative Commons
Attribution 4.0 International license. In order to study gamma-ray bursts resulting
from BNS, this code employs a tabulated and temperature-dependent equation of
state to describe NS matter as well as neutrino emission and absorption. FIL is the
private “Frankfurt Illinois” code derived from IllinoisGRMHD and supports realistic
microphysics and neutrino cooling using high-order numerical methods.

As these exist outside the ET umbrella, their testing and validation methods vary
from group to group and do not leverage the ET’s continuous integration (CI) testing
framework. That does not mean that these codes are not tested or maintained by
their original developers. However, the standards of support and testing of these
other codes depend on the needs of their developers for their own published research
projects. The existence of these codes helps to illustrate the strength of the open
source software model for science in general as well as the vibrancy of the ET
community in particular.

The creation of these codes is facilitated by the open source license of the ET.
When creating codes based on the ET, researchers may opt to (and this is frequently
the case) create a closed-source code that leverages the Toolkit, keeping it private
until they have validated and published results using it. At this stage, researchers
then may decide to move their code to open source and petition for inclusion in the
ET. It is very important to point out, however, that developers are never required to
do this.
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6.5 GRHydro

The original support for hydrodynamics within the ET was the GRHydro thorn [71],
which itself descends from the EU Network on Sources of Gravitational Radiation
code, Whisky [14]. It was also the first publicly available, fully GRMHD code [46].
Initially, GRHydro used a relativistic polytropic or I'-law gas equation of state, with
support for tabulated EOS added via EOS_Omni later. In [71], MHD was added
to the capabilities of GRHydro. In order to maintain the divergence-free character
of the magnetic field, GRHydro implements both constrained transport [47] and
hyperbolic divergence cleaning [80] schemes.

The current, open-sourced GRhydro [14, 71] implements GRMHD with a high-
resolution, shock-capturing, finite-volume scheme with (e)PPM [29, 68], (W)ENO(-
Z) [19, 94, 98], and MP5 [96] reconstruction schemes and HLLE [36, 52], Roe [85],
and Marquina [31] approximate Riemann solvers. Conservative to primitive con-
version uses a non-linear Newton-Raphson iteration scheme based on [75], though
specific applications, for example, SN simulations [72, 73], have instead explored
use of the method of [26], and other variations may exist. In combination with the
Llama [81] infrastructure, it supports curvilinear coordinates allowing it to handle
large simulation volumes at moderate cost [84].

GRHydro evolves the set of conserved variables C in (6.2) using the Valencia
formulation. Similar to most existing codes, it usually reconstructs the primitive
variables (6.1) to cell interfaces when setting up the Riemann problem computing
numerical fluxes, resulting in a second order accurate evolution scheme. By default
GRHydro will reconstruct the 3-velocity v’ and specific internal energy € (in addition
to rest mass density p). For a hot tabulated EOS it may be more appropriate to
reconstruct temperature 7', and W' instead of v' to guarantee that the reconstructed
speed remains subluminal. Both variants are offered by GRHydro as runtime options.

GRHydro implements the “flux-CT” scheme of [47, 104], which employs a cell
averaged magnetic field B’ rather than the face-averaged field used in [41]. As a
consequence of this choice, the (exactly) conserved divergence operator is an edge-
centered operator instead of a cell-centered operator. This choice simplifies imple-
mentation in Carpet which lacks full support for face-centered variables. As of
this writing, GRHydro does not include methods to preserve the divergence-free
condition across mesh refinement boundaries which results in a layer of constraint
violating data near the edges of mesh-refinement levels. Due to the constraint pre-
serving nature of the evolution equation, this data remains fixed in space and does
not propagate. For SN simulations, where the grid does not move, this is sufficient
to ensure that simulations succeed.

As an alternative, GRHydro also implements a hyperbolic divergence cleaning
scheme following [80], which introduces an additional dynamic variable ¥ that is
driven to O to transport and damp away any violation of the divergence-free condition.
This method is well-suited for AMR simulations since any constraint violation is
damped away no matter whether it is sourced by finite resolution effects or by AMR
data movement. This method, however, has proven difficult to control in curved
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spacetime simulations beyond simple TOV star and Bondi accretion test cases. Flat
spacetime simulations, which are where the method originates from, are successful.

Beyond compact object simulations, GRHydro has recently been used for cos-
mological simulations [64] and has been regularly used for core-collapse SNe
simulations [73, 74, 78].

6.6 GRHayL/IllinoisGRMHD

lllinoisGRMHD [39] is an open-source GRMHD code originating from the closed-
source code developed by the Illinois numerical relativity group [35]. Several mod-
ified versions of this code also exist [38, 70, 106] outside of the ET, as different
research groups have extended the original code to facilitate their own research
interests and needs. Notably, it was the first public code to use the vector potential
of the magnetic field as an evolution variable. The original release implements the
piecewise parabolic method (PPM) [29], hybrid EOS, and HLLE [36, 52] Riemann
solver. The lllinoisGRMHD family of thorns has been used by many groups, pri-
marily for BNS simulations [33-35, 38, 39, 62, 70, 106, 108, 109]. It has also been
used for circumbinary disk evolution [42, 43]. A recent development is to base llli-
noisGRMHD on a common library of modules (GRHayL) that provides re-usable
building blocks for GRMHD codes. In cases where this difference is relevant the
newer version of lllinoisGRMHD is dubbed GRHIGM below.

One notable difference between lllinoisGRMHD and other codes in the ET is that
it chooses a different primitive velocity. The more common choice is the Valencia
3-velocity v', used by HydroBase, but lllinoisGRMHD instead uses the 3-velocity
appearing in the induction equation, i.e.,

v =—=avi—/3i, (6.8)

as its primitive variable. llinoisGRMHD also evolves the vector potential A; instead
of directly evolving the magnetic field B’. This has the advantage of ensuring
that V - B’ = 0 (i.e. no magnetic monopoles) automatically. Additionally, lllinois-
GRMHD uses a different definition of B’ than what is given in (6.4). However,
GRHIGM uses the definition of (6.4), making the various ET codes now agree in
their definition of B'. lllinoisGRMHD’s vector potential evolution method is partic-
ularly well suited for simulations involving moving meshes, as happens for example
in magnetized BNS merger simulations, for which constraint transport methods that
fail to preserve the divergence-free condition across mesh refinement boundaries can
rapidly fill the simulation domain with constraint violating data [40].
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6.6.1 GRHayL

lllinoisGRMHD’s popularity has led to a number of forks implementing advanced
functionality, e.g. in the FIL [70] code. However, these improvements often led
to mutually incompatible code variants that made community collaboration more
difficult. To better support community efforts to improve and extend the code,
the core algorithms of IllinoisGRMHD were converted into a C library called
the General Relativistic Hydrodynamics Library (GRHayL). GRHayL provides an
infrastructure-agnostic, extensible, open-source library of building blocks to simplify
the task of extending or improving IllinoisGRMHD’s core features. As discussed
in Sect. 6.3, there exist several discrete steps to integrate the evolution equation.
These steps can be broken into independent operations which are used to compart-
mentalize the internal features of GRHayL. As such, GRHayL divides its features
into Atmosphere, Con2Prim, EOS, Flux_Source, Induction, Neutrinos, and
Reconstruction modules.

GRHayL provides all the features of 1llinoisGRMHD through functions acting
on pointwise or stencil-wise data within its modules. Most modules refer to a specific
stage of the evolution procedure and do not depend on each other, allowing users
to freely pick and choose which modules to use. However, EOS contains all the
code implementing features for specific choices of the EOS and is used by the other
modules. Similar to RePrimAnd, it defines a common application programming
interface (API) to access the EOS. Codes wishing to use new EOS implement that
API, potentially re-using functionality provided by existing EOS implementations.
This allows for modular and customizable code behavior.

Starting with the ET_2024_05 “Lev Landau” release of ET, lllinoisGRMHD uses
GRHayL, which itself is also included.

6.7 Data Analysis

The ET has a number of built-in thorns for diagnostics and analysis. The most basic
of these are the I/O thorns, which include not only 1D, 2D, and 3D data output
but also scalar reductions such as the norm, average, maximum, etc. As there are
many analysis and diagnostics thorns in the ET, we do not provide an exhaustive
list of these thorns but instead provide descriptions of several widely-used analysis
thorns. Some of these thorns—such as AHFinderDirect—are focused on black hole
physics, but they are also frequently used during matter simulations that can lead to
the formation of a black hole, such as BNS mergers.
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6.7.1 AHFinderDirect

The AHFinderDirect [100] thorn provides a way to search for trapped surfaces,
2-surfaces within a spacetime that obey the equation:

0=D;Y +K;X'% — K, (6.9)

where X' is an outgoing vector on a 2D surface within a 3D slice of the spacetime,
and D; is the covariant derivative associated with y;;.

These surfaces correspond to regions in the spacetime where outgoing null rays
do not expand. They are often used as proxies for event horizons because they are
easier to compute, since they can be computed locally rather than starting from future
null infinity and working backward. Apparent horizons, if they are present, will be
coincident with or inside event horizons, so their appearance provides evidence that
a black hole has formed.

Towards the end of any numerical simulation, apparent horizons are expected to
settle down to being the same as the event horizon (which is true for the stationary
Kerr solution).

Unlike event horizons, e.g. during a black hole collision, apparent horizons can
suddenly appear during the course of a simulation. This means that to find them, one
most provide some initial guess for their location.

AHFinderDirect discretizes (6.9) on a star-shaped trial-surface directly solving
the resulting systems of non-linear equations for the trapped surface’s shape using
Newton’s method starting from the initial guess. This is in contrast to curvature flow
based methods [102], which solve a parabolic equation whose steady state solution
is the trapped horizon surface. For BBH simulations, initial guesses for the trapped
surfaces are provided by users based on initial location, mass and spins of the initial
BHs, while initial guesses for parameters for a BH that forms during a collapse are
estimated based on the expected mass of the BH and its location at the center of mass
of the system.

6.7.2 QuasiLocalMeasures

This module implements the calculation of mass and spin multipoles from the isolated
and dynamical horizon formalism [32, 92], as well as a number of other proposed
formulae for quasilocal mass, linear momentum, angular momentum, etc. Despite
their approximate nature, they have been surprisingly helpful in numerical simula-
tions (see, e.g., [63]), and are therefore an indispensable tool in numerical relativity.
QuasiLocalMeasures takes as input a horizon surface (or any other surface that
the user specifies, e.g. a large coordinate sphere) and calculates quantities such as
the Weyl or Ricci scalars, the 3-volume element of the horizon world tube, as well as
other physical observables such as mass and momenta. While initially designed for
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BH simulations, it was found in [97] that the methods used by QuasiLocalMeasures
can also be used to estimate spins of NSs.

6.7.3 WeylScald

A common output produced by compact object merger simulations is data about the
GWs produced during the event. For this the Newman-Penrose scalar ¥y

Wy = C oy PR M1, (6.10)

which encodes outgoing radiation contained in the Weyl tensor C, ., is often conve-
nient. WeylScal4 computes this quantity, as well as the remaining Newman-Penrose
components of the Weyl tensor and the curvature invariants. ¥4 is computed by
separating time (0 index) and space (latin indices)

k~1 0

Wy = Rijun'min*m' + 2Ro;u (n°m’ it m' — m ik’

‘ o ‘ 6.11)
+ Rojor (0’ i’ + m°al ! — 2a%mi m i),

where R, is the spacetime Riemmann tensor and 7%, m* are part of a complex
valued fiducial null-tedrad defined in [15]. WeylScal4 uses Kranc [55], which gen-
erates thorns from Mathematica input, reducing development effort and error rate
when transcribing expressions into code.

6.7.4 Multipole

Multipole is responsible for performing a mode decomposition of Cactus grid
functions via a projection onto the spin weighted spherical harmonics ;Yy,,. This
is extremely useful while extracting GW components of ¥, whose dominant modes
are the quadrupolar £ = |m| = 2 spin-weight s = —2 modes. Multipole produces
output as either ASCII or more compact HDFS5 files.

6.7.5 Volumelntegrals

The Volumelntegrals_ GRMHD and Volumelntegrals_vacuum thorns compute
a number of volume integrals of GRMHD and spacetime quantities, respectively.
The thorns accept a number of integration volumes consisting of spherical shells,
including balls and hollowed out balls. For integrals that compute a location, the
integration volume can be set to itself track this location and also track it with a



222 S. Cupp et al.

refined region defined in CarpetRegrid2. In this manner, results from some of these
integrals can be used to track NSs and BHs, for example.
Volumelntegrals_GRMHD computes the center of mass

) fDxidV
X' =, (6.12)
[ Ddv
as well as rest mass
My =/DdV (6.13)

for each region.
Volumelntegral_vacuum and ADMMass calculate volume integrals for the
ADM mass using

1 .
Mapmu = Ton (Otﬁylj)/kl()/ik,j - Vij,k)),ldv, (6.14)

which follows its definition using a surface integral [76], assuming &« — 1 at infinity.
Volumelntegral_vacuum also computes a quantity

cl =/[(1 —)¥]dv (6.15)

dubbed “center of lapse”, which, for material objects, has qualitatively the same
result as the center of mass.

Volumelntegral_vacuum and Volumelntegrals_ GRMHD permit regions of the
simulation to be excluded from the integral, which allows, e.g., the interior of BHs
being masked when computing rest mass.

6.7.6 Outflow

Outflow calculates the flow of rest mass density across a fixed, star-shaped surface,
e.g. an apparent horizon or a sphere at fixed radius. Starting from (6.7) the evolution
equation for D is integrated over the enclosed volume V and transformed into a
surface integral to yield

My = —/ JyaDW' — Bl ja)da;, (6.16)
v

where o; is the outward-pointing flat-space surface element of the enclosing surface.
Additionally, conditions can be used to count only unbound fluid elements that will
eventually escape gravity and be ejected from the system. This provides a convenient
way to monitor ejecta during BNS mergers, for example.
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6.7.7 Particle _tracerET

particle_tracerET tracks the motion of test particles that comove with fluid flows.
Designed to visualize the evolution of magnetic field lines in ideal fluid simulations,
tracers can also be used to create evolution traces of ejecta particles. It evolves each
particle’s location according to

i — B, (6.17)

seeding initial particle locations such as to preferentially sample high density regions
of the simulation grid.

6.7.8 SmallbPoynET

The smallbPoynET thorn computes the fluid four-velocity u’, the magnetic field
measured by a co-moving observer b*, and the Poynting vector S'. While a relatively
simple thorn, this provides useful diagnostic and analysis information about the
magnetic evolution of the system, and possible regions of jet formation. Currently,
this thorn only supports the old llinoisGRMHD definition of B, though this is
planned to change in future releases.

6.8 Current and Future Development

The ET has been very successful in enabling numerical astrophysics, resulting in
close to 200 publications within the last 4 years. It has provided a stable basis for
research by scientists all over the world, incorporating newly developed methods
while providing a backwards compatible core set of functionality that allows users
to maintain their own codes with minimal effort. Over the past decade, however,
computational research has shifted from single socket scalar architectures (what
Cactus was originally designed for) to NUMA architectures with vectorization,
and GPUs. With the end of Dennard scaling increased parallelization at all levels
of the software stack and support for accelerator architectures is crucial to tackle
immensely resource intensive GRMHD simulations. These include highly turbulent
fluid motion in large, asymmetric domains and realistic treatment of the EOS, and
microphysical interaction such as neutrino transport, and nuclear reactions. All of
these are required to properly model the physical processes involved in NS collisions
such as the “kilonova event” GW170817/GRB 170817A observed in [7].
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While there had been attempts to incorporate support for GPUs into ET in the
past [89], these have been hampered by the need to maintain full backwards compat-
ibility with existing code and need to restructure the underlying driver thorn Carpet
to adequately support GPUs. More recently, efforts have been underway to develop a
new driver, CarpetX [90], that is built on the AMReX [110] mesh refinement library
developed by the DOE as part of the Exascale Computing Project. AMReX provides
the necessary abstraction layers to support both CPU and GPU resources, providing
a portability layer for CUDA, RoCM, and oneAPI.

As of this writing, CarpetX is mature enough to be used by early adopters to port
codes and benchmark its algorithms on a variety of large CPU and GPU clusters.
While functionality that is not immediately required, such as subcycling in time (local
time-stepping) are still being developed, the framework is functional for a number
of scientific applications such as SN explosion and BNS merger simulations.

There are now 3 independently developed GRMHD codes based on CarpetX [3,
58, 93] that are gearing up for their first production simulations. Each targets different
problems and prioritizes different areas of the physics. GRaM-X is designed to simu-
late core-collapse SNe, targeting very large simulations, with fully energy dependent
neutrino transport being among the implementation goals, while dealing with a fairly
straightforward geometry requiring no advanced regridding schemes or complicated
domain decomposition. AsterX, on the other hand, targets BN'S merger simulations
(for which an energy averaged neutrino transport scheme may be sufficient) but has
to contend with two moving objects and ejecta whose geometry cannot be predicted
in advance. AsterX implements the advanced primitive variable recovery scheme
of RePrimAnd [59]. Finally, GRHayL, which currently only supports CPU based
evolution, provides a method for preserving core code for reuse in new infrastruc-
tures, providing infrastructure-agnostic building blocks that incorporate scientific
code modules and can be combined with architecture-dependent infrastructure mod-
ules. This also simplifies “swapping out” of individual modules for more advanced
ones, without having to re-design the evolution code from scratch.

Major improvements [56] in the microphysics support in CarpetX-based codes
will be implemented in the upcoming years, along with support for more realistic
equations of state [5], and more initial data readers for advanced initial data solvers.

The ET has heavily relied on automated code generation [55, 87] for the Ein-
stein field equations and other tensorial expressions. CarpetX provides enhanced
correctness checking capabilities that a CarpetX aware version of the NRPy+ code
generator can target to catch common errors and mistakes [22], beyond what is
possible in Carpet.

In the ET the Llama thorns provide support for multi-patch domains with curvi-
linear coordinates used in each patch. They currently only support overlapping patch
boundaries, which can be a source of numerical noise and complicate implement-
ing refluxing schemes that guarantee conservation of rest mass and other evolved
quantities between patches. For CarpetX, the CapyrX thorn is being developed to
provide this functionality while also simplifying the process of adding new types of
patch sets. Once fully implemented, CapyrX will support both interpatch boundary
communication via interpolation or via characteristic variables exchanges.



6 Einstein Toolkit 225

While the list of thorns supporting CarpetX is currently much shorter than those
using the Carpet driver, their number is steadily growing and the transition to a new
driver also offers an opportunity to correct past design decisions that are hindering
current research due to changing architecture constraints.

In conclusion, the ET provides a rich, mature software ecosystem for astrophysical
GRMHD simulations that has stood the test of time. With CarpetX there is a leap
forward in performance and level of support for modern GPU accelerators, ensuring
continued high performance of ET-based simulations on the largest compute cluster
and targeting simulations at the forefront of scientific research.
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