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Abstract

Expert feedback lays the foundation of rigorous research. However, the
rapid growth of scholarly production challenges the conventional scientific feedback

mechanisms. High-quality peer reviews are increasingly difficult to obtain.

We created an automated pipeline using Generative Pretrained Transformer
4 (GPT-4) to provide comments on scientific papers. We evaluated the quality of GPT-4’s
feedback through two large-scale studies. We first quantitatively compared GPT-4’s gen-
erated feedback with human peer reviewers’ feedback in general scientific papers from
15 Nature family journals (3096 papers in total) and the International Conference on
Learning Representations (ICLR) machine learning conference (1709 papers). To specifi-
cally assess GPT-4’s performance on biomedical papers, we also analyzed a subset
of 425 health sciences papers from the Nature portfolio and a random sample of 666 sub-
missions to eLife. Additionally, we conducted a prospective user study with 308 research-
ers from 110 institutions in the fields of artificial intelligence and computational biology
to understand how researchers perceive feedback generated by our system on their

own papers.

The overlap in the points raised by GPT-4 and by human reviewers (average
Mr. Liang, Mr. Zhang, and Dr.

overlap of 30.85% for Nature journals and 39.23% for ICLR) is comparable with the over- Cao contributed equally to this
lap between two human reviewers (average overlap of 28.58% for Nature journals and article.
35.25% for ICLR). Results on eLife and a subset of health sciences papers as categorized The author affiliations are listed

by the Nature portfolio show similar patterns. In our prospective user study, more than at the end of the article.

half (57.4%) of the users found GPT-4-generated feedback helpful/very helpful, and Dr. Zou can be contacted at
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82.4% found it more beneficial than feedback from at least some human reviewers.
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Through both retrospective and prospec-
tive evaluation, we find substantial overlap between LLM
and human feedback as well as positive user perceptions
regarding the usefulness of LLM feedback. Although human
expert review should continue to be the foundation of the
scientific process, LLM feedback could benefit researchers,
especially when timely expert feedback is not available and
in earlier stages of manuscript preparation. (Funded by the
Chan-Zuckerberg Initiative and the Stanford Interdisciplin-
ary Graduate Fellowship.)

Introduction

ffective feedback among peer scientists not only

elucidates and promotes the way that new dis-

coveries are made, interpreted, and communi-
cated, but it also catalyzes the emergence of new scientific
paradigms by connecting individual insights, coordinating
concurrent lines of thought, and stimulating constructive
debates and disagreement." However, the process of pro-
viding timely, comprehensive, and insightful feedback on
scientific research is often laborious, resource intensive,
and complex.” This complexity is exacerbated by the expo-
nential growth in scholarly publications and the deepening
specialization of scientific knowledge.** Traditional avenues,
such as peer review and conference discussions, exhibit con-
straints in scalability, expertise accessibility, and promptness.
For instance, it has been estimated that peer review — one
of the major channels of scientific feedback — costs over
100 million researcher hours and $2.5 billion in a single
year.” Yet, at the same time, it has been increasingly chal-
lenging to secure enough qualified reviewers who can pro-
vide high-quality feedback given the rapid growth in the
number of submissions.° For example, the number of sub-
missions to the International Conference on Learning Repre-
sentations (ICLR) machine learning conference increased
from 960 in 2018 to 4966 in 2023.

Whereas a shortage of high-quality feedback presents a
fundamental constraint on the sustainable growth of sci-
ence overall, it also becomes a source of deepening global
scientific inequities. Marginalized researchers, especially
those from nonelite institutions or resource-limited regions,
often face disproportionate challenges in accessing valuable
feedback, perpetuating a cycle of systemic scientific inequi-
ties.""' Given these challenges, there is an urgent need
for scalable and efficient feedback mechanisms that can
enrich and streamline the scientific feedback process.
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Such advancements hold the promise of elevating the qual-
ity and scope of scientific research.*'*

Large language models (LLMs)">""” have opened up great
potential in various applications.'®*" Although LLMs have
made remarkable strides in various domains, the promises
and perils of leveraging LLMs for scientific feedback remain
largely unknown. Despite recent attempts that explore the
potential uses of such tools in areas such as automating
paper screening,”” error identification,”® and checklist
verification,””* we lack large-scale empirical evidence
on whether and how LLMs may be used to facilitate scien-
tific feedback and augment current academic practices.

In this work, we present the first large-scale systematic
analysis characterizing the potential reliability and credi-
bility of leveraging LLMs for generating scientific feed-
back. Specifically, we developed a Generative Pretrained
Transformer 4 (GPT-4)-based scientific feedback genera-
tion pipeline that takes the raw PDF of a paper and pro-
duces structured feedback (Fig. 1A and Supplementary
Methods in the Supplementary Appendix). The system is
designed to generate constructive feedback across various
key aspects, mirroring the review structure of leading
interdisciplinary journals®>”® and conferences,” " includ-
ing significance and novelty, potential reasons for accep-
tance, potential reasons for rejection, and suggestions for
improvement. To characterize the informativeness of GPT-
4-generated feedback, we conducted both a retrospective
analysis and a prospective user study.

Methods

To evaluate the quality of LLM feedback retrospectively,
we systematically assessed the content overlap between
human feedback given to submitted manuscripts and the
LLM feedback using two large-scale datasets. The first
dataset, sourced from Nature family journals, includes
8745 comments from human reviewers for 3096 accepted
papers across 15 Nature family journals, including Nature,
Nature Biomedical Engineering, Nature Human Behavior,
and Nature Communications (Supplementary Methods and
Tables S1 and S4). The second dataset comprises 6505
comments from human reviewers for 1709 papers from
the ICLR, a leading venue for artificial intelligence (AI)
research (Supplementary Methods and Tables S2 and S4).
These two datasets complement each other. The first
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Figure 1. Characterizing the Capability of LLMs in Providing Helpful Feedback to Researchers.
Panel A shows the pipeline for generating LLM scientific feedback using Generative Pretrained Transformer 4 (GPT-4). Given a PDF, we
parse and extract the paper’s title, abstract, figure and table captions, and main text to construct the prompt. We then prompt GPT-4 to
provide structured comments with four sections following the feedback structure of leading interdisciplinary journals and conferences:
significance and novelty, potential reasons for acceptance, potential reasons for rejection, and suggestions for improvement. Panel B
shows retrospective analysis of LLM feedback on 3096 Nature family papers and 1709 International Conference on Learning
Representations (ICLR) papers. We systematically compare LLM feedback with human feedback using a two-stage comment-matching
pipeline. The pipeline first performs extractive text summarization to extract the points of comments raised in LLM and human-written
feedback, respectively, and then, it performs semantic text matching to match the points of shared comments between LLM feedback
and human feedback. Panel C shows a prospective user study survey with 308 researchers from 110 U.S. institutions in the field of
artificial intelligence (Al) and computational biology. Each researcher uploaded a paper they authored and filled out a survey on the LLM
feedback generated for them. LLM denotes large language model.
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Figure 1. Continued

dataset (Nature portfolio journals) spans a broad range of
prominent journals across various scientific disciplines and
impact levels, thereby capturing both the universality and
variations in human-based scientific feedback. The second
dataset (ICLR) provides an in-depth perspective of scientific
feedback within leading venues of a rapidly evolving field:
machine learning. Importantly, this second dataset includes
expert feedback on both accepted and rejected papers.

To assess the generalizability of our findings to biomedical
and health sciences papers, we also include a random
sample of 666 submissions from eLife, a leading open-
access journal in the life sciences and biomedicine, along
with their 1632 associated reviews. We also analyzed a
subset of 425 papers categorized under the health science
category by the Nature portfolio.

We developed a retrospective comment-matching pipeline to
evaluate the overlap between feedback from LLMs and
human reviewers (Fig. 1B, Supplementary Methods, and
Figs. S9 and S16). The pipeline first performs extractive text
summarization®” ™ to extract the comments from both LLM
and human-written feedback (Figs. S10 and S17). It then
applies semantic text matching®* to identify shared com-
ments between the two feedback sources (Figs. S10 and S18).
We validated the pipeline’s accuracy through human verifica-
tion, yielding an F1 score of 96.8% for extraction (Table S3A
and Supplementary Methods) and an F1 score of 82.4% for
matching (Table S3B and Supplementary Methods).

We conducted a survey study on 308 researchers from 110
institutions who opted in to receive LLM-generated scientific
feedback on their own papers and were asked to evaluate its

utility and performance (Fig. 1C, Supplementary Methods,
and Fig. S15). Although our sampling approach is subject
to biases of self-selection, the data can provide valuable
insights and subjective perspectives from researchers that

complement our retrospective analysis.*”»*°

Results

The results from the retrospective evaluation are illus-
trated in Figures 2 and 3.

LLM Feedback Significantly Overlaps with Human-
Generated Feedback

We began by examining the overlap between LLM feedback
and human feedback on Nature family journal data (Table
S1) through the retrospective matching pipeline. More than
half (57.55%) of the comments raised by GPT-4 were raised
by at least one human reviewer (Fig. S1A). This suggests a
considerable overlap between LLM feedback and human
feedback, indicating potential accuracy and usefulness of the
system. When comparing LLM feedback with comments
from each individual reviewer, approximately one third
(30.85%) of comments raised by GPT-4 overlapped with
comments from an individual reviewer (Fig. 2A). The degree
of overlap between two human reviewers was similar
(28.58%) after controlling for the number of comments
(Supplementary Methods and Figs. S12 to S14). As valida-
tion of the results from the retrospective matching pipe-
line, four human annotators independently assessed LLM
feedback and human reviews for 400 Nature portfolio
papers. They also found that the overlap between LLM’s
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Figure 2. Retrospective Analysis of LLMs and Human Scientific Feedback.
Panel A shows retrospective overlap analysis between feedback from the LLM versus individual human reviewers on papers submitted to
Nature family journals. Approximately one third (30.85%) of comments raised by Generative Pre-trained Transformer 4 (GPT-4) overlap
with the comments from an individual reviewer (hit rate). “GPT-4 (shuffle)” indicates feedback from GPT-4 for another randomly chosen
paper from the same journal and category. As a null model, if the LLM mostly produces generic feedback applicable to many papers,
then there would be little drop in the pairwise overlap between LLM feedback and the comments from each individual reviewer after the
shuffling. In contrast, the hit rate drops substantially from 57.55 to 1.13% after shuffling, indicating that the LLM feedback is paper
specific. Panel B shows that in the International Conference on Learning Representations (ICLR), more than one third (39.23%) of GPT-
4-raised comments overlap with the comments from an individual reviewer. The shuffling experiment shows a similar result, indicating
that the LLM feedback is paper specific. In Panels C and D, the overlap between LLM feedback and human feedback appears comparable
with the overlap observed between two human reviewers across Nature family journals (Panel C; r=0.80, P<0.001) and across ICLR
decision outcomes (Panel D; r=0.98, P=0.003). In Panels E and F, comments raised by multiple human reviewers are disproportionately
more likely to be hit by GPT-4 on Nature family journals (Panel E) and ICLR (Panel F). The x axis indicates the number of reviewers
raising the comment. The y axis indicates the likelihood that a human reviewer comment matches a GPT-4 comment (GPT-4 recall rate).
In Panels G and H, comments presented at the beginning of a reviewer’s feedback are more likely to be identified by GPT-4 on Nature
family journals (Panel G) and ICLR (Panel H). The x axis indicates a comment’s position in the sequence of comments raised by the
human reviewer. Error bars represent 95% confidence intervals. LLM denotes large language model. *P<0.05; ****P<0.001.

feedback and human reviews (28% hit rate) was similar to feedback and human comments varied across different aca-
the overlap between two human reviews (25% hit rate). demic journals within the Nature family — from 15.58% in
This indicates that the overlap between LLM feedback and Nature Communications Materials to 39.16% in Nature —
human feedback is comparable with the overlap observed the overlap between LLM feedback and human feedback
between two human reviewers. comments largely mirrored the overlap found between two

human reviewers. The robustness of the finding further indi-
We further stratified these overlap results by academic jour- cates that scientific feedback generated from the LLM is
nals (Fig. 2C). Whereas the degree of overlap between LLM similar to what researchers could get from peer reviewers.
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Figure 2. Continued

As additional sensitivity experiments, we found that the
overlap analysis was consistent across other statistical
metrics, including the Szymkiewicz-Simpson overlap coeffi-
cient, the Jaccard index, and the Sgrensen-Dice coefficient
(Fig. S2). For a subset of 408 Nature family publications,
we also obtained associated Research Square preprints.
The GPT-4’s feedback on these preprints also significantly
overlaps the reviewers’ comments; 55.4% of the points
raised by GPT-4 were raised by at least one human
reviewer (Fig. S3).

In parallel experiments, we investigated the comment
overlap between LLM feedback and human feedback on
ICLR papers data (Table S2), and the results were largely
similar. A majority (77.18%) of the comments raised by
GPT-4 were also raised by at least one human reviewer
(Fig. S1B), indicating considerable overlap between LLM
feedback and human feedback. When comparing LLM
feedback with comments from each individual reviewer,
more than one third (39.23%) of comments raised by GPT-
4 overlapped with comments from an individual reviewer
(Fig. 2B). The overlap between two human reviewers was
similar (35.25%) after controlling for the number of com-
ments (Supplementary Methods and Figs. S11 and S14).
We further stratified these overlap results by the decision
outcomes of the papers (Fig. 2D). Similar to results from
Nature family journals, we found that the overlap between
LLM feedback and human feedback comments largely
mirrored the overlap found between two human reviewers.

The results on biomedical and health sciences papers were
consistent with our previous findings. Among eLife samples,
32.07% of the comments raised by GPT-4 overlapped
with those from an individual reviewer, and the degree
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of overlap between two human reviewers was similar at
30.58% (Fig. S4). On the subset of health science papers
from the Nature portfolio, 31.48% of the comments
raised by GPT-4 overlapped with those from an individ-
ual reviewer, and the overlap between two human reviewers
was 27.91% (Fig. S5). These additional analyses strengthen
our original findings and demonstrate the potential of
LLMs to provide feedback on biomedical and health sciences
papers.

In addition, because the ICLR dataset includes both
accepted and rejected papers, we conducted stratification
analysis and found a correlation between worse acceptance
decisions and larger overlap in ICLR papers. Specifically,
papers accepted with oral presentations (representing the
top 5% of accepted papers) have an average overlap of
30.63% between LLM feedback and human feedback com-
ments. The average overlap increases to 32.12% for papers
accepted with a spotlight presentation (the top 25% of
accepted papers), and rejected papers bear the highest
average overlap at 47.09%. A similar trend was observed
in the overlap between two human reviewers: 23.54% for
papers accepted with oral presentations (the top 5% of
accepted papers), 24.52% for papers accepted with spot-
light presentations (the top 25% of accepted papers), and
43.80% for rejected papers. This suggests that rejected
papers may have more apparent issues or flaws that both
human reviewers and LLMs can consistently identify.

Because our primary analyses focus on GPT-4, we wanted
to assess how consistent GPT-4 feedback is over time.
Accordingly, we evaluated the March 2023 and June 2023
checkpoints of GPT-4 on Nature family and ICLR papers
and found that the two GPT-4 checkpoints produced very
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Figure 3. LLM-Based Feedback Emphasizes

Certain Aspects More Than Humans.
The LLM comments on the implications of research 7.27 times
more frequently than human reviewers. Conversely, the LLM is
10.69 times less likely to comment on novelty compared with
human reviewers. Although both the LLM and humans often
suggest additional experiments, their focuses differ. Human
reviewers are 6.71 times more likely than the LLM to request
additional ablation experiments, whereas the LLM is 2.19 times
more likely than humans to request experiments on more
datasets. Circle size indicates the prevalence of each aspect in
human feedback. LLM denotes large language model.

consistent feedback (Fig. S6). We also evaluated the abil-
ity of two state-of-the-art open-source LLMs, Llama 2 (70
billion parameters) and Falcon (40 billion parameters), to
provide feedback. Both open-source LLMs perform signifi-
cantly worse than GPT-4 (Fig. S6).

LLMs Generate Paper-Specific Feedback

Is it possible that an LLM merely generates generic feed-
back applicable to multiple papers? A potential null model

NEJM Al

is that an LLM mostly produces generic feedback applica-
ble to many papers. To test this hypothesis, we performed
a shuffling experiment aimed at verifying the specificity
and relevance of LLM-generated feedback. For each paper
in the Nature family journal data, the LLM feedback was
shuffled for papers from the same journal and within the
same Nature category (Supplemental Methods). If the
LLM was producing only generic feedback, we would
observe no decrease in the pairwise overlap between shuf-
fled LLM feedback and human feedback. In contrast, the
pairwise overlap significantly decreased from 30.85 to
0.43% after shuffling (Fig. 2A). A similar drop from 39.23
to 3.91% was observed for ICLR (Fig. 2B). These results
suggest that LLM feedback is paper specific.

Alignment Between LLMs and Humans on
Major Comments

What characteristics do LLMs’ comments exhibit? What
are the distinctive features of the human comments that
align with comments generated by LLMs? Here, we evalu-
ate the unique characteristics of comments generated by
LLMs. Our analysis revealed that comments identified
by multiple human reviewers are more likely to be echoed
by LLMs. For instance, in the Nature family journal data
(Fig. 2E), a comment raised by a single human reviewer
had an 11.39% chance of being identified by LLMs. This
probability increased to 20.67% for comments raised by
two reviewers and further to 31.67% for comments raised
by three or more reviewers. A similar trend was observed
in the ICLR data (Fig. 2F), where the likelihood of LLMs
identifying a comment increased from 15.39% for a single
reviewer to 26.21% for two reviewers and 39.33% for three
or more reviewers. These findings suggest that LLMs are
more likely to identify common issues or flaws that are
consistently recognized by multiple human reviewers com-
pared with specific comments raised by a single reviewer.
This alignment of the LLM with human perspectives indi-
cates its ability to identify what is generally considered as
major or significant issues.

We further examined the likelihood of LLM comments
overlapping with human feedback based on their position
in the sequence because earlier comments in human feed-
back (e.g., “concern 1”) may represent more significant
issues. To this end, we divided each human reviewer’s
comment sequence into four quarters within the Nature
journal data (Fig. 2G). Our findings suggest that comments
raised in the first quarter of the review text are most likely
(21.23%) to overlap with LLM comments, with subsequent
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quarters revealing decreasing likelihoods (16.74% for the
second quarter). Similar trends were observed in the ICLR
papers data, where earlier comments in the sequence
showed a higher probability of overlap with LLM com-
ments (Fig. 2H). These findings further support that the
LLM tends to align with human perspectives on what are
generally considered as major or significant issues.

LLM Feedback Emphasizes Certain Aspects More
Than Humans

We next analyzed whether certain aspects of feedback are
more/less likely to be raised by the LLM and human
reviewers. We focus on ICLR for this analysis because it is
more homogeneous than Nature family journals, making it
easier to categorize the main aspects of review. Drawing
on existing research in the peer review literature within
the machine learning domain,*'** we developed a schema
comprising 11 distinct aspects of comments. We then per-
formed human annotation on a randomly sampled subset
(Supplementary Methods and Tables S5 to S7).

Figure 3 presents the relative frequency of each of the 11
aspects of comments raised by humans and LLM. The
LLM comments on the implications of research 7.27 times
more frequently than humans do. Conversely, the LLM is
10.69 times less likely to comment on novelty than
humans are. While both LLMs and humans often suggest
additional experiments, their focuses differ. Humans are
6.71 times more likely than the LLM to request more abla-
tion experiments, whereas the LLM is 2.19 times more likely
than humans to request experiments on more datasets.
These findings suggest that the emphasis put on certain
aspects of comments varies between LLMs and human
reviewers. This variation highlights the potential advantages
that a human-AI collaboration could provide. Rather than
having LLM fully automate the scientific feedback process,
humans can raise important points that the LLM may over-
look. Similarly, the LLM could supplement human feedback
by providing more comprehensive comments.

The results from the user study are illustrated in Figure 4.
Survey Responses Align with Retrospective
Evaluations

Our user study provides additional evidence that is largely
consistent with retrospective evaluations. First, the user
study survey results corroborate the findings from the
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retrospective evaluation on significant overlaps between
LLM feedback and human feedback. More than 70% of
participants think that there is at least “partial alignment”
between LLM feedback and what they think/would expect
on the significant points and issues with their paper, and
35% of participants think that the alignment is considerable
or substantial (Fig. 4B). Second, the survey study further
corroborates the findings from the automated evaluation on
the ability of the language model to generate nongeneric
feedback; 32.9% of participants think that our system-
generated feedback is “less specific than many but more
specific than some peer reviewers,” and 17.3 and 14% think
that it is “about as specific as peer reviewers” or “more spe-
cific than many peer reviewers,” further corroborating that
LLMs can generate nongeneric reviews (Fig. 4D).

Researchers Find LLM Feedback Helpful

Participants were also surveyed about the extent to which
they found the LLM feedback helpful in improving their
work or understanding of a subject. The majority responded
positively, with over 50.3% considering the feedback to be
helpful and 7.1% considering it to be very helpful (Fig. 4A).
When participants were asked to compare the LLM feed-
back with human feedback, 17.5% of participants considered
it to be inferior to human feedback, and 41.9% considered it
to be less helpful than many but more helpful than some
human feedback. Additionally, 20.1% considered it to be
about the same level of helpfulness as human feedback, and
20.4% considered it to be even more helpful than human
feedback (Fig. 4C). Our evaluation further revealed that the
perceptions of alignment and helpfulness were consistent
across various demographic groups (Figs. S7 and S8).

In line with the helpfulness of the system, 50.5% of survey
participants further expressed their willingness to reuse
the system (Fig. 4G). The participants expressed optimism
about the potential improvements that continued use of
the system could bring to the traditional human feedback
process (Fig. 4E and 4F). They believe that the LLM tech-
nology can further refine the quality of reviews and possi-
bly introduce new capabilities. Interestingly, the evaluation
also revealed that participants believe that authors are
more likely to benefit from LLM-based feedback than
other stakeholders, such as reviewers, and area chairs
(Fig. 4H). Many participants envisioned a timely feedback
tool for authors to receive comments on their papers in a
timely manner. For example, one participant wrote, “The
review took five minutes and was of a reasonably high
quality. This can tremendously help authors to receive a
fast turnaround feedback and help in polishing their
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Figure 4. Human Study of LLMs and Human Review Feedback (n=308).
Panels A and B show that LLM-generated feedback is generally helpful and has substantial overlaps with actual feedback from human
reviewers. In Panels C and D, compared with human feedback, LLM feedback is slightly less helpful and less specific. Panels E and F
show that users generally believe that the LLM feedback system can improve the accuracy and thoroughness of reviews and reduce the
workload of reviewers. Panel G shows that most users intend to use or potentially use the LLM feedback system again. Panel H shows
that users believe that the LLM feedback system mostly helps authors, followed by reviewers and editors/area chairs. Numbers are
percentages. LLM denotes large language model.

NEJM Al

NEIM Al is produced by NEJM Group, a division of the Massachusetts Medical Society.
Downloaded from ai.nejm.org at Stanford University on July 21, 2025. For personal use only.

No other uses without permission. Cpﬁyritf;ht © 2024 Massachusetts Medical Society. All rights reserved.
For personal use only. No other uses without permission. Copyright © 2024 Massachusetts Medical Society.



submissions.” Another participant wrote, “After writing a
paper or a review, GPT could help me gain another per-
spective to re-check the paper.”

Strengths and Weaknesses of LLM Feedback

Beyond generating feedback that aligns with that of humans,
our results also suggest that LLMs could potentially generate
useful feedback that has not been mentioned by humans.
For example, 65.3% of participants think at least to some
extent that LLM feedback offers perspectives that have been
overlooked or underemphasized by humans. Study partici-
pants also discussed limitations of the current system. The
most important limitation is its ability to generate specific
and actionable feedback. Detailed results are in Supplemen-
tary Results.

Discussion

Our findings highlight the potential value and utility of
leveraging LLM feedback as a valuable resource for authors
seeking constructive feedback and suggestions for enhanc-
ing their manuscripts. This could be especially helpful for
researchers who lack access to timely quality feedback
mechanisms: for example, researchers from traditionally
underprivileged regions who may not have resources to
access conferences or even peer review (their works are
much more likely than those of “mainstream” researchers
to get desk rejected by journals and thus, seldom go through
the peer review process'?). For others, the framework could
be used as a mechanism for authors to self-check and
improve their work in a timely manner.

Despite the potential of LLMs to provide timely and help-
ful scientific feedback, it is important to note that expert
human feedback will still be the cornerstone of rigorous
scientific evaluation. As demonstrated in our findings, our
analysis reveals limitations of the framework; for example,
LLM is biased toward certain aspects of scientific feedback
(e.g., “add experiments on more datasets”) and some-
times feels “generic” to the authors (participants also indi-
cate that, quite often, human reviewers are “generic”).
Although it is comparable with and even better than feed-
back from some human reviewers, the current LLM feed-
back cannot substitute for specific and thoughtful human
feedback by domain experts.

It is also important to note the potential misuse of LLMs

for scientific feedback. We argue that LLM feedback
should be primarily used by researchers to identify areas
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of improvement in their manuscripts before official submis-
sion. It is important that expert human reviewers deeply
engage with the manuscripts and provide independent
assessment without relying on LLM feedback. Automati-
cally generating reviews without thoroughly reading the
manuscript would undermine the rigorous evaluation
process that forms the bedrock of scientific progress.
More broadly, our study contributes to the recent discus-
sions on the impacts of LLMs and generative Al on existing
work practices. Researchers have discussed the potential of
LLMs to improve productivity,*>*® improve creativity,*” and
facilitate scientific discovery.*® We envision that LLMs and
generative Al, if deployed responsibly, could also poten-
tially bring a paradigm change to how researchers conduct
research, collaborate, and provide evaluations, influenc-
ing the way that science and technology advance.

Our study has several limitations. Our results are based on
zero-shot learning from the GPT-4 model without addi-
tional fine-tuning. The retrospective evaluation is restricted
to the top English-language venues and may not represent
wider scientific literature. Our user study participants,
mainly United States-based researchers, were self-selected,
which might skew representativeness. We systematically
discuss these limitations and future work in Supplementary
Discussion.
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