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Abstract— This paper presents a novel integration of a shared
autonomous mobile humanoid robot for remote nursing assis-
tance. The proposed nursing robot has a motorized versatile
supporting structure to allow flexible integration of the sys-
tem components, autonomously adjust its mobile manipulation
workspace and improve its reachability and manipulability to
operate in a cluttered environment. The robot also provides a
novel integration of robot autonomy to reduce the human effort
to coordinate the motorized chest and arm motion, control
the precise manipulation of objects and camera viewpoint,
and handle complex collision avoidance in human-guided gross
manipulation. Moreover, we developed an open-source virtual
testbed that integrates ROS- and Unity-based robot simula-
tion and benchmark mobile manipulation nursing tasks and
scenarios in a realistic simulation of a hospital environment.
The virtual testbed supports various contemporary gaming
and AR/VR interfaces to control the virtual human and
robots, and provides autonomy for navigation, manipulation,
and remote active perception assistance. We conducted a user
study (N=9) to validate that the versatile supporting structure
and shared autonomy of the physical testbed can effectively
reduce the human effort to control unstructured manipulation,
and improve the robot’s reachability and manipulability. In
addition, we conducted a pilot study (N=8) to test the usability
of the virtual testbed and collect feedback from representative
users.

I. INTRODUCTION

In the near future, caregivers will be able to control or

supervise the nursing robots deployed to hospitals, homes,

and other facilities to provide nursing and living assistance.

The remote patient care and living assistance enabled by

nursing robots can effectively reduce the risk of infection,

work stress, and discomfort of working in personal protective

equipment (PPE) for an extended time in quarantine patient

care. The adoption of robots will ease the shortage of

the nursing workforce and improve the sustainability of

healthcare for an aging society.

In this paper, we present a novel integration of a shared

autonomous mobile humanoid robot for remote nursing as-

sistance. Compared to the state-of-the-art nursing assistance

robots (e.g., [1]–[4]), our proposed system has a versatile

supporting structure to allow flexible integration of system

components (e.g, the numbers of manipulators and cameras,

the mounting locations and angles). The motorized chest

expands the system’s manipulation workspace and improves

its reachability and manipulability, allowing it to efficiently

operate in a cluttered environment. It also incorporates

1 Robotics Engineering, Worcester Polytechnic Institute (WPI),
Worcester, MA 01609, USA {nbboguslavskii,zzhong3,
lgenua,zli11}@wpi.edu

∗ Nikita, Zhuoyun and Lorena have equal contributions.

novel shared autonomy to reduce human efforts to adjust

the manipulation workspace and to control the complex

base, arm, and camera coordination in unstructured mobile

manipulation. Specifically, the robot provides autonomy for

collision avoidance, base-arm coordination, and action sup-

port for precise manipulation, while the human remotely

guides the robot’s motions using various gaming and VR

control interfaces.

Fig. 1: Nursing assistance robot with versatile supporting structure and
motorized chest.

Another contribution of our work is the development of

an open-source virtual testbed that integrates the simulation

of nursing assistance robots and benchmark tasks. Recent

simulations developed to support physical human-robot inter-

action (e.g., [5]–[12]) tend to: 1) provide application-specific

benchmark tasks (e.g., from general mobile manipulation

task to specific caregiving tasks) and more realistic sim-

ulation of task scenarios (e.g., home, clinic room, patient

room); 2) incorporate controllable or autonomous virtual

humans and robot agents to test multi-robot and physical

human-robot interactions; 3) be compatible with widely used

open-source development frameworks and platforms (e.g.,

ROS, Unity); 4) support contemporary AR/VR interfaces and

human tracking devices (e.g., HTC Vive and body trackers,

Meta Quest); 5) support the co-design of virtual and physical

testbeds; 6) support robot learning in simulation and sim-to-

real skill transferring. Our proposed virtual testbed integrated

all of the above desirable features. Compared to the RCare

World [12], the most comprehensive open-source simula-

tion for patient caring robots, our proposed virtual testbed

provides a more comprehensive hospital environment, with

various frequently performed mobile manipulation nursing

assistance tasks identified in our prior work [13] that involve

complicated coordination of base, arm and camera control.20
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• Number of unreachable pick-and-place attempts at

current chest height: S < P

• Total travelled chest distance: P < M, S

• Robot end-effector manipulability: P < S

• Physical demand (NASA-TLX): M, P < S

• Performance (NASA-TLX): P < S

• Total SUS score: P < S

Among the 12 questions in our customized survey, we also

found significant differences (p < 0.05) for the following:

• [Q2] Was it easy for you to learn how to control the

motorized chest? (1 - very easy, and 7 - very hard): S

< P, M

• [Q3] How important is it for you to know the current

position of the motorized chest at all times? (1 - not

important, and 7 - very important): S < P, M

• [Q4]: How important is it for you to have the motorized

chest in the camera field of view at all times? (1 - not

important, and 7 - very important): S < P < M

• [Q6] Is it easy for you to predict how the system (the

motorized chest and the robot arm) will perform an ac-

tion/motion following your control? (1 - very easy, and 7

- very hard): M < P

• [Q8] How easy was it for you to control the robot’s large

and fast motions (e.g., moving an object from one shelf to

another) with different motorized chest control modes? (1

- very easy, and 7 - very hard): S < P

The results reveal the pros and cons of the three control

methods. Overall, the Scaling Method is the best for task

performance, robot reachability and manipulability, and en-

hances the responsiveness of the motorized chest. Moreover,

it has more predictable and understandable behavior and is

easier to learn and use for large and fast motion control.

However, this method tends to cause high physical workload.

This is due to the absolute mapping, which prevented opera-

tors from repositioning their arms when controlling the robot,

thus leading to discomfort and fatigue while performing

the task on the upper shelves. The Proximity Method, on

the other hand, is overall the worst for task performance,

usability, and robot reachability and manipulability. It caused

a comparable physical workload to the Manual Control

but tends to be more difficult to learn and to use, because

the behavior of robot autonomy is not quite understandable

and predictable. Through the pilot study, we found that the

margin δP of the Proximity Method needs to be carefully

chosen so that the motion of the motorized chest can be more

smooth, intuitive, and predictable.

V. CONCLUSION AND FUTURE WORK

Through this work, we contributed with a novel inte-

gration of a physical mobile manipulator nursing robot

with enhanced reachability and manipulability to work in

a cluttered workspace. Additionally, we introduced an open-

source virtual testbed to test a mobile manipulator nursing

robot (system integration, interface, assistive autonomy) us-

ing the benchmark mobile manipulation tasks in a realistic

simulation of a hospital environment. Our pilot user studies

for evaluating the physical and virtual testbeds revealed that

while the overall integrated systems have good usability, the

assistive autonomy needs to enable humans and robots to

contribute their complementary skills to mobile manipula-

tion tasks. Our future work will refine the two methods

for autonomous chest-arm coordination, and optimize for

better reachability, manipulability, and predictability. We will

refer to the recent work for coordinated control of macro-

micro structure manipulator (e.g., [16]), and incorporate

augmented reality visual cues (e.g., [17]) to enhance the

remote perception in mobile manipulation.
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