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Abstract. We investigate the geometric structure of adjoint systems associated with evolutionary
partial differential equations at the fully continuous, semi-discrete, and fully discrete levels and the
relations between these levels. We show that the adjoint system associated with an evolutionary
partial differential equation has an infinite-dimensional Hamiltonian structure, which is useful for
connecting the fully continuous, semi-discrete, and fully discrete levels. We subsequently address the
question of discretize-then-optimize versus optimize-then-discrete for both semi-discretization and
time integration, by characterizing the commutativity of discretize-then-optimize methods versus
optimize-then-discretize methods uniquely in terms of an adjoint-variational quadratic conservation
law. For Galerkin semi-discretizations and one-step time integration methods in particular, we ex-
plicitly construct these commuting methods by using structure-preserving discretization techniques.
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2 ON PROPERTIES OF ADJOINT SYSTEMS FOR EVOLUTIONARY PDES

1. Introduction

In this paper, we investigate adjoint systems associated with evolution equations on infinite-
dimensional Banach spaces, at the fully continuous, semi-discrete, and fully discrete levels, with
the aim of addressing theoretical and practical questions in the optimization and optimal control
of evolutionary partial differential equations (PDEs).

The solution of many nonlinear optimization and optimal control problems involves successive lin-
earization, and as such variational equations and their adjoints play a critical role in a variety of
applications. Adjoint equations are of particular interest when the parameter space is of signif-
icantly higher dimension than that of the output or objective. In particular, the simulation of
adjoint equations arise in sensitivity analysis [8; 10], adaptive mesh refinement [32], uncertainty
quantification [57], automatic differentiation [21], superconvergent functional recovery [42], optimal
control [9; 45], optimal design [19], optimal estimation [38], and deep learning viewed as an optimal
control problem [3].

The study of geometric aspects of adjoint systems arose from the observation that the combina-
tion of any system of differential equations and its adjoint equations are described by a formal
Lagrangian [28; 29]. This naturally leads to the question of when the formation of adjoints and
discretization commutes [53], and prior work on this include the Ross–Fahroo lemma [46], and
the observation by Sanz-Serna [50] that the adjoints and discretization commute if and only if the
discretization is symplectic, in the specific setting of Runge–Kutta methods. Recently, in [55], we
investigate the symplectic and presymplectic structures for adjoint systems associated with ordi-
nary differential equations (ODEs) and differential-algebraic equations (DAEs), respectively, and
show that the processes of adjoining, discretization, and reduction (for index 1 DAE) commute
with appropriate choices of these processes.

In this paper, we extend these previous studies of discretizing adjoint systems by considering evo-
lutionary PDEs and their associated adjoint systems, at the fully continuous, semi-discrete (i.e.
discretized in space), and fully discrete levels, and investigate the connections between them. In
particular, we utilize techniques from symplectic geometry to provide a precise geometric charac-
terization of when semi-discretization, time integration, and adjoining commute.

1.1. Discretize-then-Optimize versus Optimize-then-Discretize. There is a vast literature
on solving optimization and optimal control problems for differential equations via adjoint methods;
we will not provide an exhaustive list but refer the reader to the following references and the
references therein. Studies of adjoint systems for ODEs and DAEs are performed in [10; 15; 50; 55],
in the context of optimal control in [9; 16; 45; 56], and in the context of neural networks in
[12; 18; 35]. For PDEs, adjoint methods for time-dependent PDEs with adaptive mesh refinement
is studied in [31], adjoints for specific PDE systems are studied in [30; 39; 43; 47], and a posteriori
analysis of adjoint systems is reviewed in [20].

One of the major conceptual questions is when to use discretize-then-optimize (DtO) methods, also
known as direct methods, versus optimize-then-discretize (OtD) methods, also known as indirect
methods, and in particular, what are the discrepancies between the two approaches. It is known
that these two different approaches, in general, do not commute, and can lead to different discrete
gradients of objective functions.

For ODEs, it is known that DtO recovers the exact discrete gradients, i.e., DtO produces the
exact gradient for the discrete-time optimization problem, whereas OtD may not (see, for example,
[18; 50]). This leads to the result that DtO methods produce gradients that are independent of
the error of the method for the state variable [40], and thus produce proper descent directions for
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discrete objective functions. On the other hand, the exact discrete gradient produced from DtO is
not always adjoint consistent, i.e., a consistent approximation of the continuous-time gradient, see,
for example, [1].

Extending the discussion to PDEs, one also must include the process of spatial discretization which
can lead to further discrepancies in DtO and OtD [31; 39]. For Galerkin or Galerkin-like methods
(e.g., discontinuous Galerkin methods), there is a similar issue of adjoint consistency for DtO
methods [2; 24; 25].

One of the main goals of this paper is to provide a geometric characterization of the discrepancy
between DtO versus OtD methods, both for semi-discretization and time integration.

1.2. Main Results. In this paper, we perform a systematic study of adjoint systems associated
with evolution equations on infinite dimensional Banach spaces at the fully continuous, semi-
discrete, and fully discrete levels, and of the relations amongst these levels. Vital to our analysis
will be the construction of the infinite-dimensional Hamiltonian structure associated with adjoint
systems for evolution equations, which will pave the way to a geometric characterization of the
relations between these levels.

In Section 2, we investigate the fully continuous adjoint system associated with semilinear evolu-
tion equations. First, in Section 2.2, we recall some basic facts about semilinear evolution equa-
tions, their semigroups and associated adjoint semigroups, and in Section 2.3 we review infinite-
dimensional Hamiltonian systems. In Section 2.4, we define adjoint systems associated with evo-
lution equations and equip such systems with an infinite-dimensional Hamiltonian structure. We
discuss existence and uniqueness of solutions for these systems with Type II boundary conditions,
specifying initial conditions for the state variable and terminal conditions for the adjoint variable
and we further show that the adjoint system obeys an adjoint-variational quadratic conservation
law given in Proposition 2.4, which is fundamental to adjoint sensitivity analysis.

In Section 3, we explore the discretization of adjoint systems for evolutionary PDEs, both at the
semi-discrete and fully discrete levels. In Section 3.1, we study method-of-lines semi-discretizations
of adjoint systems. In particular, we show that associated with a method-of-lines semi-discretization
of the evolution equation, there is an associated dual semi-discretization of the adjoint system such
that semi-discretization and adjoining commute (Theorems 3.1 and 3.2). We show how this im-
plies that in order for semi-discretize-then-optimize and optimize-then-semi-discretize to commute,
the optimize-then-semi-discretize method must preserve the Hamiltonian structure. We further
characterize the associated dual semi-discretization as the unique semi-discretization of the adjoint
system which satisfies a semi-discrete analogue of the adjoint-variational quadratic conservation
law in Theorem 3.2.

In Section 3.2, we turn our attention to time integration of adjoint systems associated with ODEs
via one-step methods. In particular, we show that time integration via one-step methods and
adjoining commute precisely when the one-step method for the adjoint system is the cotangent
lift of the one-step method for the state dynamics (Theorem 3.3). This generalizes the result of
[50], where it is shown that time integration via partitioned Runge–Kutta methods and adjoining
commute if and only if the method is symplectic; namely, we generalize this result to the class of
all one-step methods. In Theorem 3.3, we additionally characterize the cotangent lift of a one-step
method as the unique one-step method which covers the one-step method for the state variable and
satisfies the discrete adjoint-variational quadratic conservation law. This addresses the question of
DtO versus OtD for time integration via one-step methods: an OtD scheme which does not use
the cotangent lifted method cannot satisfy the adjoint quadratic conservation law and hence, can
lead to the observed defect in the exact discrete gradient of such methods as discussed in Section
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1.1. We furthermore show in Proposition 3.3 that the cotangent lifted method is adjoint consistent
provided that the underlying one-step method is variationally equivariant, which informally is the
property that taking variations and discretizing by the one-step method commute.

Finally, in Section 3.3, we combine the previous results for semi-discretization and time integration
to discuss the natural relations between the fully continuous, semi-discrete, and fully discrete levels
of the adjoint system associated with evolution equations.

2. Adjoint Systems for Evolutionary PDEs

In this section, we investigate adjoint systems associated with semilinear evolution equations and
in particular, utilize techniques from infinite-dimensional symplectic geometry [13] to equip such
systems with a symplectic structure. This structure will be useful for our investigation of semi-
discretization and time integration of these systems. It should be noted that much of our discussion
can be applied, at least formally, to more general nonlinear evolution equations, although analytic
issues such as existence and uniqueness would be problem dependent. Throughout the paper, we
will assume that X is a real reflexive Banach space, ⟨·, ·⟩ will denote the duality pairing between X∗

and X, and B∗ will denote the adjoint of an operator B with respect to this duality pairing. Note
that the assumption that X is reflexive is crucial, since we require that the adjoint semigroup of a
strongly continuous semigroup is also strongly continuous; this is necessary for the existence and
uniqueness of the Hamiltonian vector field of an adjoint system in the infinite-dimensional setting.

We start by recalling some basic facts about adjoint systems in the finite-dimensional (ODE) setting.

2.1. Geometry of Finite-Dimensional Adjoint Systems. In [55], we provide a systematic
study of the geometry of adjoint systems associated with ODEs and DAEs, utilizing tools from
symplectic and presymplectic geometry, respectively. This paper extends the results of [55] to
the infinite-dimensional setting, where we will consider adjoint systems associated with evolution
equations on a Banach space. As a primer, it will be useful to recall some facts on the geometry of
adjoint systems in the finite-dimensional setting (for more details, see [55]).

Let M be a finite-dimensional manifold and consider the ODE on M given by

(2.1) q̇ = f(q),

where f is a vector field on M . Letting π : TM ! M denote the tangent bundle projection, we
recall that a vector field f is a map f : M ! TM which satisfies π ◦ f = 1M , i.e., f is a section of
the tangent bundle.

Consider the Hamiltonian H : T ∗M ! R given by H(q, p) = ⟨p, f(q)⟩q where ⟨·, ·⟩q is the duality
pairing of T ∗

q M with TqM . Recall that the cotangent bundle T ∗M possesses a canonical symplectic

form Ω = −dΘ where Θ is the tautological one-form on T ∗M . With coordinates (q, p) = (qA, pA)
on T ∗M , this symplectic form has the coordinate expression Ω = dq ∧ dp ≡ dqA ∧ dpA.

We define the adjoint system as the ODE on T ∗M given by Hamilton’s equations, with the above
choice of Hamiltonian H and the canonical symplectic form. Thus, the adjoint system is given by
the equation

iXH
Ω = dH,

whose solution curves on T ∗M are the integral curves of the Hamiltonian vector field XH . As is
well-known, for the particular choice of Hamiltonian H(q, p) = ⟨p, f(q)⟩q, the Hamiltonian vector

field XH is given by the cotangent lift f̂ of f , which is a vector field on T ∗M that covers f (for
a discussion of the geometry of the cotangent bundle and lifts, see [33; 58]). This is stated in the
following proposition.
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Proposition 2.1. For the Hamiltonian H(q, p) = ⟨p, f(q)⟩q, the corresponding Hamiltonian vector

field XH is equal to the cotangent lift f̂ of f .

Proof. To be more explicit, recall that the cotangent lift of f is constructed as follows. Let Φϵ : M !
M denote the time-ϵ flow map of f , which generates a one-parameter family of diffeomorphisms.
Then, we consider the cotangent lifted diffeomorphisms given by T ∗Φ−ϵ : T ∗M ! T ∗M . This
covers Φϵ in the sense that πT ∗M ◦ T ∗Φ−ϵ = Φϵ ◦ πT ∗M where πT ∗M : T ∗M ! M is the cotangent

bundle projection. The cotangent lift f̂ is then defined to be the infinitesimal generator of the
cotangent lifted flow,

f̂(z) =
d

dϵ

∣∣∣
ϵ=0

T ∗Φ−ϵ(z).

We can directly verify that f̂ is the Hamiltonian vector field for H, which follows from

i
f̂
Ω = −i

f̂
dΘ = −L

f̂
Θ+ d(i

f̂
Θ) = d(i

f̂
Θ) = dH,

where Lf̂Θ = 0 follows from the fact that cotangent lifted flows preserve the tautological one-form

and H = i
f̂
Θ follows from a direct computation, where i

f̂
Θ is interpreted as a function on the

cotangent bundle which maps (q, p) to ⟨Θ(q, p), f̂(q, p)⟩q. □

With coordinates z = (q, p) on T ∗M , the adjoint system is the ODE on T ∗M given by

(2.2) ż = f̂(z).

The adjoint system (2.2) covers (2.1) in the following sense.

Proposition 2.2 (Proposition 2.2 of [55]). Integral curves to the adjoint system (2.2) lift integral
curves to the system (2.1).

In coordinates, the adjoint system has the form

q̇ = f(q),

ṗ = −[Df(q)]∗p.

We will often refer to the variable q as the state variable and q̇ = f(q) as the state dynamics; we
refer to p as the adjoint or costate variable and ṗ = −[Df(q)]∗p as the adjoint equation. We refer
to both equations together as the adjoint system.

The adjoint system possesses a quadratic invariant associated with the variational equations of
(2.1). The variational equation is given by considering the tangent lifted vector field on TM ,

f̃ : TM ! TTM , which is defined in terms of the flow Φϵ generated by f by

f̃(q, δq) =
d

dϵ

∣∣∣
ϵ=0

TΦϵ(q, δq),

where (q, δq) are coordinates on TM . That is, f̃ is the infinitesimal generator of the tangent lifted
flow. The variational equation associated with (2.1) is the ODE associated with the tangent lifted
vector field. In coordinates,

(2.3)
d

dt
(q, δq) = f̃(q, δq).

Proposition 2.3 (Proposition 2.3 of [55]). For a curve (q, δq, p) on TM ⊕M T ∗M satisfying (2.2)
and (2.3),

(2.4)
d

dt

〈
p(t), δq(t)

〉
q(t)

= 0.
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This quadratic invariant is the key to adjoint sensitivity analysis [50] and its invariance is a conse-
quence of symplecticity of the Hamiltonian flow [55].

In moving to the infinite-dimensional setting, we will develop the infinite-dimensional Hamiltonian
structure of adjoint systems associated with evolution equations. We will further investigate the
reduction of this structure under semi-discretization and its preservation under geometric time
integration. As a result, this will allow us to geometrically characterize the discrepancy between
DtO and OtD methods.

2.2. Semilinear Evolutionary PDEs. We recall some facts about abstract semilinear initial
value problems of the following form. Let A : D(A) ⊂ X ! X be a closed densely defined
unbounded linear operator, with domain D(A). Fix tf > 0 and let f : [0, tf ] ×X ! X. We then
consider the following initial value problem problem

q̇(t) = Aq(t) + f(t, q(t)),(2.5a)

q(0) = q0.(2.5b)

Note that we allow f to be a time-dependent and generally nonlinear operator; this includes in-
homogeneous source terms of the form f(t), as well as time-independent nonlinearities of the form
f(q).

We will assume throughout that A generates a C0-semigroup {etA}t≥0. This holds, for example,
if A is a maximally contractive operator, by the Hille–Yosida theorem [41]. The C0-semigroup is
characterized by the properties

e0A = IX ,

esAetA = e(s+t)A, for all s, t ≥ 0,

lim
t!0

∥etAx− x∥X = 0, for all x ∈ X.

The first two properties are the statement that {etA}t≥0 generates a semigroup on X and the third
property is the statement that the semigroup is strongly continuous (C0). The generator A is
related to its semigroup by

Ax = lim
t!0

etAx− x

t
,

where the domain D(A) is the subspace of X where the above limit exists.

Given q0 ∈ D(A), the curve q(t) = etAq0 is the unique solution to the evolution equation (2.5) with
f ≡ 0. For the evolution equation (2.5) with generally nonzero f , there are various assumptions
which one can impose on f to ensure that the evolution equation admits a solution, at least locally
[37; 41]. For our purposes, we will assume that f : [0, tf ]×X ! X is Lipschitz continuous in both
variables. Then, for q0 ∈ D(A), (2.5) admits a unique solution which is characterized by Duhamel’s
principle [41]

(2.6) q(t) = etAq0 +

∫ t

0
e(t−s)Af(s, q(s))ds.

The solution is strong in the sense that q ∈ C1([0, tf ], X) ∩ C0([0, tf ],D(A)).

We will be interested in a dual problem associated with the evolution equation (2.5a). To investigate
this dual problem, we will need the notion of the adjoint of the unbounded operator A. We define
the associated adjoint operator A∗ : D(A∗) ⊂ X∗ ! X∗ as follows: the domain D(A∗) is the set of
all x∗ ∈ X∗ for which there exists a y∗ ∈ X∗ such that

⟨y∗, x⟩ = ⟨x∗, Ax⟩, for all x ∈ D(A).
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Since D(A) is dense, if such a y∗ exists, it is unique, and hence, we define A∗x∗ = y∗. Note that
since A is by assumption closed and densely defined, A∗ is weak∗-densely defined and weak∗-closed
[37; 41]. Since, by assumption, X is reflexive, A∗ is weak-densely defined and weakly closed. Thus,
A∗ generates a weakly continuous semigroup on X∗, {etA∗}t≥0, which is in fact the adjoint of the
C0 semigroup etA, i.e., etA

∗
= (etA)∗. By the weak semigroup theorem, {etA∗}t≥0 is in fact strongly

continuous, i.e., it is a C0 semigroup on X∗ [37; 41].

2.3. Infinite-dimensional Hamiltonian Systems. Consider the cotangent bundle of a real re-
flexive Banach space X, πT ∗X : T ∗X ! X, where, using the natural identification T ∗X ∼= X ×X∗,
the bundle projection is given by πT ∗X(q, p) = q. Define the canonical one-form on T ∗X as follows:
for (q, p) ∈ T ∗X and (v, w) ∈ T(q,p)(T

∗X) ∼= X ×X∗,

Θ(q, p) · (v, w) := ⟨p, TπT ∗X(v, w)⟩ = ⟨p, v⟩.
The canonical symplectic form on T ∗X is defined as Ω = −dΘ; for (v1, w1), (v2, w2) ∈ T(q,p)(T

∗X),
we have the expression

Ω(q, p) · ((v1, w1), (v2, w2)) = ⟨w2, v1⟩ − ⟨w1, v2⟩.

Let D1 be a dense subspace of X which is additionally a Banach space with respect to a norm
∥ · ∥D1 and let D2 be a dense subspace of X∗ which is additionally a Banach space with respect to
a norm ∥ · ∥D2 . A Hamiltonian is a map H : D1 ×D2 ! R which is Fréchet differentiable in both
arguments. Then, a Hamiltonian system is specified by a triple (T ∗X,Ω, H) and associated with a
Hamiltonian system are Hamilton’s equations

iXH
Ω = dH.

Since X is reflexive, Ω is strongly non-degenerate and hence, the Hamiltonian vector field XH :
D1 ×D2 ! TT ∗X exists and is uniquely defined (for a detailed discussion of infinite-dimensional
Hamiltonian systems, see [13]). The Hamiltonian vector field has the expression

XH : D1 ×D2 ! TT ∗X,

(q, p) 7! (DpH(q, p),−DqH(q, p)) ∈ T(q,p)T
∗X ∼= X ×X∗.

We say that a curve (q, p) on T ∗X is a solution of Hamilton’s equations if it is an integral curve of
XH . Equivalently, such a solution satisfies

q̇ = DpH(q, p),

ṗ = −DqH(q, p).

XH exists and is uniquely defined, but this does not necessarily imply the existence or uniqueness of
its corresponding integral curves; so one has to proceed with caution. Such existence and uniqueness
will depend on the properties of XH and thus H; for example, if XH is Lipschitz, there exists a
unique solution [5]. Below, we investigate solutions for our particular interest of adjoint systems.

Time-Dependent Hamiltonian Systems To treat time-dependent evolutionary PDEs, we ex-
tend the definition of a Hamiltonian system to the case where the Hamiltonian is time-dependent,
i.e., H : [0, tf ]×D1 ×D2 ! R. Let τt : [0, tf ]×X ×X∗ ! X ×X∗ denote the canonical projection
onto the second and third factors; we identify Θ and Ω with their pullbacks by τt. Then, in the
time-dependent setting, Hamilton’s equations read

iXH
(Ω− dH ∧ dt) = 0,

where the time-dependent Hamiltonian vector field has the expression

XH : (0, tf )×D1 ×D2 ! T ((0, tf ))⊕ T (T ∗X),
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(t, q, p) 7!
∂

∂t
+ (DpH(t, q, p),−DqH(t, q, p)).

In this setting, we say that a curve on [0, tf ]× T ∗X is a solution of Hamilton’s equations if it is an
integral curve of XH covering the identity on [0, tf ]. Equivalently, such a solution curve is of the
form t 7! (t, q(t), p(t)), where

q̇(t) = DpH(t, q, p),(2.7a)

ṗ(t) = −DqH(t, q, p).(2.7b)

2.4. Adjoint Systems for Evolutionary PDEs. In this section, we consider a particular class
of infinite-dimensional Hamiltonian systems. Namely, we will explore the adjoint system associated
with the evolutionary PDE (2.5a). Let D1 = D(A) ⊂ X and D2 = D(A∗) ⊂ X∗.

Define the adjoint Hamiltonian associated with the evolutionary PDE (2.5a) by

H : [0, tf ]×D(A)×D(A∗) ! R,(2.8a)

H(t, q, p) = ⟨p,Aq + f(t, q)⟩(2.8b)

We will assume that f : [0, tf ]×X ! X is Lipschitz in both arguments. Furthermore, we assume
that f is differentiable in its second argument and that

sup
q∈X:∥q∥X≤R

∥Dqf(t, q)∥X∗ < ∞,

uniformly in t ∈ [0, tf ], for any R > 0. Compute

DqH(t, q, p) = A∗p+ [Dqf(t, q)]
∗p,

DpH(t, q, p) = Aq + f(t, q).

Thus, Hamilton’s equations (2.7) for the adjoint Hamiltonian are

q̇(t) = Aq(t) + f(t, q(t)),(2.9a)

ṗ(t) = −A∗p(t)− [Dqf(t, q(t))]
∗p(t).(2.9b)

We refer to equations (2.9) as the adjoint system associated with the evolutionary PDE (2.5a). To
solve the adjoint system, we have to specify appropriate boundary conditions for the problem. We
will consider Type II boundary conditions q(0) = q0 ∈ D(A), p(tf ) = pf ∈ D(A∗), which specifies
an initial condition for the state variable q and a terminal condition for the adjoint variable p. As
motivation for these boundary conditions, let us consider as an example the linear case, f ≡ 0.

Example 2.1 (Linear Case). In the linear case f ≡ 0, the semilinear evolution PDE is simply
q̇ = Aq; the associated adjoint system is

q̇ = Aq,

ṗ = −A∗p.

We would like to use the semigroups {etA}t≥0 and {etA∗}t≥0 generated by A and A∗, respectively, to
construct solutions of the adjoint system. First note that we cannot, in general, use the semigroups
to solve the adjoint system as an initial value problem, (q(0), p(0)) = (q0, p0) ∈ D(A) × D(A∗),
due to the minus sign appearing in the second equation, i.e., the relevant operator to consider is
−A∗, which may not generate a semigroup, without further assumptions [37]. However, −A∗ does

generate a semigroup in reverse time, {e(tf−t)A∗}t≤tf . To see this, define a reverse time parameter
s := tf − t. Then, the equation ṗ = −A∗p with condition p(tf ) = pf can be equivalently expressed
as

d

ds
p = A∗p,
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p
∣∣∣
s=0

= pf .

Thus, this equation can be solved via the semigroup {esA∗}s≥0 in the reverse time variable s, which

is equivalent to using the semigroup {e(tf−t)A∗}t≤tf in the standard time variable t.

We can then solve the adjoint system if we place Type II boundary conditions (q(0), p(tf )) =
(q0, pf ) ∈ D(A) × D(A∗) with tf > 0. Thus, we can define a solution of Hamilton’s equations
with Type II boundary conditions by

(q, p) : [0, tf ] ! X ×X∗,

(q(t), p(t)) = (etAq0, e
(tf−t)A∗

pf ).

By the properties of the semigroups discussed previously, we have that this curve is a solution of
Hamilton’s equations with Type II boundary conditions, i.e.,

q̇(t) = Aq for all t ∈ (0, tf ),

ṗ(t) = −A∗p for all t ∈ (0, tf ),

q(0) = q0 ∈ D(A),

p(tf ) = pf ∈ D(A∗),

where the last two equations are interpreted in the strong C0 sense as t ! 0 and t ! tf , respectively.
These are the natural boundary conditions to consider for adjoint sensitivity analysis, where the
adjoint equation for p is interpreted as evolving backward or “backpropagating” in time.

Returning to the general case, we consider the adjoint system (2.9) with boundary conditions
q(0) = q0 ∈ D(A), p(tf ) = pf ∈ D(A∗). Note that the first equation (2.9a) admits a unique
solution q ∈ C1([0, tf ], X) ∩ C0([0, tf ],D(A∗)) with q(0) = q0, as discussed in (2.2). In particular,
supt∈[0,tf ] ∥q(t)∥X < ∞. Thus, with this solution curve q(t) fixed, we have that the map (t, p) 7!

−[Dqf(t, q(t))]
∗p is Lipschitz in both arguments. Hence, by the theory discussed in Section 2.2,

there exists a unique solution p ∈ C1([0, tf ], X
∗) ∩ C0([0, tf ],D(A∗)) to the second Hamilton’s

equation above with p(tf ) = pf .

Now, we show that the adjoint system admits an adjoint-variational quadratic invariant. To do
this, we define the variational equation as the linearization of q̇(t) = Aq(t) + f(t, q(t)) about the
solution curve q(t), i.e.,

δ̇q(t) = Aδq(t) +Dqf(t, q(t))δq(t),

δq(0) = δq0 ∈ D(A).

Again, by the assumptions on f , there exists a unique solution δq ∈ C1([0, tf ], X)∩C0([0, tf ],D(A))
to the above variational equation. We can now state an adjoint sensitivity analysis result.

Proposition 2.4. Let the solution curves q, p, and δq be as above. Then, for any t ∈ (0, tf ),

(2.10)
d

dt
⟨p(t), δq(t)⟩ = 0.

Proof. Since p ∈ C1([0, tf ], X
∗) ∩ C0([0, tf ],D(A∗)) and δq ∈ C1([0, tf ], X) ∩ C0([0, tf ],D(A)), we

can directly compute

d

dt
⟨p(t), δq(t)⟩ = ⟨ṗ(t), δq(t)⟩+ ⟨p(t), δ̇q(t)⟩

= ⟨−A∗p(t)− [Dqf(t, q(t))]
∗p(t), δq(t)⟩+ ⟨p(t), Aδq(t) +Dqf(t, q(t))δq(t)⟩ = 0.

□
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Remark 2.1. The quadratic invariant in Proposition 2.4 is fundamental to adjoint sensitivity
analysis for evolutionary PDEs. Although the main purpose of this paper is to investigate the
structure of adjoint systems and their discretization, we will briefly outline the concept of adjoint
sensitivity analysis here.

Formally, for a minimization problem

min
q0∈X

C (q(tf )) such that q̇(t) = Aq(t) + f(t, q(t)), q̇(0) = q0,

the gradient of the cost function with respect to q0 in a direction δq0 is given by ⟨DC (q(tf )), δq(tf )⟩,
where δq(t) solves the variational equation with δq(0) = δq0. If we want to express this quantity
in terms of the initial perturbation δq0 instead of the perturbation propagated to the terminal time
δq(tf ), we can do this through the solution p(t) of the adjoint equation by setting p(tf ) = DC (q(tf ))
and applying the previous proposition, which yields

⟨DC (q(tf )), δq(tf )⟩ = ⟨p(tf ), δq(tf )⟩ = ⟨p(0), δq(0)⟩.
The gradient can then be computed by solving the variational equation forward in time or the adjoint
equation backward in time. See for example [20; 30; 39; 43; 47; 50].

3. Discretization of Adjoint Systems

In this section, we investigate the semi-discretization and time integration of the adjoint system
associated with an evolutionary PDE. We show that associated with semi-discretization in space
and time integration of an evolutionary PDE, there are naturally associated dual methods such that
adjoining and discretization commute, and characterize these uniquely in terms of semi-discrete and
fully discrete analogues of the adjoint-variational quadratic conservation law (2.10).

Notation. For a linear operator B, we denote its adjoint with respect to a duality pairing ⟨·, ·⟩
as B∗. As we will see, when we discuss discretization in the subsequent sections, several duality
pairings arise. To avoid ambiguity, we introduce some extra notation. Let V be a finite-dimensional
vector space, V ∗ its dual. For a duality pairing ⟨·, ·⟩M : V ∗ × V ! R, we will denote the adjoint of
an operator B with respect to this pairing as B∗M . When V = RN , we denote ⟨·, ·⟩S as the standard
duality pairing, and thus, the adjoint with respect to the standard duality pairing is just given by
the transpose, B∗S = BT . The use of several duality pairings will be fundamental in our work,
as we will relate the adjoint systems formed from different pairings. The standard duality pairing
and the mass matrix pairing are particularly common cases of duality pairings in the context of
semi-discretization.

We will denote coordinates on a finite-dimensional vector space in bold, for example, q ∈ V and
p ∈ V ∗, respectively. Consider two duality pairings ⟨·, ·⟩L and ⟨·, ·⟩R on V ∗ × V , related by an
invertible operator P : V ! V such that

⟨p,v⟩L = ⟨p, Pv⟩R for all p ∈ V ∗,v ∈ V.

Then, the adjoint of an operator B with respect to ⟨·, ·⟩L is related to its adjoint with respect to
⟨·, ·⟩R by

B∗L = P−∗RB∗RP ∗R,(3.1)

where P−∗R := (P−1)∗R = (P ∗R)−1. Note in particular that P ∗L = P ∗R.

Now, consider an ODE on V of the form q̇ = Kq+ f(t,q) where K is a linear operator (of course,
by letting K = 0, this encompasses a fully nonlinear ODE as well), and let ⟨·, ·⟩M be a duality
pairing on V × V ∗. Then, we define the adjoint Hamiltonian associated with the pairing ⟨·, ·⟩M as

HM (t,q,p) = ⟨p,Kq+ f(t,q)⟩M .



ON PROPERTIES OF ADJOINT SYSTEMS FOR EVOLUTIONARY PDES 11

The adjoint system induced by the pairing ⟨·, ·⟩M is given by Hamilton’s equations

q̇ =
δ

δp
HM (t,q,p) = Kq+ f(t,q),(3.2a)

ṗ =
δ

δq
HM (t,q,p) = −K∗Mp− [Dqf(t,q)]

∗Mp,(3.2b)

where the above directional (variational) derivatives of a real-valued function G of q and p are
defined by 〈

δp,
δG

δq

〉
M

=
d

dϵ

∣∣∣
ϵ=0

G(q,p+ ϵδp) for all δp ∈ V ∗,〈
δG

δq
, δq

〉
M

=
d

dϵ

∣∣∣
ϵ=0

G(q+ ϵδq,p) for all δq ∈ V.

Throughout, we adopt the Einstein summation convention, where repeated upper and lower indices
are summed over; for example, for {pi}si=1 and {qi}si=1,

piq
i :=

s∑
i=1

piq
i.

3.1. Semi-Discretization of Adjoint Systems. We now introduce the notion of a Galerkin
semi-discretization of the evolution equation (2.5a) on X into a finite-dimensional subspace Xh.
We will subsequently drop the subspace requirement to allow for more general semi-discretizations.

As before, let X be a reflexive Banach space with duality pairing ⟨·, ·⟩ on X∗ × X. Let Xh be a

finite-dimensional subspace of X with the inclusion ih : Xh ↪! X, and let {φi}dim(Xh)
i=1 be a basis for

Xh. Let {lj}
dim(Xh)
j=1 be a set of degrees of freedom for Xh, i.e., a basis for X∗

h. Let ⟨·, ·⟩h denote the

duality pairing on X∗
h ×Xh. A Galerkin semi-discretization of (2.5a) is specified by a projection

Πh : X ! Xh and an approximation q(t) ≈
∑

i q
i(t)φi satisfying the evolution equation on the

degrees of freedom in the following sense:

(3.3)
〈
lj , q̇i(t)φi − qi(t)ΠhAihφi −Πhf(t,q

k(t)ihφk)
〉
h
= 0, j = 1, . . . ,dim(Xh).

Note that equation (3.3) can be interpreted as the “restriction” of the state dynamics to the degrees
of freedom in the following sense: letting q(t) =

∑
i q

i(t)ihφi ∈ X denote the semi-discrete curve,
viewed as an element of X through the inclusion, we have

0 =
〈
lj , q̇i(t)φi − qi(t)ΠhAihφi −Πhf(t,q

k(t)ihφk)
〉
h

=
〈
lj , q̇i(t)Πhihφi − qi(t)ΠhAihφi −Πhf(t,q

k(t)ihφk)
〉
h

=
〈
lj ,Πh

(
q̇i(t)ihφi − qi(t)Aihφi − f(t,qk(t)ihφk)

)〉
h

=
〈
Π∗

hl
j , q̇i(t)ihφi − qi(t)Aihφi − f(t,qk(t)ihφk)

〉
= ⟨Π∗

hl
j , q̇(t)−Aq(t)− f(t, q(t))⟩,

where we used the fact that Πhih equals the identity on Xh, since Πh is a projection, and Π∗
h : X∗

h !
X is the adjoint of Πh : X ! Xh. This gives an interpretation of the semi-discretization (3.3) in
terms of the duality pairing on X∗ ×X; namely, that the quantity describing the state dynamics
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q̇(t) − Aq(t) − f(t, q(t)) in X vanishes when tested by functionals Π∗
hl

j ∈ X∗. This interpretation
can be equivalently thought of as arising from a complementary subspace to Xh in X, namely,

X = Xh ⊕ ker(Πh),

from which X∗
h is isomorphic to the annihilator of this complementary subspace,

X∗
h
∼= annil(ker(Πh)) := {p ∈ X∗ : ⟨p, v⟩ = 0 for all v ∈ ker(Πh)} ⊂ X∗.

This is essential in the Galerkin semi-discretization construction of the adjoint equations in order
to make sense of pairings between elements of X∗

h, such as the degrees of freedom, and elements of
X.

Now, let M and K denote mass and stiffness matrices, respectively, with entries

M j
i = ⟨lj , φi⟩h,

Kj
i = ⟨lj ,ΠhAihφi⟩h.

Let q(t) denote the vector in Rdim(Xh) with components qi(t), and let the semi-discretized semilinear
term be denoted by the vector f(t,q) with entries

f j(t,q) = ⟨lj ,Πhf(t,q
kihφk)⟩h.

Then, the semi-discretization can be expressed as

(3.4) M
d

dt
q = Kq+ f(t,q).

Now, we form the adjoint system [55] for the semi-discrete system (3.4). First, since M is invertible,
we express the above as a standard ODE,

d

dt
q = M−1Kq+M−1f(t,q).

Note that the adjoint system depends on the duality pairing on X∗
h × Xh by equations (3.2).

There are two immediately obvious choices of duality pairing. First, since we identify Xh
∼= RN ,

N = dim(XH), where the identification is qiφi
∼= q, an obvious choice of duality pairing is just

the standard duality pairing on RN , ⟨·, ·⟩S . The adjoint system induced by the standard duality
pairing, via equations (3.2), is given by

d

dt
q = M−1Kq+M−1f(t,q),(3.5a)

d

dt
z = −KTM−T z− [Dqf(t,q)]

TM−T z,(3.5b)

where Dqf is the usual Jacobian of f with respect to the argument q. Alternatively, we can consider
the duality pairing on RN naturally induced by the mass matrix, i.e.,

⟨p,v⟩M = pTMv.

The adjoint system induced by the mass matrix is given by

d

dt
q = M−1Kq+M−1f(t,q),(3.6a)

d

dt
p = −(K∗MM−∗M + [Dqf(t,q)]

∗MM−∗M )p.(3.6b)

By equation (3.1), the second equation can equivalently be written as

MT d

dt
p = −KTp− [Dqf(t,q)]

Tp,
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where we recall that the matrix transpose T is identified with the adjoint with respect to the
standard pairing ∗S under the above isomorphism Xh

∼= Rdim(Xh).

Note that the above adjoint systems were formed by first semi-discretizing the evolution equation
and subsequently forming the adjoint system. We will now reverse this process: we will first form
the adjoint system at the continuous level and subsequently semi-discretize. Recall the continuous
adjoint system is given by

q̇ = Aq + f(t, q),

ṗ = −A∗p− [Df(t, q)]∗p.

To semi-discretize this system, we discretize the q variable as before, q(t) ≈
∑

i q
i(t)φi with degrees

of freedom given by {lj}. For p ∈ X∗, we semi-discretize by using the basis {lj} of X∗
h via

p(t) ≈
∑

j pj(t)l
j and degrees of freedom given by {φi}. Furthermore, the projection of the Galerkin

method for the adjoint variable is i∗h, the adjoint of the inclusion for the state value, whereas the
inclusion for the adjoint variable is Π∗

h, the adjoint of the projection for the state variable. Note
that i∗h is indeed a projection X∗ ! X∗

h, since i∗hΠ
∗
h = (Πhih)

∗ is the identity on X∗
h. As we will

see, this is a natural choice of semi-discretization for p since the resulting system is equivalent to
(3.5) and (3.6). Furthermore, we will see in Theorem 3.2 that it is the unique semi-discretization
of the adjoint system covering the base semi-discretization and satisfying a semi-discrete analogue
of equation (2.10).

Proposition 3.1. With the above choice of semi-discretization for the continuous adjoint system,
we have the semi-discrete adjoint system

M
d

dt
q = Kq+ f(t,q),(3.7a)

MT d

dt
p = −KTp− [Dqf(t,q)]

Tp.(3.7b)

Note that this is equivalent to the mass-matrix-induced semi-discrete adjoint system in (3.6).

Proof. The semi-discretization (3.7a) of the evolution equation is the same as before (3.4), so we
only have to verify (3.7b). The semi-discretization of the adjoint equation is given by

⟨ṗjl
j , φi⟩h = ⟨−i∗hA

∗Π∗
hpjl

j , φi⟩h − ⟨i∗h[Dqf(t, ihq
kφk)]

∗Π∗
hpjl

j , φi⟩h, i = 1, . . . ,dim(Xh).

We consider each term in the above equation. The first term is the ith component of the vector
MTdp/dt. The second term can be expressed as ⟨−i∗hA

∗Π∗
hpjl

j , φi⟩h = −pj⟨lj ,ΠhAihφi⟩, which
is the ith component of −KTp. To see that the third term corresponds to the ith component of
−[Dqf(t,q)]

Tp, we explicitly compute the Jacobian

[Dqf(t,q)]
i
j =

∂

∂qj
f i(t,q) =

∂

∂qj
⟨li,Πhf(t,q

kihφk)⟩h

= ⟨li,ΠhDqf(t,q
kφk)ihφj⟩h = ⟨i∗h[Dqf(t,q

kφk)]
∗Π∗

hl
i, φj⟩h.

Thus, we see that the third term is the ith component of −[Dqf(t,q)]
Tp.

□

Let us formally denote the semi-discretization procedures onX as Sh and the dual semi-discretization
on X∗ as S∗

h. For brevity, we denote the right hand side of the continuous and semi-discrete evo-
lution equations as

g = Aq + f(t, q),

g = Kq+ f(t,q).
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We denote the procedures of forming the adjoints with respect to the standard duality pairing
and the mass matrix induced duality pairing as AdjointS and AdjointM , respectively. Then the
preceding discussion can be summarized in the following result.

Theorem 3.1. The system (3.7) arising from forming the continuous adjoint equation and semi-
discretizing is equivalent to the systems (3.5) and (3.6) that arise from semi-discretizing the state
dynamics and forming a discrete adjoint under the appropriate duality pairing and inner prod-
uct. That is, semi-discretization and forming the adjoint commute, with the above choices of
semi-discretization, once composed with the appropriate transformations, as summarized in the
commutative diagram (3.8).

(3.8)

q̇ = g
q̇ = g

ṗ = −[Dqg]
∗p

q̇ = M−1g
q̇ = M−1g

ż = −[Dqg]
TM−T z

q̇ = M−1g
MT ṗ = −[Dqg]

Tp

Adjoint

Sh (Sh,S
∗
h)

AdjointS

AdjointM

z=MTp

Although these two systems are equivalent via the coordinate transformation p = M−T z, we note
that each represent a canonical Hamiltonian system on T ∗Xh with different coordinate represen-
tations and duality pairings. The system (3.5) can be interpreted as a Hamiltonian system on
T ∗Xh

∼= Xh×X∗
h with duality pairing given by the standard duality pairing on Rn, ⟨x,y⟩S = xTy,

canonical symplectic form given by ΩS
h = ⟨dq ∧ dz⟩S = dq T ∧ dz, and Hamiltonian

HS
h (t,q, z) = zTM−1Kq+ zTM−1f(t,q).

On the other hand, (3.6) and (3.7) can be interpreted as a Hamiltonian system on T ∗Xh with
duality pairing ⟨x,y⟩M = xTMy, with symplectic form ΩM

h = ⟨dq ∧ dp⟩M = (Mdq)T ∧ dp, and
Hamiltonian

HM
h (t,q,p) = p TKq+ pT f(t,q).

That (3.5) is equivalent to (3.7) can be expressed as the fact that the mapping T t
M : (t,q, z) 7!

(t,q,M−∗z) pulls back the associated Cartan forms as

(T t
M )∗(ΩM

h − dHM ∧ dt) = ΩS
h − dHS ∧ dt.

In the autonomous case, i.e., where f does not depend explicitly on t, this can be expressed as the
fact that the map TM : (q, z) 7! (q,M−∗z) is a symplectomorphism

(TM )∗ΩM
h = ΩS

h ,

and pulls back the Hamiltonian as

(TM )∗HM
h = HS

h .

From a finite element and discretization perspective, the formulation of (3.6) and (3.7) is more
natural, as the duality pairing on T ∗Xh is induced from the duality pairing on T ∗X through the
inclusion and projection. In particular, with p = pjΠ

∗
hl

j ∈ X∗ and q = qiihφi ∈ X, we have

⟨p,q⟩M = pjM
j
iq

i = pj⟨lj , φi⟩hqi = pj⟨lj ,Πhihφi⟩hqi = ⟨pjΠ
∗
hl

j ,qi
hφi⟩ = ⟨p, q⟩.
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From this observation, it is straightforward to verify that for the mapping Th : Xh×X∗
h ! X×X∗

defined by Th(q,p) = (qiihφi,pjΠ
∗
hl

j), the semi-discrete Hamiltonian and semi-discrete symplectic
structure are related to their infinite-dimensional counterparts as

(3.9) (Th)
∗Ω = ΩM

h , (Th)
∗H = HM

h ,

where (Th)
∗ is the pullback of Th, mapping forms on X ×Xh to forms on Xh ×X∗

h. To see this,
for any qiφi ∈ Xh and pjl

j ∈ X∗
h, we have

((Th)
∗H)(q,p) = H ◦ Th(q,p) = H(qiihφi,pjΠ

∗
hl

j) = ⟨pjΠ
∗
hl

j ,qiAihφi + f(qiihφi)⟩
= pj⟨lj ,ΠhAihφi⟩hqi + pj⟨lj ,Πhf(q

iihφi)⟩h = pTKq+ pT f(q) = HM
h (q,p),

and a similar computation holds to show that (Th)
∗Ω = ΩM

h . Equation (3.9) is the statement
that the semi-discrete Hamiltonian structure is the Galerkin restriction of the infinite-dimensional
Hamiltonian structure.

Remark 3.1. In the commutative diagram (3.8), we utilize two choices of duality pairings ⟨·, ·⟩M
and ⟨·, ·⟩S. We include the standard duality pairing as it is the usual duality pairing used to form
adjoint systems. We include the mass matrix induced duality pairing since the OtD method given
by the dual semi-discretization (Sh, S

∗
h) is naturally equivalent to a DtO method with respect to the

mass matrix, whereas it is only equivalent to the DtO method with respect to the standard duality
pairing once composed with the appropriate transformation T t

M . Note also that a diagram analogous
to (3.8) holds with replacing the standard duality pairing with an arbitrary duality pairing.

Note that both systems satisfy a semi-discrete adjoint-variational conservation law.

Proposition 3.2. The mass matrix induced adjoint system (3.7) admits a quadratic adjoint-
variational conservation law. For a solution p(t) of the adjoint equation (3.7b) and a solution
δq(t) of the variational equation associated with (3.4), covering the same solution q(t) of (3.4),

(3.10)
d

dt
⟨p(t), δq(t)⟩M = 0.

Similarly, the standard duality pairing induced adjoint system (3.5) admits a quadratic adjoint-
variational conservation law. For a solution z(t) of the adjoint equation (3.5b) and a solution
δq(t) of the variational equation covering the same solution q(t) of the semi-discrete evolution
equation,

(3.11)
d

dt
⟨z(t), δq(t)⟩S = 0.

Proof. These follow from Proposition 2.3 in the standard adjoint theory for ODEs. □

As we will see shortly when discussing more general semi-discretizations, once the semi-discretization
Sh for the state variable is fixed, and a duality pairing is chosen, then the full semi-discretization
on Xh ×X∗

h is the unique semi-discretization of the fully continuous adjoint system such that the
conservation law, (3.10) or (3.11), corresponding to the choice of duality pairing holds.

More general semi-discretizations. Note that we made a particular choice of semi-discretization
of the Banach space X. When X is a function space, it can be thought of as a spatial discretization
via a subspace method, such as the finite element method. Once this semi-discretization of X is
fixed, there is a natural dual choice of semi-discretization for the adjoint system on X∗ ×X such
that it arises as the adjoint system of the semi-discretized evolution equation on X. Also, note that
this notion of semi-discretization is fairly general. X need not be an infinite-dimensional function
space; it applies to sequence spaces such as l2(R) or even cases where X is finite-dimensional (in
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which case, a semi-discretization of X can be seen as a dimensional reduction to a “lower order”
space).

However, more general semi-discretizations are possible. For example, Xh need not be chosen as
a subspace but is more generally an approximating space that one can define an approximation of
A on. This allows more flexibility in the choice of semi-discretization, such as mixed methods and
Discontinuous Galerkin methods. Furthermore, this allows for more freedom in treating the semi-
linear term, e.g., by quadrature. In essence, as before, once a semi-discretization of the evolution
equation is fixed, there is a natural dual choice of semi-discretization of the adjoint system such
that the corresponding diagram of adjoining and semi-discretization commute. Abstractly, such a
semi-discretization and its dual semi-discretization reduce the adjoint Hamiltonian system on T ∗X
to an adjoint Hamiltonian system on T ∗Xh.

To be more precise, we introduce the following more general notion of semi-discretization: amethod-
of-lines semi-discretization of an evolution equation on a Banach spaceX is a procedure for mapping
the evolution equation into an ODE on a finite-dimensional vector space Xh. Note that Xh need
not be a subspace of X. More precisely, we introduce the following definition.

Definition 3.1. A method-of-lines semi-discretization for the class of semilinear evolution equa-
tions on X into a finite-dimensional vector space Xh is specified by a mapping Kh[·, ·] whose inputs
are a closed and densely defined unbounded operator A on X and a time-dependent nonlinear op-
erator f on X and whose output is a time-dependent vector field Kh[A, f ] on Xh.

Associated with the continuous evolution equation of the form (2.5a), the method-of-lines semi-
discretization has the associated ODE on Xh given by

(3.12)
d

dt
q = Kh[A, f ](t,q),

Example 3.1. A Galerkin semi-discretization is a particular example of a method-of-lines semi-
discretization, where Xh is a finite-dimensional subspace of X with a projection Πh : X ! X. In
this case, mapping Kh[·, ·] is explicitly

Kh[A, f ](t,q) = M−1Kq+M−1f(t,q),

where K and f are defined in terms of A and f as discussed in the previous section:

Kj
i = ⟨lj ,ΠhAihφi⟩h.

f j(t,q) = ⟨lj ,Πhf(t,q
kihφk)⟩h

Of course, one wants that the solution to the semi-discrete problem converges as h ! 0, in some
sense, to a solution of the continuous problem but we will not discuss this here as it will depend gen-
erally on the choice of semi-discretization. We will assume that Kh[A, f ](t,q) is differentiable in q
given that f(t, q) is differentiable in q. We will assume that any method-of-lines semi-discretization
admits a solution on the interval [0, tf ] where the semilinearity f and its derivative are uniformly
bounded as discussed in Section 2.4 (which is the case for Galerkin semi-discretization, since the
associated semi-discrete semilinear term f enjoys the same bounds).

Now, we can state the following very general result regarding adjoining and semi-discretization.

Theorem 3.2. A method-of-lines semi-discretization of the adjoint system (2.9) on X ×X∗ into
a vector space Ph commutes with the process of semi-discretization of the evolution equation (2.5a)
into a vector space Xh followed by adjoining if and only if it is equivalent to the adjoint system on
Xh×X∗

h, equipped with a duality pairing ⟨·, ·⟩h : X∗
h×Xh ! R, formed from the semi-discrete ODE
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(3.12); namely,

d

dt
q = Kh[A, f ](t,q),(3.13a)

d

dt
z = −[DqKh[A, f ](t,q)]

∗hz.(3.13b)

Furthermore, given a method-of-lines semi-discretization (3.12) of the evolution equation, the dual
semi-discretization (3.13) is the unique method-of-lines semi-discretization into Xh ×X∗

h, equipped
with the duality pairing ⟨·, ·⟩h, of the adjoint system covering (3.12) on the interval [0, tf ] such that
the adjoint-variational conservation law holds,

d

dt
⟨z(t), δq(t)⟩h = 0,

where δq(t) is the solution of the variational equation associated with (3.12),

d

dt
δq = [DqKh[A, f ](t,q)]δq,

with arbitrary but fixed initial condition δq(t0) = δq0 for any t0 ∈ [0, tf ) and terminal condition
z(tf ) = zf .

Proof. The first statement of the theorem simply follows from the definitions and a direct calculation
that (3.13b) is the adjoint equation associated with (3.13a).

For the second statement, clearly (3.13) satisfies the above adjoint-variational conservation law by
Proposition 2.3.

To show that it is unique, suppose we have another method-of-lines semi-discretization of the adjoint
system covering the semi-discretization of the evolution equation, i.e., we have a semi-discretization
of the continuous adjoint system of the form

d

dt
q = Kh[A, f ](t,q),

d

dt
z̃ = Lh(t,q, z̃),

satisfying

d

dt
⟨z̃(t), δq(t)⟩h = 0.

Since both semi-discretizations satisfy the Type II boundary conditions fixing δq(t0) = δq0 and
z(tf ) = zf = z̃(tf ), we have by integrating their respective quadratic conservation laws from t0 to
tf ,

⟨z̃(t0), δq0⟩h = ⟨z̃(tf ), δq(tf )⟩h = ⟨zf , δq(tf )⟩h = ⟨z(tf ), δq(tf )⟩h = ⟨z(t0), δq0⟩h.

In particular, since δq0 is arbitrary, we have

z̃(t0) = z(t0).

Since t0 ∈ [0, tf ) is arbitrary, we have z(t) = z̃ for all t ∈ [0, tf ]. Thus,

Lh(t,q(t), z(t)) = Lh(q(t), z̃(t)) =
d

dt
z̃(t) =

d

dt
z(t) = −[DqKh[A, f ](t,q(t))]

∗hz(t),

i.e., they are the same semi-discretization. □
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Remark 3.2. Note that in the above theorem, we allow the semi-discretization of the adjoint
system to map into a vector space Ph, not necessarily Xh ×X∗

h, and it suffices to require that the
semi-discretization of the adjoint system on Ph is equivalent to the adjoint system on Xh × X∗

h
formed from (3.12), i.e., there exists an invertible transformation ΦPh

: Ph ! Xh × X∗
h mapping

the corresponding semi-discrete adjoint systems to each other. More precisely, Ph must have a
Hamiltonian structure given by pulling back the Hamiltonian structure on Xh ×X∗

h,

ΩPh
= Φ∗

Ph
Ωh,

HPh
= Φ∗

Ph
Hh,

where Ωh is the canonical symplectic form on Xh ×X∗
h and Hh = ⟨z,Kh[A, f ](q)⟩h is the adjoint

Hamiltonian associated with the system (3.13) (here, we assume that f is time-independent for sim-
plicity, but an analogous statement holds for the time-dependent case by considering the associated
Cartan forms, as described in the previous Galerkin semi-discretization case).

In the literature, it is often the case that the semi-discretization of the adjoint system is not formu-
lated from the cotangent bundle X×X∗ to Xh×X∗

h. When X is a Hilbert space, often the identifi-
cation of X∗ with X via the Riesz representation theorem is utilized to write the adjoint system as
a system on X ×X. For example, this is done in [39] for the adjoint system associated with Burg-
ers’ equation, where the same (piecewise linear finite element) method-of-lines semi-discretization
is used for both the state dynamics in the variable y and the adjoint equation in the variable p, re-
sulting in a semi-discrete ODE on Xh×Xh. Thus, in terms of the notation introduced in the above
theorem, the semi-discretization in [39] utilizes Ph = Xh × Xh. With this example in mind, note
that the uniqueness result from the above theorem applies more generally to dual systems [51] of the
form Ph = Xh × Yh equipped with a non-degenerate bilinear form b : Xh × Yh ! R; the prototypical
examples are Ph = Xh ×X∗

h equipped with a duality pairing and Ph = Xh ×Xh equipped with an

inner product. Note that the non-degenerate bilinear form b defines an isomorphism b♭ : Yh ! X∗
h

and hence, induces a symplectic structure on the dual system.

As an immediately corollary to Theorem 3.2, we have that any method-of-lines semi-discretization of
an infinite-dimensional adjoint system which corresponds to the adjoint of a method-of-lines semi-
discretization of the evolution equation must necessarily have a Hamiltonian structure on Ph, since it
must be equivalent to the Hamiltonian structure on Xh×X∗

h. Heuristically, for semi-discretize-then-
optimize and optimize-then-semi-discretize methods to commute, the optimize-then-semi-discretize
method must necessarily preserve the Hamiltonian structure.

Note that the above uniqueness depends on the choice of the duality pairing; for example, as we
have seen explicitly in the Galerkin semi-discretization case, there are two semi-discretizations on
Xh×X∗

h (which we identified with RN ×RN∗ using a basis) which satisfy the adjoint quadratic con-

servation law; namely, one with respect to the standard duality pairing on RN and one with respect
to the duality pairing ⟨·, ·⟩M . Although the two systems arising from different duality pairings are
equivalent via a similarity transformation, this subtle distinction becomes important when moving
to the fully discrete setting by incorporating time integration, as we will explain in Section 3.3.

3.2. Time Integration. To completely discretize a semi-discrete system, we have to further in-
tegrate the system in time and thus consider in this section the relation between time integration
and forming adjoints. Note that the results of this section hold for general adjoint systems for
ODEs, not just those that arise from semi-discretization; as such, we will consider an ODE on a
finite-dimensional manifold V for greater generality. To begin, we will recall some facts about maps
and time integration for ODEs.

Consider an ODE ẏ = g(t,y) on a finite-dimensional manifold V . We will denote the fiber-wise
duality pairing on TyV

∗ × TyV as ⟨·, ·⟩ and the adjoint of an operator B as B∗.
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Let Φ : V ! V be a (local) diffeomorphism. Recall that the tangent lift of Φ, denoted TΦ : TV !
TV , is defined by

TΦ(vy) = TyΦ(vy) ∈ TΦ(y)V for vy ∈ TyV,

where TyΦ(vy) is the linearization of Φ at y, which is represented as the Jacobian of Φ in a local
chart. This induces a dual map on the cotangent spaces, for a ∈ T ∗

Φ(y)V , by

(3.14) ⟨T ∗
yΦ(a),vy⟩ = ⟨a, TyΦ(vy)⟩ for all vy ∈ TyV.

We then define the cotangent lift of Φ to be T ∗Φ−1, which is a (local) vector bundle morphism
T ∗Φ−1 : T ∗V ! T ∗V . Furthermore, it is a (local) symplectomorphism, with T ∗V equipped with
its canonical symplectic form.

Now, consider a one-step method for the ODE ẏ = g(t,y), which is specified by a map

Φ∆t[n,g] : V ! V

which depends on the current time tn = t0 + n∆t and the vector field g defining the ODE; for the
discussion that follows, we think of n as fixed and thus, Φ∆t[n,g] defines a map from V to V . The
one-step method is given by

yn+1 = Φ∆t[n,g](yn).

We will assume that Φ∆t[n,g] is a local diffeomorphism, which is generally true by an implicit func-
tion argument, given differentiability of g in its second argument and a sufficiently small time step.
Thus, we can define its cotangent lift T ∗Φ−1

∆t [n,g]. As the cotangent lift is a symplectomorphism,
we have that the method

yn+1 = Φ∆t[n,g](yn),

pn+1 = T ∗Φ−1
∆t [n,g]pn,

is a symplectic method on T ∗V , i.e., ⟨dyn+1 ∧ dpn+1⟩ = ⟨dyn ∧ dpn⟩. With the solution curve
{yn} for the state variable fixed, we interpret the cotangent lift as a one-step map T ∗Φ−1

∆t [n,g] :
T ∗
yn
V ! T ∗

yn+1
V . Note that this method can be thought of as a one-step approximation of the

adjoint system, since the continuous-time flow of the adjoint system is given by the cotangent lift
of the flow of the state dynamics (as discussed in Section 2.1). Also note that for backpropagation
where the terminal value for the adjoint variable is specified, the second equation above is more
naturally expressed as a map pn+1 7! pn given by pn = T ∗Φ∆t[n,g]pn+1.

Remark 3.3. We will refer to the cotangent lifted one-step method as the combined integrator in
both the y and p variables, as well as just the integrator in the p variable (which depends on the y
variable); it will be clear in context which is meant.

It is well-known that integration of the state dynamics by a Runge–Kutta (RK) method and
then adjoining is equivalent to first adjoining and then integrating by the associated symplectic
partitioned RK method (see [4; 50; 55]). We extend this result to all one-step time integration
methods.

Theorem 3.3. Time integration by a one-step method and adjoining commute, where time inte-
gration of the state ODE is given by a one-step method Φ∆t[n,g], time integration of the adjoint
system is given by the cotangent lift of the one-step method, adjoining the ODE is given by the
usual adjoint ODE system [55], and the adjoint of the discrete system is as defined in [55]. That
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is, the following diagram commutes.

(3.15)

ẏ = g(t,y)
ẏ = g(t,y)

ṗ = −[Dyg(t,y)]
∗p

yn+1 = Φ∆t[n,g](yn)
yn+1 = Φ∆t[n,g](yn)

pn+1 = T ∗Φ−1
∆t [n,g](pn)

Adjoint

Φ∆t[n,g] (Φ∆t[n,g],T
∗Φ−1

∆t [n,g])

Adjoint

Furthermore, the cotangent lifted method is the unique one-step method pn 7! pn+1 satisfying

(3.16) ⟨pn+1, δyn+1⟩ = ⟨pn, δyn⟩,
where δyn+1 solves the variational equation associated with the one-step method

δyn+1 = TynΦ∆t[n,g]δyn,

for arbitrary δyn and arbitrary right-hand-side of the ODE g. Furthermore, an alternative repre-
sentation of the cotangent lifted one-step method is

(3.17) pn =

(
δyn+1

δyn

)∗
pn+1.

Proof. To prove the first statement, we have to show that the discrete adjoint system yn+1 =
Φ∆t[n,g](yn) yield the method given by the cotangent lift of Φ∆t[n,g] applied to the continuous
adjoint system. For a state variable yn and an adjoint variable pn+1, we define the discrete action
by

S(yn,pn+1) = ⟨pn+1,Φ∆t[n,g](yn)⟩.
The discrete adjoint system is then given by [55]

yn+1 =
δ

δpn+1
S(yn,pn+1),

pn =
δ

δyn
S(yn,pn+1).

The first equation is simply the one-step method for the state ODE,

yn+1 =
δ

δpn+1
S(yn,pn+1) = Φ∆t[n,g](yn).

The second equation can be computed, for an arbitrary variation δy ∈ TynV specified by a one-

parameter family of curves yϵ
n on V such that y0

n = yn and d
dϵ

∣∣∣
ϵ=0

yϵ
n = δy,

⟨pn, δy⟩ =
d

dϵ

∣∣∣
ϵ=0

S(yϵ
n,pn+1) =

〈
pn+1,

d

dϵ

∣∣∣
ϵ=0

Φ∆t[n,g](y
ϵ
n)

〉
= ⟨pn+1, TynΦ∆t[n,g]δy⟩ = ⟨T ∗

yn
Φ∆t[n,g]pn+1, δy⟩.

Since this holds for any δy ∈ TynV , the above equation is equivalent to

pn = T ∗Φ∆t[n,g]pn+1,

or, equivalently,

pn+1 = T ∗Φ−1
∆t [n, g]pn,

as was to be shown.
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For the second statement of the theorem that the cotangent lift of the one-step method satisfies
equation (3.16), we use that the cotangent lifted method is given by pn = T ∗

yn
Φ∆t[n,g]pn+1, from

which,

⟨pn, δyn⟩ = ⟨T ∗
yn
Φ∆t[n,g]pn+1, δyn⟩ = ⟨pn+1, TynΦ∆t[n,g]δyn⟩ = ⟨pn+1, δyn+1⟩.

For uniqueness, suppose there are two one-step methods pn 7! pn+1 and pn 7! p̃n+1 satisfying
(3.16), i.e.,

⟨pn+1, δyn+1⟩ = ⟨pn, δyn⟩ = ⟨p̃n+1, δyn+1⟩.
Using δyn+1 = TynΦ∆t[n,g]δyn, we have

⟨pn+1, TynΦ∆t[n,g]δyn⟩ = ⟨p̃n+1, TynΦ∆t[n,g]δyn⟩.
Equivalently,

⟨(T ∗
yn
Φ∆t[n,g])(pn+1 − p̃n+1), δyn⟩ = 0.

Since δyn is arbitrary, we have (T ∗
yn
Φ∆t[n,g])(pn+1−p̃n+1) = 0. Finally, since the one-step method

is a local diffeomorphism, the operator T ∗
yn
Φ∆t[n,g] has trivial kernel, and hence, pn+1 = p̃n+1.

Finally, the representation (3.17) follows from observing that since yn+1 is a function of yn, their
variations are related by

(3.18) δyn+1 =
δyn+1

δyn
δyn.

Substituting this into (3.16) yields

⟨pn, δyn⟩ = ⟨pn+1, δyn+1⟩ =
〈
pn+1,

δyn+1

δyn
δyn

〉
=

〈(
δyn+1

δyn

)∗
pn+1, δyn

〉
.

Again, δyn is arbitrary and thus, equation (3.17) holds. □

Analogous to the discussion of semi-discretization in Section 3.1, this commutative diagram leads
to a non-trivial structural condition that an OtD method (where here discretize refers to one-step
time integration) must satisfy in order to be equivalent to a DtO method; namely, the one-step
method used in the OtD method must be a symplectic integrator and, in particular, equivalent
to the cotangent lift of a one-step method (here, by equivalent, we mean that we are allowing for
equivalent representations of the same time integration scheme, such as the concept of reducibility
in the context of Runge–Kutta methods [22]).

The previous theorem shows that the cotangent lifted method is the unique one-step method cov-
ering the one-step method for the state dynamics and satisfying the adjoint quadratic conservation
law (3.16). This explains the observed discrepancy in the literature for discrete gradients produced
by DtO and OtD methods for ODEs, as discussed in Section 1.1, since utilizing a time integration
scheme in an OtD method which is not the cotangent lifted method cannot satisfy the discrete
adjoint quadratic conservation law and hence, cannot produce exact discrete gradients.

Order of the Cotangent Lifted Method. In the context of adjoint sensitivity analysis, since
the conservation law (3.16) holds, the cotangent lifted method produces the exact discrete gradient
[50] for the discrete minimization problem

min
y∗

C (yN ) such that yn+1 = Φ∆t[n,g](yn), n = 0, . . . , N − 1, y0 = y∗,

where N is the index corresponding to tf . We now address the question of adjoint consistency,
i.e., how well the discrete gradient produced from the cotangent lifted method approximates the
continuous-time gradient, corresponding to the continuous-time minimization problem

min
y∗

C (y(tf )) such that ẏ(t) = g(t,y),y(0) = y∗.
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For this section, we will assume that V is a finite-dimensional vector space with norm ∥ · ∥V . In
essence, we would like to transfer the order of accuracy of the one-step method to the order of
accuracy of its cotangent lift. To do this, we will need an additional assumption on the one-step
method; namely, that taking variations and applying the one-step method commute. To be more
precise, we introduce the following definitions.

The variational system associated with the ODE ẏ = g(t,y) on V is given by the ODE together
with its variational equation, i.e.,

d

dt

(
y
δy

)
=

(
g(t,y)

Dyg(t,y)δy

)
=: g̃

(
t,

(
y
δy

))
.(3.19)

We denote the right hand side of the variational system as g̃, viewed as an ODE on V × V .

Let Φ∆t[·, ·] be a one-step method. The variational system associated with the one-step method is
given by the one-step method together with its variational equation, i.e.,

yn+1 = Φ∆t[n,g](yn),(3.20a)

δyn+1 = TynΦ∆t[n,g]δyn.(3.20b)

We say that the one-step method is variationally equivariant if the one-step method applied to the
variational system associated with the ODE (3.19) is the same as the variational system associated
with the one-step method (3.20). That is,

Φ∆t[n, g̃]

(
yn

δyn

)
=

(
Φ∆t[n,g](yn)

TynΦ∆t[n,g]δyn

)
.

Informally, a one-step method is variationally equivariant if applying the one-step method and
taking variations commute. For example, this is true for Runge–Kutta methods (RK) [22], more
generally for Generalized Additive Runge–Kutta methods (GARK) [36], and exponential Runge–
Kutta methods.

We can now relate the order of accuracy for the discrete gradients obtained from the cotangent
lifted method to the order of accuracy of the method for the state dynamics. The following analysis
closely mirrors the corresponding result for RK and GARK schemes [36; 48].

Define the solution sensitivity matrix associated with an ODE ẏ = g(t,y) on V as

St2,t1(y(t1)) =
δy(t2)

δy(t1)
, t2 ≥ t1,

where y(t) is the exact solution of the ODE. Note we view the solution sensitivity matrix as a linear
mapping St2,t1(y(t1)) : V ! V .

Proposition 3.3. Let Φ∆t be a variationally equivariant one-step method. Assume that the ODE
ẏ = g(t,y) is smooth and has a smooth solution. Furthermore, assume sufficient regularity such
that the solution sensitivity matrix and the derivative of the cost function are Lipschitz,

∥St2,t1(y)− St2,t1(y
′)∥op ≤ c∥y − y′∥V ,(3.21)

∥DC (y)−DC (y′)∥V ∗ ≤ c∥y − y′∥V ,(3.22)

for all y,y′ ∈ V and t2 ≥ t1 (where ∥ · ∥V denotes a norm on V , ∥ · ∥V ∗ the associated dual norm,
and ∥ · ∥op the operator norm; this result is independent of the norm since V is finite-dimensional.)
Assume that the one-step method yn+1 = Φ∆t[n,g](yn) converges with order r,

yn − y(tn) = O(∆tr).
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Then, the cotangent lifted method pn = T ∗
yn
Φ∆t[n,g]pn+1 with terminal condition pn = DC(yn)

approximates the solution of the continuous-time adjoint equation with order r

pn − p(tn) = O(∆tr),

where p(t) is the exact solution of

ṗ = −[Dg(t,y)]p, p(tf ) = DC (y(tf )).

Proof. The solution δy(t) for the second component of the continuous-time variational system (3.19)
is simply propagated by the solution sensitivity matrix, δy(t2) = St2,t1(y(t1))δy(t1) [36].

At the discrete level, the solution of the variational equation associated with the one-step method
δyn+1 = TynΦ∆t[n,g]δyn, from equation (3.18), can be represented δyn2 = S∆t

n2,n1
(yn1)δyn1 , where

S∆t
n2,n1

(yn1) is the numerical solution sensitivity matrix

S∆t
n2,n1

(yn1) =
δyn2

δyn1

.

By assumption, the one-step method is variationally equivariant, so the solution {yn, δyn} of the
variational system associated with the one-step method is equivalently given by the one-step method
applied to the continuous-time variational system. In particular, this solution then inherits the order
of accuracy of the one-step method. Furthermore, the stability for {δyn} is precisely the linear
stability of the one-step method. Thus, we have convergence of order r for {δyn},

δyn = δy(tn) +O(∆tr).

In particular, this implies that the numerical sensitivity matrix approximates the continuous sen-
sitivity matrix to order r, since for arbitrary v ∈ V and initial condition δyn1 = v = δy(t1), we
have

O(∆tr) = δy(t2)− δyn2 =
(
St2,t1(y(t1))− S∆t

n2,n1
(y(t1))

)
v.

Thus,

St2,t1(y)− S∆t
n2,n1

(y) = O(∆tr).

From Theorem (3.3), we know that

pn =

(
δyn+1

δyn

)∗
pn+1,

and hence

pn =
(
S∆t
N,n

)∗
pn =

(
S∆t
N,n(yn)

)∗
DC(yn),

whereas the continuous-time adjoint variable similarly satisfies

p(tn) =
δC(y(tf ))

δy(tn)
=

(
S∆t
tf ,tn

(y(tn))
)∗

DC(y(tf )).

Combining the above, we obtain

pn − p(tn) =
(
S∆t
N,n(yn)

)∗
DC(yn)−

(
Stf ,tn(y(tn))

)∗
DC(y(tf ))

=
(
S∆t
N,n(yn)

)∗
(DC(yn)−DC(y(tf )))

+
(
S∆t
N,n(yn)− Stf ,tn(yn)

)∗
DC(y(tf )) +

(
Stf ,tn(yn)− Stf ,tn(y(tn))

)∗
DC(y(tf )).

The result now immediately follows. □



24 ON PROPERTIES OF ADJOINT SYSTEMS FOR EVOLUTIONARY PDES

To prove the above proposition, we used variational equivariance to transfer the order of the one-
step method to the order of the linearization of the one-step method, which is equivalently the
one-step method of the linearization. Note that variational equivariance is a sufficient condition
to be able to transfer the order, i.e., variational equivariance is a sufficient condition for adjoint
consistency of the cotangent lifted method. However, even without a variationally equivariant
method, if one knows that the linearization of the one-step method retains the order of the one-
step method, then the preceding result still follows. The contrapositive implies that if we do not
have adjoint consistency, then the one-step method is not variationally equivariant, as the following
example shows.

Example 3.2. As a counterexample of where the above proposition fails without variational equiv-
ariance, in [1], it is shown that discrete adjoints for adaptive time-stepping methods do not retain
the consistency order of the method for the state dynamics, leading in the worst case to O(1) errors
in the gradient, i.e., the discrete adjoint of an adaptive time-stepping method is not adjoint con-
sistent. From our perspective, we can understand this from the fact that an adaptive time-stepping
method is not variationally equivariant, even if the underlying one-step method is.

To see this explicitly, consider the time-independent ODE ẏ(t) = g(t,y(t)),y(t0) = y0 expressed in
time-independent form as

d

dt

(
y(t)
s(t)

)
=

(
g(s(t),y(t))

1

)
,

(
y(t0)
s(t0)

)
=

(
y0

t0

)
.(3.23)

For simplicity in presentation, we consider an adaptive forward Euler method applied to the above
system, although a similar discussion follows similarly for other one-step methods. Note that the
underlying forward Euler method is variationally equivariant, but, as we will see, the adaptive
method is not. Applied to the above system, the adaptive forward Euler method is(

yn+1

sn+1

)
=

(
yn

sn

)
+ hn

(
g(sn,yn)

1

)
,(3.24a)

hn+1 = S(yn, hn, sn),(3.24b)

where S is a step-size controller, which we assume to be differentiable. The linearization of this
method is then(

δyn+1

δsn+1

)
=

(
δyn

δsn

)
+ hn

(
D1g(sn,yn)δsn +D2g(sn,yn)δyn

0

)
+ δhn

(
g(sn,yn)

1

)
,(3.25a)

δhn+1 = D1S(yn, hn, sn)δyn +D2S(yn, hn, sn)δhn +D3S(yn, hn, sn)δsn.(3.25b)

Equations (3.24) and (3.25) form the variational system associated with the adaptive Euler method.
To see that the method is not variationally equivariant, we reverse this process; we first linearize
(3.23) and subsequently, apply the adaptive time-stepping method. The linearization of (3.23) is

d

dt

(
δy(t)
δs(t)

)
=

(
D1g(s(t),y(t))δs(t) +D2g(s(t), y(t))δy(t)

0

)
.(3.26)

We then apply the adaptive Euler method to the continuous-time variational system (3.23), (3.26),
which yields 

yn+1

sn+1

δyn+1

δsn+1

 =


yn

sn
δyn

δsn

+ hn


g(sn,yn)

1
D1g(sn,yn)δsn +D2g(sn,yn)δyn

0

 ,(3.27a)

hn+1 = S(yn, hn, sn).(3.27b)
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Comparing the variational system of the adaptive method, (3.24) and (3.25), to the adaptive method
applied to the continuous-time variational system, (3.27), we see that these are not equivalent and
hence, the adaptive method is not variationally equivariant. More precisely, the lack of variational
equivariance arises from the δhn term in equation (3.25a). We only have variational equivariance
when δhn = 0, i.e., when D1S = 0, D2S = 0, D3S = 0, i.e., there is no adaptive time-stepping.
The terms which break the variational equivariance, namely, the derivatives of S, are precisely the
terms which lead to adjoint inconsistency as shown in [1].

In this section, we considered one-step methods and their associated cotangent lifts. One can
ask what happens in the case of multi-step methods. In [49], it was shown that the discrete
adjoint associated with a multistep method does not generally retain the consistency order of the
method used to discretize the state dynamics, both due to error in the backpropagation as well as
initialization error for the terminal condition. From our geometric perspective, one-step methods
are natural to consider since, at each time-step, a one-step method defines a map V ! V and
hence, one can naturally define its cotangent lift. On the other hand, for a multistep method, at
each time step, it defines a map V × · · ·×V ! V for which there is no immediately obvious notion
of cotangent lift. This can be understood more generally from the fact that a general linear method
cannot be symplectic, and thus not a cotangent lift, unless it reduces to a one-step method [7].

We will now combine the discussions of semi-discretization and time integration together.

3.3. Naturality of the Full Discretization. As we have seen, semi-discretization of the evolution
equation induces a dual semi-discretization for the corresponding adjoint equation. Furthermore,
time integration of the semi-discrete evolution equation induces a dual time integration of the
semi-discrete adjoint equation.

Consider the case of Galerkin semi-discretization. We would like to connect the semi-discretization
and time integration commutative diagrams together. To do this, first note, as alluded to in Section
3.1, the process of adjoining at the semi-discrete level depends on the (representation of the) duality
pairing. This is of course also true for adjoining at the fully discrete level, since the cotangent lift
of a map depends on the duality pairing, equation (3.14).
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Combining the discussions of Section 3.1 and Section 3.2, we arrive at the following commutative
diagram.
(3.28)

q̇ = g
q̇ = g

ṗ = −[Dqg]
∗p

q̇ = M−1g
q̇ = M−1g

ż = −[Dqg]
TM−T z

q̇ = M−1g
ṗ = −M−T [Dqg]

Tp

qn+1 = Φ∆t(qn)
qn+1 = Φ∆t(qn)

zn+1 = T ∗SΦ−1
∆t(zn)

qn+1 = Φ∆t(qn)
pn+1 = T ∗MΦ−1

∆t(pn)

Adjoint

S (S,S∗)

AdjointS

AdjointM

Φ∆t (Φ∆t,T
∗SΦ−1

∆t )

z=MTp

(Φ∆t,T
∗MΦ−1

∆t )

AdjointS

AdjointM

similarity

In the above diagram, we again denote for brevity

g = Aq + f(t, q),

g = Kq+ f(t,q),

and have suppressed the additional arguments of the one-step method, but they are given by
the corresponding semi-discrete ODE. Other than the arrows denoted “similarity” in the above
diagram, we have already explained all of the elements of the diagram. The equivalence of the two
vertices connected by the “similarity” arrows is the statement that they are related by a similarity
transformation T ∗MΦ−1

∆t = M−TT ∗SΦ−1
∆tM

T which immediately follows from the definition of the
cotangent lift, equation (3.14).

We also note that by Theorems 3.1 and 3.3, the semi-discretization and time integration of adjoint
systems are uniquely characterized by their respective conservation properties. Thus, to concisely
summarize the results derived in this paper, we append these to the diagram.
(3.29)

q̇ = g
q̇ = g

ṗ = −[Dqg]
∗p

d
dt⟨p, δq⟩ = 0

q̇ = M−1g
q̇ = M−1g

ż = −[Dqg]
TM−T z

q̇ = M−1g
ṗ = −M−T [Dqg]

Tp
d
dt⟨p, δq⟩M = 0

qn+1 = Φ∆t(qn)
qn+1 = Φ∆t(qn)

zn+1 = T ∗SΦ−1
∆t(zn)

qn+1 = Φ∆t(qn)
pn+1 = T ∗MΦ−1

∆t(pn)
⟨pn+1, δqn+1⟩M
= ⟨pn, δqn⟩M

Adjoint

S (S,S∗)

AdjointS

AdjointM

Φ∆t (Φ∆t,T
∗SΦ−1

∆t )

z=MTp

(Φ∆t,T
∗MΦ−1

∆t )

AdjointS

AdjointM

similarity

.
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3.4. Computational Implications. We conclude with several remarks on the computational
implications of our results. Note that in the diagram (3.29) the arrows marked “similarity” represent
a weaker form of equivalence in the setting of floating point arithmetic. Namely, although they
are equivalent assuming exact arithmetic, they will in general not be equivalent with floating
point arithmetic; in particular, if M is poorly conditioned or solved indirectly, e.g. using iterative
methods as is standard in non-DG FEM discretizations, the two fully discrete methods may produce
different results. Also, we mention in Remark 3.5 that time integration of the semi-discrete adjoint
system induced by different duality pairings may lead to different equilibrium characteristics of the
discrete solution. Thus, the choice of duality pairing for forming the adjoint system can affect the
fully discrete system.

To elaborate further on the discrepancy between the two vertices related by a similarity trans-
formation, let us focus on the bottom loop of the above diagram and consider a more general
method-of-lines semi-discretization, as defined in Section 3.1, and ask generally what is the result
of using two different duality pairings. Consider two duality pairings ⟨·, ·⟩L and ⟨·, ·⟩R on Xh ×X∗

h
which are related by an invertible operator P via

⟨w,v⟩L = ⟨w, Pv⟩R.
Now, consider a method-of-lines semi-discretization q̇ = Kh(q) and its time integration by a one-
step method qn+1 = Φ∆t(q), where for brevity we denoteKh = Kh[A, f ] and Φ∆t = Φ∆t[n,Kh[A, f ]].
The bottom loop of diagram (3.28) is a special case of the following commutative diagram,
(3.30)

qn+1 = Φ∆t(q)

qn+1 = Φ∆t(qn)
zLn+1 = T ∗LΦ−1

∆t(z
L
n)

qn+1 = Φ∆t(qn)
zRn+1 = T ∗RΦ−1

∆t(z
R
n )

AdjointL AdjointR

Similarity

,

where the similarity transformation is given by T ∗LΦ−1
∆t = P−∗R(T ∗RΦ−1

∆t)P
∗R; we have used dashed

arrows to emphasize that the similarity transformation is only exact assuming exact arithmetic
and may generally produce different results when using floating point arithmetic. Substituting this
similarity transformation into the bottom left vertex of diagram (3.30), we have

zLn+1 = T ∗LΦ−1
∆t(z

L
n) = P−∗R(T ∗RΦ−1

∆t)P
∗RzLn .

Equivalently,

P ∗RzLn+1 = T ∗RΦ−1
∆t(P

∗RzLn).(3.31)

Taking zRn+1 = P ∗RzLn+1 of course reproduces the bottom right vertex of diagram (3.30), but note
that in general these can produce different numerical results with floating point arithmetic. In par-
ticular, if the linear system associated with computing zRn+1 = T ∗RΦ−1

∆t(z
R
n ) is poorly conditioned,

we can instead utilize the formulation (3.31) and view P ∗R as a preconditioner.

To elaborate further on this idea of a preconditioner as arising from a choice of duality pairing,
we consider the case where the discrete state dynamics qn+1 = Φ∆t(qn) is preconditioned by an
invertible matrix P . Defining q̃n = P−1qn, the preconditioned discrete state dynamics is given by

P q̃n+1 = Φ∆t(P q̃n).

Equivalently,
q̃n+1 = (P−1 ◦ Φ∆t ◦ P )(q̃n),
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which is a one-step method q̃n 7! q̃n+1. Computing the cotangent lift of this one-step method with
respect to the standard duality pairing S, noting that the cotangent lift of a composition of maps
is the composition of their cotangent lifts composed in reverse order, we have

p̃n+1 = P TT ∗S
P q̃n

Φ∆tP
−T p̃n.

Equivalently, since P q̃n = qn, this can be expressed as

P−T p̃n+1 = T ∗S
qn

Φ∆tP
−T p̃n.

Comparing this to the cotangent lift of the discrete state dynamics without preconditioning, qn+1 =
Φ∆t(qn), given by pn+1 = T ∗S

qn
Φ∆tpn, we see that they are precisely related by the transformation

(3.31). Thus, the adjoint equation of the preconditioned discrete state dynamics formed with
respect to the standard duality pairing is equivalent to the adjoint equation of the discrete state
dynamics without preconditioning formed with respect to the duality pairing defined by ⟨w,v⟩P =
wTPv. Furthermore, this shows that given a preconditioner P for the discrete state dynamics, the
preconditioner for the adjoint equation induced by the cotangent lift is P−T . This choice of adjoint
preconditioner, given by the inverse transpose of the P , can be seen in specific problems in the
literature [23; 52].

Remark 3.4. In the commutative diagrams presented in this paper, we’ve included explicitly the
standard duality pairing (as this is standard in the literature for forming adjoint systems and sim-
ilarly in deriving optimility conditions, i.e., the KKT conditions) as well as the mass-matrix in-
duced duality pairing since, as we have seen, it arises naturally in the context of Galerkin semi-
discretizations. However, our discussion applies generally to arbitrary choices of duality pairings
and, as we have seen, different choices of duality pairings can be put into the practical perspective
of preconditioning.

Remark 3.5 (Equilibrium preservation). In non-dissipative PDEs, often one is interested in
preservation of equilibria (also known as well-balanced schemes), e.g., [17], such that physical equi-
libria are maintained post spatial and temporal discretization. Consider laminar flow through a
domain with constant inflow (Dirichlet) boundary conditions: if initial conditions are in equilib-
rium (in this case constant and equal to inflow boundary conditions), discretization in space and
time should maintain equilibrium for arbitrarily long time. For this example, the spatial discretiza-
tion would typically have zero row-sums (e.g., consider finite-difference discretizations of advection),
wherein the constant vector (laminar flow) is in the nullspace of M−1K, and any one-step explicit
integration scheme has solution update gn+1 = gn + ∆tp(M−1K)gn = gn, for some polynomial
p(M−1K). However, in the standard duality adjoint (3.5), the resulting scheme is unlikely to pre-
serve equilibria, as KTM−T will have zero column sums rather than row sums, and constant vectors
will no longer be invariant under explicit integration schemes. In contrast, the mass-induced duality
pairing (3.7) will facilitate equilbiria preservation in this case, as the natural discretization of KT

will maintain the constant nullspace of K, invariant to nonuniform scaling by the mass matrix.
General equilibria preservation is more complex, but we believe the mass-induced duality pairing
is the most natural way to maintain equilbrium preservation in the adjoint equation, while also
maintaining discrete symplectic structure of the full adjoint system.

Conclusion

In this paper, we developed a Hamiltonian formulation of the adjoint system associated with
an evolutionary partial differential equation. This led to natural geometric characterizations of
structure-preserving semi-discretization and time integration in terms of semi-discrete and fully
discrete adjoint-variational quadratic conservation laws. In particular, the commutativity of DtO
with OtD can be uniquely characterized by these adjoint-variational quadratic conservation laws.



ON PROPERTIES OF ADJOINT SYSTEMS FOR EVOLUTIONARY PDES 29

For future research, we plan to explore applications of this geometric framework in constructing
robust geometric discretizations of adjoint systems for evolutionary PDEs. An interesting related
direction would be to combine semi-discretization and time integration procedures into a single
space-time discretization procedure and analogously examine the question of DtO versus OtD in this
more general setting. It is plausible that this question could be analogously characterized in terms
of multisymplectic geometry, which is the space-time generalization of symplectic geometry, and
multisymplectic discretizations [6; 11; 34; 54]. Viewing the adjoint system as an equation in space-
time instead of as an evolution equation could lead to efficient methods for structure-preserving
space-time adjoint sensitivity analysis, utilizing unified space-time discretization methods, e.g.,[27;
44], and parallel all-at-once space-time solvers, e.g., [14; 26].
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