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ABSTRACT

Enabling the sharing of quantum computers among di�erent users

requires a secure reset operation that can reset the state of a qubit

to ground state |0ð and prevent leakage of the state to a post-reset

circuit. This work highlights that the existing reset operations avail-

able in superconducting qubit NISQ quantum computers are not

fully secure. In particular, this work demonstrates for the �rst time

a new type of higher-energy state attack. Although NISQ quantum

computers are typically abstracted as working with only energy

states |0ð and |1ð, this work shows that it is possible for unprivileged

users to set the qubit state to |2ð or |3ð. By breaking the abstraction

of a two-level system, the new higher-energy state attack can be

deployed to a�ect the operation of circuits or for covert commu-

nication between circuits. This work shows that common reset

protocols are ine�ective in resetting a qubit from a higher-energy

state. To provide a defense, this work proposes a new Cascading

Secure Reset (CSR) operation. CSR, without hardware modi�cations,

is able to e�ciently and reliably reset higher-energy states back to

|0ð. CSR achieves a reduction in |3ð-initialized state leakage channel

capacity by between 1 and 2 orders of magnitude, and does so with

a 25x speedup compared with the default decoherence reset.
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1 INTRODUCTION

Today’s quantum computers are commonly calledNoisy Intermediate-

Scale Quantum (NISQ) quantum computers [30]. So far they are

too small for supporting quantum error correction, but already

have promising applications in optimization, chemistry, and other

important areas [16, 18, 23]. Further, NISQ quantum computers are

being rapidly developed, with 433 qubit machines available today,

and the industry projecting 4000 qubit or larger devices before the

end of this decade.

Many di�erent types of quantum computers exist, with super-

conducting qubit quantum computers being one of the types. The

superconducting qubit machines are developed by numerous com-

panies, such as IBM, Rigetti, and Quantum Circuits, Inc. These

machines implement quantum computing with superconducting

electronic circuits which are operated at about 20ģć temperatures.

They are typically considered a two-level system where qubits can

exist in any quantum superposition of two independent and phys-

ically distinguishable quantum states. These states are typically

denoted as |0ð and |1ð. There is, however, nothing that physically

prevents the hardware from being excited into higher-energy states

such as |2ð or |3ð.

The higher-energy states have potentially useful applications,

and can actually be used in improving quantum computation. For ex-

ample, ternary quantum systems are being studied recently because

these provide more computational state space per unit of informa-

tion, known as qutrit. A qutrit has three basis states, |0ð, |1ð, and |2ð.

Using qutrits can result in circuit cost reductions for important algo-

rithms like quantum neurons and Grover search [12]. Researchers

have also developed a quantum computer design based on quantum

digits or “qudits” that have even more energy states [19]. All of

these require the use of higher-energy states beyond |0ð and |1ð.

In parallel to the growing research on using higher-energy states,

there is parallel research on, and practical deployment of, quantum

computers as cloud-based accelerators. Cloud-based services such

as IBM Quantum, Amazon Bracket, and Microsoft Azure already

provide access to superconducting qubit quantum computers re-

motely for users. Although today only one user or program can run

at a time, one of the next possible advances in quantum computers

enabled by the rapidly increasing qubit numbers is the sharing of

the devices among di�erent users, or among di�erent quantum

programs of the same user, e.g., [5]. However, to realize this, there

needs to be a secure way to reset the state of individual qubits to
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prevent any prior state of the qubit from being leaked or a�ecting

the post-reset state. A full system reset deployed between di�er-

ent jobs in IBM’s terminology (i.e. di�erent programs of the same

or di�erent users) takes today on the order of 1000čĩ and further

resets all the qubits, preventing sharing of the devices among dif-

ferent users, or among di�erent quantum programs of the same

user where the di�erent programs execute on di�erent qubits and

not all start and stop at the same time. Fortunately, there is already

a reset operation available in IBM machines, which resets the state

of a qubit back to |0ð.

However, this reset, as we demonstrate in this work, is fully

ine�ective in resetting higher-energy states. A new higher-energy

state attack is possible because the current reset gate, and other

gates, do not work properly on higher-energy states |2ð and above.

To counter the new attack, a new Cascading Secure Reset operation,

abbreviated CSR(n), where Ĥ is the highest energy level reset by

the CSR, is introduced, prototyped, and evaluated in this work.

1.1 Insecurity due to Wrong Abstraction

The core idea explored in this paper can be summarized as one that

a system can become insecure because the wrong abstraction of

the hardware is used or assumed. Especially, the idea that the NISQ

quantum computer is a two-level system, with energy states |0ð and

|1ð, is only an abstraction, but underlying hardware is not limited

to only these states. We show that by pushing the qubits of the

quantum computers into higher-energy states such as |2ð and |3ð,

undesired or possibly malicious behavior can be achieved. On one

hand, it is possible to set qubits into higher-energy states, on the

other, existing gates or operations of the quantum computer are not

designed for, and are mostly ine�ective when they are applied to

the higher-energy states. A possible analogy to classical computer

terms is that the architecture assumes certain hardware behavior

(i.e. |0ð and |1ð states) while the micro-architecture implements

additional, hidden behavior (i.e. extra |2ð and |3ð states).

1.2 Contributions

The contributions of this work are:

• Demonstration of the ine�ectiveness of default reset gate in

resetting higher-energy states, and use of this �nding as the

basis of a new security attack.

• Establishing higher-energy state attack as a new type of

attack in superconducting qubit quantum computers, this

attack is demonstrated against algorithms such as VQE,

Deutsch-Jozsa, inverse quantum Fourier transformation, and

Grover’s search.

• Design of the new Cascading Secure Reset (CSR) operation

which can defend against higher-energy state attacks and

be a possible building block of future shared quantum com-

puters.

• Evaluation of both the attack and defense on real, publicly

available superconducting qubit quantum computers from IBM.

2 BACKGROUND

This work focuses on superconducting qubit quantum computers,

with speci�c evaluation and analysis done on publicly-accessible

IBM quantum computers. There are also other vendors developing

superconducting qubit machines, such as Rigetti or Quantum Cir-

cuits, Inc.. There are also other types of quantum computers such

as ones using trapped ion qubits [3]. We believe that secure reset

operations for all types of machines will need to be developed, and

will be examined in our future work, while this work focuses on

IBM machines as being representative of superconducting qubit

quantum computers.

2.1 Principles of Quantum Computing

The most basic unit in quantum computing is the quantum bit, or

qubit for short, which is an analogous concept of the bit in modern

classical computing. Similar to a bit, a qubit has two basis states,

which are represented as |0ð and |1ð using the bra-ket notation.

However, a bit can only be either 0 or 1, while a qubit can be any

linear combination of |0ð and |1ð with norm 1. To be more speci�c,

a qubit |ć ð can be represented as:

|ć ð = Ă |0ð + ă |1ð ,

where Ă and ă are complex numbers and |Ă |2 + |ă |2 = 1.

Qubits can also be formalized with vector representation. For

one qubit, the basis states can be represented as two-dimensional

vectors, e.g., |0ð = [1, 0]Đ and |1ð = [0, 1]Đ , and thus one state |ć ð

above can be represented as |ć ð = Ă |0ð + ă |1ð = [Ă, ă]Đ . More

generally, the space of Ĥ-qubit states has 2Ĥ basis states starting

from |0 . . . 0ð to |1 . . . 1ð, and a Ĥ-qubit state |čð is given by:

|čð =

2Ĥ−1∑

ğ=0

ėğ |ğð

where
∑2Ĥ−1
ğ=0 |ėğ |

2
= 1.

In quantum computing, the input qubits are changed by unitary

operations known as quantum gates. The e�ect of a quantum gate

đ on a quantum state |ć ð is |ć ð → đ |ć ð, where đ is a unitary

operation satisfying đđ  
= đ  đ = ą . With the previous vector

representation, Ĥ-qubit quantum gates can be represented as 2Ĥ×2Ĥ

matrices. Examples of Qiskit qubit order are shown below.

ID =

[
1 0

0 1

]
, X =

[
0 1

1 0

]
, CX =



1 0 0 0

0 0 0 1

0 0 1 0

0 1 0 0



RZ(ĉ ) =

[
ě−ğ

ĉ
2 0

0 ěğ
ĉ
2

]

, SX =

1

2

[
1 + ğ 1 − ğ

1 − ğ 1 + ğ

]

It is proved that any unitary quantum gate can be built from a

few quantum gates [8]. Accordingly, currently accessible quantum

computers can only have several basis gates instead of all unitary

operations. For example, ID, RZ, SX, X, CX are the basis gates for most

IBM Quantum quantum computers. Their matrix representations

are shown above. Other quantum gates, such as the Hadamard gate,

need to be decomposed into these basis gates before being executed

on the real quantum computer hardware.

2.2 Achieving Higher-Energy States

Usually, there are only two energy levels, |0ð and |1ð, for each qubit

in the logic level of quantum computing. However, this is usually

an arti�cial restriction because energy levels other than |0ð and
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Figure 1: Quantum computing work�ow on IBM Quantum using

Qiskit. The �rst step is to decide the math expression for the task

at the logic-level. Then build the gate-level circuit from the math

expression using Qiskit. After the circuit is fully implemented, it

needs to be tranpiled to the circuit that can be executed on a given

quantum device. In the end, the gate-level circuit is required to be

translated to the pulse-level circuit which controls the equipment.

|1ð are inherent in the physical realizations of quantum computers.

Generally, the ÿ gate is used to excite the state from the lower-

energy state to the higher-energy state. If we denote the lower

energy level as ĝ and the higher-energy level as ě , then the ÿĝ,ě
gate is the ÿ gate that exchanges the populations on these energy

levels. Suppose the state is |ć ð = ėĝ |ĝð + ėě |ěð, and then the ÿĝ,ě
gate transforms it as:

ÿĝ,ě |ć ð = ėě |ĝð + ėĝ |ěð

In particular, the X gate is also the ÿ0,1 gate that can excite |0ð to

|1ð or in the reverse order. Higher-energy states can be obtained if

relevant physical properties and equipment are given. For example,

superconducting quantum computers can excite states to higher-

energy states if the physical quantities of the microwave pulses

of ÿ gates are known and the existing experiment equipment can

apply such ÿ gates. In Section 3.1, we will introduce how to access

higher-energy states on IBM quantum computers by calibrating

and applying ÿ1,2 and ÿ2,3 gates.

2.3 Running Circuits on Quantum Computers

As introduced in Section 2.1, quantum computing at the logic-level

can be described with vectors and matrices in the complex space.

In addition, the process of how a quantum state evolves under

quantum gates can be described by a quantum circuit. In a quantum

circuit plot, lines that start from left to right represent qubits, and

symbols on the lines represent operations. At the beginning of the

quantum circuit, qubits are usually assumed to be in the |0ð state.

Then qubits evolve under operations in sequence from left to right.

At the end of the quantum circuit, there are usually measurement

operations to measure, acquire, and store qubit information in

classical memory.

Similar to compilation in classical computers, quantum circuits

need to be transpiled into circuits that can be performed on real

quantum computers and have identical results at the logic-level.

The transpiling process includes many stages, such as decomposing

q

c

X

c = 1 ?

True

Reset

Figure 2: Reset operation is composed of a measurement operation,

followed by a conditional Ĕ gate, which �ips the post-measurement

state from |1ð to |0ð if the measurement result is 1. Here ħ is the

target qubit and ę is the respective classical register.

quantum gates to a combination of basis gates and mapping the

logical qubits in the original circuits to the physical qubits.

All circuits discussed so far are gate-level circuits. Not surpris-

ingly, to ultimately execute quantum circuits, gate-level circuits

need to be translated into the quantum computer-speci�c language.

This step depends on the physical realization and appliances of

the quantum computer. In this paper, our experiment platform is

IBM Quantum, which provides superconducting quantum comput-

ers and uses microwave pulses to control the evolution of qubits.

The process that translates gate-level circuits to hardware-speci�c

operations is called scheduling in Qiskit. Scheduling generates mi-

crowave pulse sequences based on previous calibrated data. Pulse

sequences can also be called pulse-level circuits, and will be used to

control the equipment of quantum computers to execute the origi-

nal quantum circuits. The whole process of quantum computing

on IBM Quantum is shown in Figure 1.

2.4 Operation of Jobs, Circuits, and Shots

Jobs are the basic unit to execute quantum circuits on IBM. A job

is speci�ed by a circuit or a list of circuits, the quantum device

on which the circuits will execute, as well as a set of parameters

specifying the details of how to run the job. Among these parame-

ters, shots, rep_delay, init_qubits are related to this paper.

shots speci�es the number of repetitions of each circuit to execute

on the quantum computer. rep_delay determines the delay time

in seconds between the shots. init_qubits indicates whether to

reset the qubits to the ground state for each shot, which implies

whether to append a Reset gate and a small delay after each shot.

After jobs are submitted, a series of processes will be performed

before the equipment starts to control quantum computers, such as

checking the input arguments and circuits. Circuits will be executed

in an interleaving scheme when they are running on quantum

computers. More speci�cally, if the job contains only one circuit,

this circuit will execute shots times. The delay between each shot

is rep_delay, together with or without the initialization operations

depending on init_qubits. On the other hand, if the job consists of

a list of circuits, then the list of circuits will run one shot by one shot

sequentially, and then wrap around to run for the next iteration.

2.5 Existing Reset Protocols

2.5.1 The Reset Gate. The existing Reset gate available on IBM

quantum computers is shown in Figure 2. It consists of a mea-

surement operation that yields the classical bit ę from the qubit ħ.

Following the measurement, there is a conditional Ĕ gate which

will set the qubit to the |0ð state if it is not already in that state.
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Figure 3: Visualization of di�erent delays and Reset (Ď) gates between di�erent jobs, and between circuits within the same job, in IBM quantum

computers’ default operation. The delays are not drawn to scale.

When conditioned on the measurement outcome, the Ĕ gate will

not be invoked if the qubit returns a measurement result of 0 and

its post-measurement state is already in |0ð. On the contrary, if the

qubit returns a result of 1 and is collapsed to |1ð, the Ĕ gate will �ip

the state back to |0ð. In the ideal scenario, this e�ect ensures that

the qubit is always in the |0ð after the reset. However, the reset is

not perfect in real-world scenarios. The duration of the reset gate

is about 1čĩ , but the exact value depends on the speci�c machine.

2.5.2 Full System Reset. Existing IBM quantum computers perform

a full system reset or full system wipe (FSW) between the execution

of di�erent circuits or di�erent shots of the same circuits. Based on

our analysis, the full system reset includes a Reset gate, followed by

a 250čĩ default repetition delay (rep_delay). In addition, between

di�erent jobs, there is a load delay (load_delay). Figure 3 shows

a visualization of the di�erent delays between di�erent jobs, and

between circuits within the same job.

The users are able to control whether the Reset gate is used or

not (setting init_qubits=False disables the use of the Reset gate).

The users can also control the duration of the repetition delay by

setting rep_delay=n, where n, is the delay in seconds. The default

settings are init_qubits=True and rep_delay=250e-6 (units of

seconds are used in Qiskit).

The inter-job load delay (load_delay) is at least on the order

of seconds in our observations, but this is probably largely due

to classical data loading in the controller, or other processing or

some other operations that do not necessarily have to do with the

quantum machines. If IBM has su�cient improvements to their

processing pipelines, they may also cut down on the inter-job delay

to the timescale of inter-circuit delay.

2.5.3 Depopulation Sequence. The depopulation sequence is a com-

mon set of operations in superconducting transmon engineering.

The operation Depop consists of a sequence of ÿ-pulses, arranged

in descending order in energy level, such that:

Depop(Ĥ) = ÿĤ−1,Ĥ ◦ ÿĤ−2,Ĥ−1 ◦ · · · ◦ ÿ0,1 (1)

where ◦ denotes composition. The sequence is designed to act on a

pure |Ĥð state. In the ideal case, each ÿğ−1,ğ lowers the state from |ğð

to |ğ − 1ð, with a �nal outcome of |0ð. This operation relies heavily

on the purity of |Ĥð and the �delity of the ÿ-pulses, since for each

0 f ğ < Ĥ, the amplitude of |ğð is assigned as the amplitude of |ğ + 1ð

via ÿğ,ğ+1 through the transformation. Consequently, the depopula-

tion sequence is not stable under repetition: If the �rst execution

successfully depopulates all higher-energy states, the second exe-

cution would switch the amplitude of |0ð and |1ð and produce |1ð

as the outcome. Each additional execution would further elevate

the state by one energy level.

3 HIGHER-ENERGY STATES PROPERTIES

To set qubits into a higher-energy state, the calibration data is

needed to con�gure the ÿ gate for each pair of the energy levels,

which swaps the amplitudes of two basis states. The calibration

data can be obtained from the metadata provided by IBM. Using the

calibration data, custom pulse gates can be set up to excite qubits

into higher-energy states, after which we can test their properties,

which are very di�erent compared with |0ð and |1ð.

3.1 Setting Qubits into Higher-Energy States

IBM quantum computers allow for the use of pulse gates, and thus

it is possible to excite qubits into higher-energy states other than

|0ð and |1ð. The method to achieve higher states such as |2ð and |3ð

is to calibrate ÿ1,2 and ÿ2,3. This is done by calibrating frequencies

needed for ÿ1,2 and ÿ2,3 by using the frequency sweep circuit, and

then calibrating amplitudes of the pulses using the Rabi experiment.

The frequency sweep circuit is employed to sweep a range of

frequencies of a qubit and search for signs of absorption. Since the

qubit can be excited to the next energy level with the resonant

frequency between the original and �nal states, and this excitation

takes in energy from the pulse, the frequency between energy levels

can be approximated to be the frequency in which the minimum or

the maximum of the signal intensity is located.

The Rabi experiment is based on the idea of Rabi oscillation [13].

The step is to drive the qubit with di�erent amplitudes. If the pulse

frequency is set to be the frequency of two energy levels, then the

amplitudes of the �nal state on two energy levels will be trigono-

metric functions of the amplitude of the pulse. The ÿ pulse is used

to excite qubit from a lower-energy state to a higher-energy state,

or the opposite way, and thus half of the period of the trigonometric

function is the amplitude for the ÿ pulse.

Higher-energy states can be achieved one by one sequentially.

Suppose we can prepare a qubit into state |ğð, the next steps to

prepare the qubit into state |ğ + 1ð is to �rst use frequency sweep

to �nd the frequency between these two energy levels (ğ and ğ + 1),

and then do the Rabi experiment to �nd the amplitude of ÿ pulse

based on the frequency acquired in the previous step. With errors

accumulating, it is harder and harder to prepare the higher-energy

state with high �delity, and the equipment may also limit the range

of the frequency we can set. Therefore, in our experiments, we

choose |2ð and |3ð, which can already show the idea of this paper.

If not explicitly stated, the data is collected from ibm_lagos, which

is a seven-qubit quantum computer provided for public access by

IBM. The calibrated data is shown in Figure 4.

3.2 Higher-Energy States and Measurement

Even though we can obtain higher-energy states, it is hard to dis-

tinguish them with current measurement equipment, because in
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Figure 4: Calibration data of frequency sweep and Rabi experiments performed on the ibm_lagos backend to obtain ÿ1,2 and ÿ2,3 pulses needed

to drive |1ð to |3ð for Qubit 0 to 6 on ibm_lagos respectively. The frequency sweep experiments provide the frequency for the ÿ pulses. The

Rabi experiments provide the amplitudes for the ÿ pulses. The exact experiments displayed are speci�ed in the title for each line of the graphs.
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Figure 5:Higher-energy states decoherence patterns on the IQ plane.

The circles show measured signal amplitudes with di�erent delay

times. The coordinates of the centers of circles represent the average

I and Q parts of the measurement results with given delays, and

the radii indicate the standard deviation of 1024measurement data

points. The dashed line represents the default discriminator. The

interval between circles is ≈ 11čĩ . The qubit decays 0čĩ at the “Start"

point, and decays about 555čĩ at the “End" point.

quantum computing it is usually assumed to only have |0ð and |1ð

as the basis states. Figure 5 shows the measured signal amplitudes

on the IQ plane of preparing each state. Further, it shows the decay

of the higher-energy states. Initially, at points labeled “Start", |1ð

data points are separated from |2ð and |3ð data points. However, |2ð

and |3ð data points are mixed with each other. As decay progresses,

the states become mixed until the “End" state of |0ð is reached.

Figure 5 also shows the default linear discriminator used by

ibm_lagos as the dashed vertical line. This is used for the normal

measurement which only separates |0ð state (same as the ’End’

state) from |1ð, but it is not able to properly distinguish among |1ð,

|2ð and |3ð. Thus when a higher-energy state is measured, it may

be reported as |1ð even though the component of |1ð is very small.

3.3 E�ect of Higher-Energy States on Basic
Gates used by Quantum Computers

The basic gates on IBM quantum computers are usually I, RZ, SX, X,

CX (see Section 2.1 for their de�nitions), as well as the Reset gate.

In Table 1, we show the e�ects of basic gates on state |1ð, |2ð, and

|3ð. The experiment performed is to �rst prepare the excited states,

then immediately apply one of the basic gates after the prepared

states, and �nally measure the results with the default measurement

operation (i.e. with the linear discriminator used by ibm_lagos).

Given that CX gate is a two-qubit gate, each value in the rows of

CX gate in Table 1 is the measurement result where the control

qubit is in state |1ð and the target qubit is in the speci�ed state. In

this case, the CX gate e�ect is to maintain the control qubit on |1ð

and have the e�ect similar to X gate on the target qubit. The ‘No

gate’ rows show the probabilities of measuring |1ð directly after

preparation with no gates between preparation and measurement.

The other rows show the probability di�erences of measuring |1ð

from ‘No gate’ when there is one of the RZ, SX, X, Reset, or CX gate

between preparation and measurement. Because existing quantum

computers assume there are only |0ð and |1ð states in the system,

the measurement only discriminates between them as discussed

above. This means that even though we can prepare higher-energy

states, the measurement results attributed to them will be either

|0ð or |1ð based on the data points on the IQ plane.

As can be seen from the evaluation, these basic gates are designed

based on the assumption of only |0ð and |1ð states in the system,

and thus do not have much e�ect on qubits when the qubits are
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Init. State Gate Qubit 0 Qubit 1 Qubit 2 Qubit 3 Qubit 4 Qubit 5 Qubit 6 Average

|1ð

No gate 0.9924 0.9903 0.9932 0.9899 0.9874 0.986 0.9899 0.9899

RZ 0.0012 -0.0018 -0.0028 -0.0012 -0.0008 0.0005 -0.0007 -0.0008

SX -0.4907 -0.4839 -0.497 -0.4706 -0.4777 -0.4743 -0.5025 -0.4852

X -0.9798 -0.9791 -0.9884 -0.9503 -0.9738 -0.9678 -0.9824 -0.9745

Reset -0.9717 -0.9686 -0.9712 -0.9309 -0.9404 -0.9633 -0.9772 -0.9605

CX -0.9678 -0.9671 -0.9761 -0.9434 -0.9522 -0.9516 -0.9703 -0.9612

|2ð

No gate 0.9617 0.99 0.9821 0.9311 0.9758 0.9663 0.9816 0.9698

RZ 0.0003 0.0011 -0.001 0.0027 0.0036 -0.0049 0.0009 0.0004

SX -0.0071 -0.0005 -0.0041 -0.0026 -0.0019 -0.0096 -0.0053 -0.0044

X -0.0188 -0.0004 -0.0122 -0.0113 -0.0099 -0.0221 -0.0124 -0.0124

Reset -0.0539 -0.0333 -0.1143 -0.0618 -0.0432 -0.1351 -0.0582 -0.0714

CX -0.022 -0.0053 -0.0298 -0.02 -0.0022 -0.0604 -0.0053 -0.0207

|3ð

No gate 0.8693 0.7625 0.8596 0.7877 0.9118 0.9602 0.9628 0.8734

RZ 0.0034 0.0057 0.0027 -0.0063 -0.0121 -0.0012 -0.0003 -0.0012

SX -0.0057 -0.0044 -0.0012 -0.0089 -0.0166 -0.007 -0.001 -0.0064

X -0.0064 -0.0026 -0.0064 -0.0198 -0.0145 -0.0177 -0.0091 -0.0109

Reset -0.0236 0.0149 -0.0319 -0.019 -0.0246 -0.0366 -0.017 -0.0197

CX -0.0215 0.0581 -0.035 -0.0303 -0.0189 -0.0183 0.002 -0.0091

Table 1: Probabilities of reading |1ð state, i.e. Č ( |1ð) , as it is a�ected by di�erent initial energy states of: |1ð , |2ð , |3ð. ‘No gate’ shows Č ( |1ð)

immediately measured after the state preparation. ‘RZ, SX, X, Reset, CX’ show Č ( |1ð) di�erences from ’No gate’ after applying the speci�ed gate.

’CX’ is the result where the target qubit is the denoted qubit and the control qubit is the adjacent qubit, and the control qubit is set to |1ð.
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Figure 6: Probabilities of measuring |0ð for di�erent numbers of: (a) the Reset gates and (b) Cascading Secure Reset (CSR) sequences introduced

later in this paper.
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Figure 7: |1ð, |2ð, and |3ð decoherence patterns.

in higher-energy states. For |2ð and |3ð states, all basic gates have

very little e�ect on them. In Table 1 we can see that for |2ð and |3ð

the gates behave almost as ’No gate’. For |2ð the largest average

di�erence from ‘No gate’ is only 7.14% when applying the Reset
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gate. For |3ð, the interference of basic gates is even smaller, with

the largest average di�erence to be less than 2%.

Among the basic gates, the Reset gate is important for qubit

initialization. The Reset gate can be used inside the circuit to ac-

tively initialize the qubit, or it can be inserted between shots to

quickly initialize the qubit and get rid of the delay time of waiting

for the qubit to decohere to the ground state |0ð. This becomes more

and more important as the decoherence time becomes longer and

longer with the improvement of qubit manufacturing. Figure 6 (a)

shows the probabilities of measuring |0ð with di�erent numbers of

Reset gates. Similar to other basic gate results, the Reset gate can

successfully reset |0ð and |1ð with small errors. However, it cannot

e�ectively reset qubits in states |2ð or |3ð.

3.4 Decoherence of Higher-Energy States

Over time, higher-energy states will decohere to lower states and

eventually approach |0ð. Researchers have previously presented

measurements of coherence and successive decay dynamics of

higher-energy levels of a superconducting transmon qubit [28].

In this work, we have analyzed and observed similar behavior on

IBM quantum computers.

Đ1 is de�ned to describe the decoherence behavior, which is the

half-life of the |1ð state. Suppose a qubit is at state |1ð, and then after

Ī , the probability of measuring it to be at state |1ð is Č ( |1ð) = ě−Ī/Đ1 .

Figure 7 shows the decoherence patterns of the di�erent higher-

energy states, when su�cient time has passed Č ( |0ð) approaches

1. IBM commonly reports Đ1, and it can be con�rmed from our

�gures that theĐ1 for initial state |1ð is generally between 100čĩ and

200čĩ , similar to values reported by IBM for the ğĘģ_Ģėĝĥĩ backend.

However, we �nd that for higher-energy states, the decoherence

time may increase a lot, which means they may propagate further

through circuits.

4 THREAT MODEL

We assume a strong attacker in order to later make strong guaran-

tees about the security of our defense. We assume that quantum

computers can be shared where circuits of di�erent users can be

executed in an alternating fashion on a set of qubits of a quantum

computer. We assume there is a victim user (circuit) and an attacker

user (circuit). Typically, the attacker circuit is assumed to execute

before the victim circuit so that the attacker can set the qubits into

higher-energy states before the same qubits are later used by the

victim.

Following the operation of existing IBM quantum computers,

we assume there is a reset and delay between attacker and victim

circuits. In particular, we assume two circuits are separated by a

Reset gate, and rep_delay as has been discussed in Section 2.5.2.

Further, if the circuits are part of di�erent jobs, there is additional

load_delay. As the load_delay adds signi�cant delay time be-

tween jobs, since it is on the order of seconds, it results in a waste

of computation time. Thus, we assume a future optimized scenario

where through pre-loading of circuits, or other means, load_delay

is reduced or even eliminated. However, some form of reset gate

cannot be eliminated, otherwise, the qubits would not be properly

reinitialized between users.

 0⟩
 1⟩

R
 i⟩
 j⟩

reset π(i, j)

(a) Primitives in use: Reset and ÿğ,Ġ .

 0⟩
 1⟩
 2⟩
 3⟩

R R R

(b) The CSR(3) sequence.

Figure 8: Diagrams of Reset, ÿğ,Ġ and CSR(3) . Each line corresponds

to an energy level. A red dot on a line indicates the non-zero occupa-

tion of the corresponding energy level at a point in time. Observe

that starting from a mixed occupation of |1ð, |2ð, |3ð, CSR(3) is de-

signed to clear all high-energy occupation up to |3ð at the end.

5 CASCADING SECURE RESET DESIGN

In this section, we introduce the protocol of Cascading Secure Reset

(CSR) and compare it to the existing reset protocols performed on

IBM Quantum Computers.

Given a qubit ħ with an assumed highest energy level of Ĥ, where

Ĥ g 1, CSR is performed on ħ via Ĥ reverse-ordered depopulation

sequences, described before in Section 2.5.3. Schematically, a CSR

sequence performed on a qubit with energy levels up to 3 is provided

in Fig (8b). And more concise pseudocode for CSR can be found in

Algorithm (1).

As de�ned in Section 2.2, a ÿğ,ğ−1 pulse drives |ğð to |ğ − 1ð and

is its own inverse, i.e. ÿğ,ğ−1 = ÿğ−1,ğ and can also drive |ğ − 1ð

to |ğð. When performed on a general qubit state |ħð = ĂĤ |Ĥð +

ĂĤ−1 |Ĥ − 1ð + . . . Ă0 |0ð that does not boast high-purity in one

energy-level, the depopulation sequence Depop(Ĥ) will excite en-

ergy states lower than |Ĥð instead of driving all states to |0ð, and

hence results in a non-ideal reset outcome. This issue is addressed

by the CSR sequence, which drives each excited state in |ħð down to

one state below it per reverse-ordered depopulation sequence and

eliminates all excited states after Ĥ reverse-ordered depopulation se-

quences on an ideal, noiseless machine. Although no fault-tolerant,

noiseless quantum computer exists today, the CSR can defend with

reasonable accuracy and performance in resetting a general qubit

state with high energy-level components. We evaluate the CSR

protocol on an IBM machine in the next section.

As shown in Section 2.5.2, the default reset protocol used by IBM

consists of an active reset and a delay afterward. Since reset gates

from |1ð to |0ð do not account for higher-energy states, IBM’s reset

protocol relies on a su�ciently long delay for higher-energy states

to decohere and fall back to |0ð or |1ð. This constitutes a bottleneck

for the time it requires to perform a full-system reset. Compared

to a typical full-system reset of 251čĩ , a CSR sequence takes much

less time. For CSR(Ĥ), i.e. a CSR sequence up to energy-level Ĥ,

Ĥ reset gates, and Ĥ(Ĥ − 1)/2 number of ÿ pulses are required to

perform the sequence. In IBM Qiskit, each custom pulse gate takes

160 dt (or 35.56 ns). This is the time that is allowed for any single-

qubit gate, such as the X-gate, and determines the time for a single

ÿ pulse. Since CSR(1) is just the usual |1ð → |0ð reset, CSR(1)

takes about 1 čĩ . CSR(2) consists of 2 |1ð → |0ð resets and 1 ÿ
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Algorithm 1 Cascading Secure Reset for Qubit ħ

Require: Highest energy level of ħ is Ĥ g 1

Ensure: |ħð → |0ð

Ċ ← Ĥ

for ğ = 1 to Ċ do

Reset on |ħð

for Ġ = 1 to Ċ − ğ do

ÿ Ġ, Ġ+1 pulse on |ħð

end for

end for

pulse, and thus takes about 2.07 čĩ . CSR(3) consists of 3 |1ð → |0ð

resets and 3 ÿ pulse, and thus takes about 3.11 čĩ . For transmon-

based superconducting qubits, a reasonable high-energy state of

a qubit that can be maintained without immediately decohering

typically does not exceed |5ð (in our experiments we test up to

|3ð due to limitations of user-level access to IBM machines). Thus,

with modest expectation, a CSR sequence requires signi�cantly

less time than the current IBM reset protocols, e.g., which use a

Reset gate and delay that is on the order of 250čĩ . Moreover, it also

achieves excellent performance, which is further analyzed in the

next section.

6 CASCADING SECURE RESET EVALUATION

In this section, we evaluate the Cascading Secure Reset against

existing reset protocols introduced in Section 2.5. In particular, we

focus on four distinct types: thermalization (i.e., idling), Reset, the

depopulation sequence Depop, and CSR.

Evaluation is done from three angles. In Section 6.1, we bench-

mark di�erent reset protocols under a varying amount of end-to-

end delay between the end of the attacker circuit and the start of the

victim circuit, and quantify the state leakage or retention through

each reset protocol. Additionally, we examine the covert channel ca-

pacity through each reset protocol by modeling the leakage with a

binary asymmetric channel. In Section 6.2, we evaluate the impact

of higher-energy state attacks on common quantum algorithms

and examine the e�ectiveness of each reset protocol in mitigating

this impact.

6.1 State Leakage Across Reset Protocols

The time cost of reset operations between circuit executions typ-

ically constitutes a signi�cant portion of the overall device uti-

lization. Therefore, the end-to-end delay between two consecutive

circuits is an important metric for device e�ciency. Under the set-

ting of high-energy state attacks, we evaluate the tradeo� between

end-to-end delay and the extent of state leakage under various

reset protocols.

6.1.1 Leakage Experiment Setup. All protocols under test are sum-

marized in Table 2. The protocols are both labeled and described by

their IDs: All are evaluated under |3ð-initialization (p3) and mea-

sured at the end (-m). The operator strings -r, -depop3 and -csr3

represent Reset, Depop(3) and CSR(3) respectively. The number

prepended to an operator string denotes back-to-back repetitions

of the operation. The delay string -d denotes a variable amount of

delay, which can be inserted either in the �rst (e.g., -d-r) or the last

Type Protocol ID Đop ĊP ĊR Delay

Therm. p3-d-m 0.00 0 0 N/A

Reset
p3-r-d-m (FSW) 1.00 0 1 Last

p3-d-r-m 1.00 0 1 First

Depop(3)
p3-depop3-d-m 1.07 2 1 Last

p3-d-depop3-m 1.07 2 1 First

CSR(3)

p3-1csr3-d-m 3.11 3 3 Last

p3-d-1csr3-m 3.11 3 3 First

p3-2csr3-d-m 6.21 6 6 Last

p3-d-2csr3-m 6.21 6 6 First

p3-3csr3-d-m 9.32 9 9 Last

p3-d-3csr3-m 9.32 9 9 First

Table 2: Protocols considered in state leakage evaluation. Đop
denotes its operator length in seconds. ĊP and ĊR denote

the number of ÿ-pulses and Reset gates respectively. IBM’s

default full-system wipe is highlighted in bold font.

position (e.g., -r-d) of the protocol. For each protocol, the end-to-

end delay it induces is the sum of its operator length Đop and the

variable delay.

As discussed in Section 3.4, repeated execution of the Reset gate

is ine�ective in eliminating higher-energy states. Additionally, Sec-

tion 2.5.3 shows the instability of the depopulation sequence under

repetition. Therefore, we only evaluate the single-execution case for

Reset and Depop(3). This includes IBM’s default full-system wipe

(p3-r-d-m). For CSR(3), we evaluate up to three repetitions to ana-

lyze its stability under repetition and potential performance gains.

We perform the evaluation on qubits 0 and 3 on Lagos. As shown

in Figure 7, qubit 3 has the longest decoherence time among all

qubits on Lagos, which may likely lead to increased state reten-

tion. Therefore, we select it for worst-case performance evaluation.

Additionally, we select qubit 1 as a typical-case scenario.

6.1.2 Leakage Experiment Results. Figure 9 describes the amount

of state leakage in terms of 1-output frequency measured after

each reset protocol. In particular, Figure 9a compares protocols that

contain a single CSR(3) with Depop(3) and Reset-type protocols,

and Figure 9b extends the evaluation to repeated CSR(3) operations.

For each qubit, limĐ and limý respectively denote the minimum

1-output frequency at full thermalization and immediately after a

Reset. Both values are obtained after fully thermalizing the sys-

tem to |0ð. limĐ establishes a lower bound on state leakage for

protocols with variable delay after the operation. Similarly, limý

lower-bounds the leakage for protocols with a variable delay be-

fore the operation. These values are dependent on device architec-

ture, calibration, and ambient factors. limĐ > limý for qubit 0 and

limĐ < limý for qubit 3.

As expected, all protocols perform worse on qubit 3 due to its

longer decoherence time. For both qubits, IBM’s default FSW is not

e�ective under higher-energy state attacks, as p3-r-d-m converges

towards the thermalization protocol p3-d-m in each case. For Reset-

type protocols, placing variable delay before reset is a more e�ective

strategy, evidenced by the faster delay in the pattern of p3-d-r-m.

The performance ofDepop(3) varies signi�cantly between qubits.

As delay increases, p3-d-depop3-m fails to depopulate higher-energy
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(b) E�ect of back-to-back execution of multiple CSRs.

Figure 9: State leakage of various reset protocols as a function of end-to-end delay. The dotted vertical line in each panel represents the

end-to-end delay of 251čĩ in IBM’s default full-system wipe. The colored horizontal regions represent the interval between limĐ and limý .

states due to its reliance on |3ð purity. As time progresses during

the variable delay in the protocol, some population of |3ð decays

to |2ð or |1ð, which is then elevated to |3ð or |2ð by Depop(3). On

the other hand, p3-depop3-m exhibits competitive performance on

both qubits.

Limited to single-execution, the CSR(3) protocol p3-d-1csr3-m

is the best performing protocol for the majority of the range of

delays from 10čĩ to the typical 251čĩ . At 10čĩ , it achieves on qubits

0 and 3 state leakage factors of 0.39x and 0.27x of the default FSW at

251čĩ . The repeated CSR(3) protocols lead to further performance

improvements, achieving minimum leakage factors of 0.13x and

0.25x in the same setting. Compared to the default FSW, CSR(3)

achieves large-factor decreases in state leakage at less than 1/25 of

the time cost. Full details of leakage factors at delay values of 10čĩ ,

50čĩ , 100čĩ and 251čĩ are presented in Table 3.

At large delay values, p3-3csr-d-m is the best-performing proto-

col on qubit 0, while p3-d-3csr-m performs the best on qubit 3. This

distinction is likely due to the di�erence in the ordering of limĐ and

limý by magnitude between qubits 0 and 3, as the two strategies

converge to limĐ and limý respectively at full thermalization.

6.1.3 Capacity of Covert Channel via State Leakage. The capacity

through a channel describes the amount of information (i.e., number

of bits) one can recover through one use of the channel. In the

context of reset protocols, lower channel capacity through the

protocol leads to reduced information leakage through the channel,

and consequently reduced security impacts from covert-channel

and side-channel attacks. We evaluate the capacity of each protocol

as a covert channel.

Denote the preparation and measurement of a reset protocol by

Ĕ and ĕ respectively. Let Ĕ = 1 denote the event that the protocol

is initialized to |3ð, and let Ĕ = 0 denote a |0ð-initialization. Simi-

larly, de�ne ĕ = 1 and ĕ = 0 as the events that the measurement

returns an output of 1 and 0 respectively. Then a reset protocol

can be modeled as a binary asymmetric channel by specifying the

conditional error probabilities Č (ĕ = 1|Ĕ = 0) and Č (ĕ = 0|Ĕ = 1).

In the context of leakage, Č (ĕ = 0|Ĕ = 1) is approximated by

1 − Č ( |1ð), where Č ( |1ð) denotes the 1-output frequency. To place

an upper-bound on the capacity of the leakage channel, we lower-

bound the other error probability by specifying Č (ĕ = 1|Ĕ = 0)

to be limĐ for each qubit. Under this setup, the capacity of each

reset protocol describes the maximum average number of bits that

can be transferred across the protocol each time by modulating the

initialization between |0ð and |3ð.

Figure 10 compares the covert channel capacity of each reset

protocol and shows results qualitatively similar to state leakage.

Again, the CSR(3) protocol p3-d-1csr3-m is the best performing

single-execution protocol for most of 10čĩ to 251čĩ . At 10čĩ , it

achieves on qubits 0 and 3 capacity factors of 0.23x and 0.10x of

the default FSW at 251čĩ . With repetition, p3-d-3csr3-m achieves

capacity factors of 0.01x and 0.09x in the same setting. Overall,

CSR(3) achieves a channel capacity reduction of between 1 and 2

orders of magnitude compared to default FSW at less than 1/25 the

time cost. Full details of capacity factors at delay values of 10čĩ ,

50čĩ , 100čĩ and 251čĩ are presented in Table 3.

6.2 Attacks on Quantum Algorithms

We experiment with quantum algorithms to show that higher-

energy states can be used by attackers. Because basic gates are

only calibrated based on |0ð and |1ð, they are ine�ective on higher-

energy states, especially since the Reset gate cannot successfully

initialize some states to |0ð, higher-energy states will propagate

through shots if the between-shot mechanism uses default reset

gates, and thus may result in a wrong probability distribution in

the subsequent circuits.

6.2.1 A�ack Experiment Setup. All experiments consist of two

circuits in sequence. The �rst circuit is the state preparation circuit

to simulate the attacker, which prepares one of |0ð , |1ð , |2ð , |3ð. The

second circuit is the circuit that implements one of the quantum
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(a) Comparison of CSR against default reset and depopulation.
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(b) E�ect of back-to-back execution of multiple CSRs.

Figure 10:Worst-case Shannon capacity across the state leakage covert channel of various reset protocols as a function of end-to-end delay. The

dotted lines represent the default reset delay. Capacity values are calculated 1-output frequency and limĐ via an asymmetric binary channel.

Type Protocol ID
10`B (Minimum) 50`B 100`B 251`B (Default FSW)

Leakage Capacity Leakage Capacity Leakage Capacity Leakage Capacity

Therm. p3-d-m 2.71 4.67 2.08 2.95 1.63 2.01 8.93 e-1 7.91 e-1

Reset
p3-r-d-m (FSW) 2.56 4.01 2.06 2.90 1.71 2.18 1.00 1.00

p3-d-r-m 2.44 3.88 1.54 1.89 9.07 e-1 9.03 e-1 3.03 e-1 1.47 e-1

Depop(3)
p3-depop3-d-m 1.59 2.05 1.17 1.28 9.17 e-1 9.02 e-1 5.23 e-1 3.80 e-1

p3-d-depop3-m 1.31 1.49 1.37 1.58 1.31 1.50 8.59 e-1 8.08 e-1

CSR(3)

p3-1csr3-d-m 5.20 e-1 3.90 e-1 4.39 e-1 2.94 e-1 3.63 e-1 2.13 e-1 2.08 e-1 6.96 e-2

p3-d-1csr3-m 3.85 e-1 2.28 e-1 2.29 e-1 9.75 e-2 1.35 e-1 2.19 e-2 1.07 e-1 8.60 e-3

p3-2csr3-d-m 2.26 e-1 7.31 e-2 1.75 e-1 4.52 e-2 1.54 e-1 3.18 e-2 1.19 e-1 1.36 e-2

p3-d-2csr3-m 2.01 e-1 6.24 e-2 1.41 e-1 2.58 e-2 1.16 e-1 1.14 e-2 1.09 e-1 9.04 e-3

p3-3csr3-d-m 1.54 e-1 3.07 e-2 1.32 e-1 1.90 e-2 1.21 e-1 1.33 e-2 9.95 e-2 6.14 e-3

p3-d-3csr3-m 1.29 e-1 1.34 e-2 1.15 e-1 1.01 e-2 1.06 e-1 7.80 e-3 9.99 e-2 5.92 e-3

(a) Lagos, Qubit 0.

Type Protocol ID
10`B (Minimum) 50`B 100`B 251`B (Default FSW)

Leakage Capacity Leakage Capacity Leakage Capacity Leakage Capacity

Therm. p3-d-m 1.61 2.46 1.56 2.28 1.45 1.94 9.96 e-1 9.92 e-1

Reset
p3-r-d-m (FSW) 1.27 1.51 1.33 1.62 1.35 1.67 1.00 1.00

p3-d-r-m 1.27 1.48 1.13 1.23 9.15 e-1 8.75 e-1 4.48 e-1 2.66 e-1

Depop(3)
p3-depop3-d-m 3.82 e-1 1.97 e-1 3.80 e-1 1.94 e-1 3.58 e-1 1.75 e-1 2.56 e-1 9.11 e-2

p3-d-depop3-m 5.40 e-1 3.58 e-1 7.42 e-1 6.21 e-1 9.31 e-1 8.80 e-1 8.48 e-1 7.61 e-1

CSR(3)

p3-1csr3-d-m 4.65 e-1 2.84 e-1 4.57 e-1 2.74 e-1 4.30 e-1 2.56 e-1 3.26 e-1 1.48 e-1

p3-d-1csr3-m 2.69 e-1 1.03 e-1 2.53 e-1 8.93 e-2 2.37 e-1 6.65 e-2 2.52 e-1 8.82 e-2

p3-2csr3-d-m 3.48 e-1 1.70 e-1 3.32 e-1 1.52 e-1 3.13 e-1 1.36 e-1 2.43 e-1 8.18 e-2

p3-d-2csr3-m 2.93 e-1 1.21 e-1 2.84 e-1 1.13 e-1 2.76 e-1 1.07 e-1 2.69 e-1 1.01 e-1

p3-3csr3-d-m 3.07 e-1 1.29 e-1 2.83 e-1 1.10 e-1 2.62 e-1 9.50 e-2 2.04 e-1 5.43 e-2

p3-d-3csr3-m 2.49 e-1 8.55 e-2 2.43 e-1 8.14 e-2 2.42 e-1 7.73 e-2 2.28 e-1 7.02 e-2

(b) Lagos, Qubit 3.

Table 3: State leakage and covert channel capacity of various reset protocols at various end-to-end delays, scaled relative to

IBM’s default full-system wipe at 251čĩ. The minimum value of each column and its corresponding protocol are in bold.

algorithms, which serves as the victim. To make sure that states are mostly initialized to |0ð at the end of the second circuit, we append
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a 2 × 106 dt delay (around 444čĩ) after the measurement of the

second circuit to let states decohere to the ground state. Between

these two circuits, three inter-shot mechanisms are evaluated:

(1) Default: Include the Reset gate speci�ed by init_qubits = True

togetherwith a 250čs delay speci�ed by rep_delay = 250e − 6.

(2) Reset: Only add the Reset gate at the end of the circuit and

no delay.

(3) CSR: Only add CSR at the end of the circuit and no delay.

To show that higher-energy states can ruin the results of victim

circuits, we choose four well-known quantum algorithms as an

example. As shown in Figure 11, these four quantum circuits are:

(1) Deutsch-Jozsa (DJ) [7]: We used a 2-qubit Deutsch-Jozsa

algorithm with a balanced oracle. The balanced oracle Ĝ (Į)
satis�es Ĝ ( |00ð) = Ĝ ( |11ð) = 0, Ĝ ( |01ð) = Ĝ ( |10ð) = 1. The

preparation circuit prepares states on the non-measured

qubit (ħ1 in Figure 11a), while on the other two measured

qubits (ħ0, ħ2), there is no gate in the preparation circuit. The

theoretical outcome for this circuit is Č ( |11ð) = 1.

(2) Inverse Quantum Fourier Transformation (IQFT) [4]: We

used a 3-qubit IQFT circuit. The initial state is chosen to be
�

�0̃
〉

=
1√
8

∑7
8=0 |ğð. The theoretical outcome for this circuit is

Č ( |000ð) = 1.

(3) Grover’s Search (GS) [14]: We used a 2-qubit Grover’s Search

to search for |00ð. The theoretical outcome for this circuit is

Č ( |00ð) = 1.

(4) Variational Quantum Eigensolver (VQE) [27]: we used a 3-

qubit VQE circuit. The operator to be minimized is ą ¹Ė ¹Ė .

The ansatz, i.e., the parameterized circuit to be estimated and

optimized, is the hardware e�cient SU(2) 2-local circuit [17].

The optimizer is simultaneous perturbation stochastic ap-

proximation (SPSA) [37]. Random initial points are the same

in all experiments with a random seed.

These four circuits can represent four scenarios of quantum

computing tasks to which the higher energy state attack can be

applied. For the Deutsch-Jozsa circuit, we only prepared state on

the non-measured qubit (qubit ħ1 in Figure 11), and in this case,

we show that higher energy states on the qubits that control the

circuit and are not directly measured can still attack the circuit.

On the contrary, we prepared states on the measured qubits in

Grover’s search circuit, which presents how higher energy states

can propagate through the circuits and in�uence the �nal results. As

for the inverse quantum Fourier transformation circuit, we would

like to show how higher energy states perform in the problem

with continuous answers instead of the decision problems shown

in Deutsch-Jozsa and Grover’s search. In the end, VQE illustrates

the variational algorithms that include both the classical and the

quantum process, where the idea is also used in some optimization

algorithms such as quantum machine learning [2].

6.2.2 Experiment Result. In Table 4 we present the probability

distributions of DJ and GS with di�erent inter-shot mechanisms

and initialization states. For DJ, if we make decisions based on a

threshold, i.e., Ĝ (Į) is balanced if Č ( |00ð) < Ī , and is constant if

Č ( |00ð) > Ī , then Ī determines whether the attack is successful.

If we choose Ī = 0.5, then higher energy states only on the non-

measured qubit may not change the decision since the decision

Alg. Mec. Init. |00ð |01ð |10ð |11ð

DJ

Default

|0ð 0.01 0.03 0.04 0.91

|1ð 0.01 0.04 0.05 0.90

|2ð 0.02 0.06 0.05 0.87

|3ð 0.03 0.07 0.06 0.84

Reset

|0ð 0.01 0.03 0.03 0.93

|1ð 0.01 0.02 0.04 0.92

|2ð 0.14 0.50 0.10 0.26

|3ð 0.15 0.30 0.18 0.37

CSR

|0ð 0.01 0.03 0.04 0.91

|1ð 0.01 0.04 0.04 0.91

|2ð 0.02 0.04 0.04 0.91

|3ð 0.04 0.07 0.06 0.83

GS

Default

|0ð 0.96 0.02 0.02 0.00

|1ð 0.96 0.01 0.01 0.02

|2ð 0.84 0.03 0.02 0.11

|3ð 0.82 0.04 0.02 0.13

Reset

|0ð 0.95 0.02 0.02 0.01

|1ð 0.88 0.04 0.02 0.07

|2ð 0.02 0.04 0.03 0.91

|3ð 0.05 0.06 0.14 0.75

CSR

|0ð 0.94 0.02 0.02 0.02

|1ð 0.90 0.03 0.02 0.05

|2ð 0.89 0.02 0.03 0.07

|3ð 0.71 0.04 0.04 0.20

Table 4: Probabilities of |00ð, |01ð, |10ð, and |11ð of Deutsch-Jozsa
(DJ) and Grover’s search (GS). The initial states are |0ð, |1ð, |2ð, and
|3ð, and the between-shot mechanisms are the default mechanism

on IBM Quantum, Reset gate with no repetition delay, and cascading

secure reset (CSR) with no repetition delay. The bold values indicate

the largest probabilities.

space consists of only two items, and the probability changes are

small compared with the threshold. However, higher energy states

prepared on measured qubits are more powerful. For GS whose

decision space can be very large, higher energy states can change

the decision. If we choose the state with the largest probability to

be the good state, then the decisions are changed from |00ð to |11ð
with the Reset mechanism if the prepared states are |2ð or |3ð.

Figure 12 shows the probabilities of reading the theoretically

100% outcome states on Lagos. As shown in Figure 12, the results of

the attacker setting the qubit states to |0ð and |1ð are very similar,

which indicates all three inter-shot mechanisms can e�ectively

initialize |0ð and |1ð. On the other hand, the results of |2ð and |3ð
vary a lot depending on the inter-shot mechanism. If only the Reset

gate is used, the output probabilities for cases of the attacker setting

|2ð and |3ð states will di�er greatly from the correct values.

In contrast to IQFT where the outcomes are continuous, DJ

and GS are decision problems and their decisions are discrete and

need to be decoded from the results. Therefore, the decisions are

depending on how the results are interpreted. DJ is to determine

whether Ĝ (Į) is a constant function, i.e., all outputs are the same, or

a balanced function, i.e., half the outputs are 0 and half the outputs

are 1. This is done by measuring |0ð¹= . Č ( |0ð¹=) = 1 if Ĝ (Į) is
constant and Č ( |0ð¹=) = 0 otherwise. GS is to search one or several

good states. The good state is the state with the highest probability

when measuring at the end of the circuit.
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ħ0 : H • H

ħ1 : X H

ħ2 : H • H

c : /2
0

��

1

��

(a) 2-qubit Deutsch-Jozsa with a balanced oracle.

ħ0 : U2 (0, ÿ) U (0, 0, 0) × H •
P (−c

2 )
•

ħ1 : U2 (0, ÿ) U (0, 0, 0) • H •
P (−c

2 ) P (−c
4 )ħ2 : U2 (0, ÿ) U (0, 0, 0) × • • H

meas : /3
0

��

1

��

2

��

(b) 3-qubit inverse quantum Fourier transformation with
�

�0̃
〉

as the initial state.

ħ0 : U3 ( c2 , 0, ÿ)
Ucrz (−ÿ, 0)

0
U2 (0, ÿ) U3 (ÿ, 0, ÿ) • U3 (ÿ, 0, ÿ) U2 (0, ÿ)

ħ1 : U3 ( c2 , 0, ÿ)
1

Ucrz (−c
2 ) U2 (0, ÿ) U3 (ÿ, 0, ÿ) U2 (0, ÿ) U2 (0, ÿ) U3 (ÿ, 0, ÿ) U2 (0, ÿ)

c : /2
0

��

1

��

(c) 2-qubit Grover’s search with |00ð as the target state.

ħ0 : RY (ĉ [0]) RZ (ĉ [3]) • RY (ĉ [6]) RZ (ĉ [9])
ħ1 : RY (ĉ [1]) RZ (ĉ [4]) • RY (ĉ [7]) RZ (ĉ [10])
ħ2 : RY (ĉ [2]) RZ (ĉ [5]) RY (ĉ [8]) RZ (ĉ [11])

(d) 3-qubit VQE ansatz. The operator is chosen to be � ¹ / ¹ / .

Figure 11: Victim quantum circuits used in the attack experiments.
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Figure 12: Probabilities of the theoretically largest state of Deutsch-

Jozsa, inverse quantum Fourier transformation, and Grover’s search

used in our experiments. Di�erent color bars indicate the qubit

energy state set by the attacker prior to the execution of the victim

circuit. Attackers setting high energy states |2ð or |3ð can in some

cases signi�cantly a�ect output probabilities.

As for VQE, we show how the optimization processes are di�er-

ent under 6 inter-shot mechanisms in Figure 13. These 6 inter-shot

mechanisms di�er in the type of the reset gate, either the Reset

gate or CSR, and in rep_delay between shots, including 0čĩ , 125čĩ ,

250čĩ . In Figure 13, the three plots above show that with higher-

energy states injected into the initial states, the optimizer cannot

minimize the expected value if higher-energy states are not success-

fully reset. In this case, the gates in the ansatz cannot e�ectively

transform the initial states to the desired ansatzes. In addition, with

rep_delay increases, the expected values that cannot be minimized

are decreased, which is due to the decoherence of higher-energy

states over time. Note that because of the noise in the quantum de-

vice, we may not make any conclusion on whether the optimization

process can be sped up. Intuitively, the degree that higher-energy

states are reset to |0ð is smaller for CSRwith rep_delay=0 than CSR

with rep_delay=125e-6 or rep_delay=250e-6. However, in Fig-

ure 13, the optimization lines in the �rst case are lower than those

in the latter two cases. While we were reproducing our results, we

also found that the optimization process may vary a lot even though

using the same circuits and within a short period, which is also
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Figure 13: The optimization process of VQE. Each sub�gure shows

the optimization process with one inter-shot mechanism which is

indicated on the top of the sub�gure as the title. Each inter-shot

mechanism consists of one reset gate type from the normal Reset

gate and CSR, and the number after the underscore symbol speci�es

rep_delay in `B. Reset_250 applies the default mechanism, where

init_qubits=True, rep_delay=250e-6.

consistent with this statement. Nevertheless, whether the expected

value can be optimized is consistent throughout all experiments.

6.3 Trojan Circuit Attack

As a further extended evaluation, we demonstrate a novel type of

Trojan circuit. To show that higher-energy states can be used for

Trojan attacks, we implement one scheme that can be used by the

attack: at the end of the victim circuit, following the measurement

operations, the Trojan can be secretly inserted which can add pulse

gates to drive the qubit from |1ð to |Ĥð. Since the frequency of the

appended pulse gates is for higher-energy levels, if themeasurement

result is |1ð, it will be driven to |Ĥð, while it does almost nothing if

the measurement result is |0ð. In this case, the information of the

victim’s measurement is encoded into the high-energy state. If the

attacker can execute their circuit after the victim’s circuit, they can
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Figure 14: Measurement probabilities of the attacker when the vic-

tim circuit’s individual qubits are driven from |1ð to |3ð (D) and when

they are not driven (ND) following the measurement of the victim

circuits. The �gure shows the attackers’ measurement probabilities

for di�erent inter-shot mechanisms. % (G |~) is the probability of G

as the measurement result for the attack circuit under the condition

that the measurement result of the victim circuit is ~ and then fol-

lowed by the inter-shot mechanism.
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Figure 15: Example the victim circuit when it is 2-qubit Grover

search to search for |11ð. The �gure shows the probability of at-

tackers measuring the correct |11ð with Trojan driving the qubits to

higher-energy states (D) and without Trojan driving the qubits to

higher-energy states (ND).

retrieve information about the measurement. The Trojan circuit

could be inserted, for example, by a malicious compiler, or it can

be hidden as part of code inadvertently downloaded by the user.

Figure 14 shows the probabilities of measuring |0ð and |1ð for
qubits when they have been driven (D) and not driven (ND) into

higher-energy states after measurement. From Figure 14 we can

observe that the reset gate is not e�ective. Our CSR is much more

e�ective than the reset gate. The default thermalization of 250 us is

the best, but it is 25x slower than our CSR.

To evaluate the Trojan attack on a speci�c circuit, we inserted

the Trojan gates at the end of the 2-qubit Grover search to search

for |11ð. Figure 15 shows that the reset gate is again not e�ective,

and the attacker can correctly recover the |11ð state. With CSR, the

probability of the |11ð state being measured is very low. Default

thermalization works better, but again takes 25x times as long.

7 RELATED WORK

7.1 Higher-Energy States

Support for higher-energy states has started to drawmore attention

recently. Lately, there is a new feature that Qiskit has introduced

to enable work with qumodes, which are realized as higher-energy

states in superconducting machines [36]. There is also software

support for qutrits for Rigetti [32]. Amazon Braket API recently

also provides support for pulse-level control [15] which may be

used to generate high-energy states. The higher-energy state at-

tacks can also be exploited in quantum computers with other qubit

technology, such as trapped ions. Also, existing work has explored

the use of qutrits [10, 12, 33], and simply disabling higher-energy

states is not feasible as it limits research on novel algorithms.

7.2 Quantum Computer Security

Recent work [1, 24, 29, 34] has shown di�erent attacks on quan-

tum computers, from fault injection in multi-tenant settings, to

�ngerprinting devices. Motivated by the attacks, recent work has

explored some preliminary defenses. One approach to crosstalk

prevention is detecting crosstalk errors by analyzing the execution

of a circuit [35], then mitigating them using connectivity reduction,

qubit frequency tuning, and coupler tuning are proposed [9]. Other

defenses include instruction scheduling modi�cations [26], or a

proposal for quantum computer antivirus [6]. None of these attacks

or defenses have explored higher-energy states.

The most closely related work to our research is work on secure

reset gates [25]. The researchers have shown in their work that

existing reset gates in IBM quantum computers cannot reliably reset

the |1ð state of the qubits to |0ð. As a result, there is an information

leak across reset gates that could be abused by malicious users or

programs. Applying multiple resets does not mitigate the problem

they identify, and the authors proposed a new secure reset gate.

Their work, however, did not consider higher-energy states, as we

do. Applying multiple reset gates, or applying their “secure reset”

gate, does not prevent the new problem uncovered in our work.

Considering higher-energy states, the higher-energy states have

potentially useful applications. For example, researchers are ex-

ploring qutrit systems. A qutrit leverages three energy states, |0ð,
|1ð, and |2ð. Using qutrits can reduce circuit cost for important

algorithms like quantum neurons and Grover search [12]. Higher-

energy states can also be used for new error correction code [21].

In parallel, quantum computer designers are working on new hard-

ware that can e�ectively reset higher-energy states [11, 20, 22, 31].

However, these require either new hardware or more control of the

systems, and thus cannot be deployed on current cloud-based quan-

tum computers, such as from IBM. They have also not considered

malicious users who set higher-energy states on purpose.

8 CONCLUSION

This work demonstrated for the �rst time a new type of higher-

energy state attack, where a malicious user or circuit sets the qubit

state to |2ð or higher to interfere with other circuits or facilitate in-

formation transmission through a covert channel. We demonstrated

that the common reset gate is ine�ective in resetting the qubit state,

resulting in state leakage from a previous circuit to the next. This

e�ect opens a new vector where an attacker can set a higher-energy

state that impacts computation afterward. To provide a defense,

we proposed the Cascading Secure Reset (CSR) operation, which,

without hardware modi�cations, is able to e�ciently reset higher-

energy states back to |0ð with high �delity. Both the new attack

and the CSR operation were prototyped and evaluated on real IBM
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quantum computers. Compared to the default full-system wipe of

length 251čĩ , CSR achieves a reduction in |3ð-initialized state leak-

age channel capacity by between 1 and 2 orders of magnitude, and

does so within 10čĩ , a 25x speedup over the default operation. CSR

can be an enabling technology for shared or multi-programmed

quantum computers in light of higher-energy state attacks.
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