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Abstract

The ability of a linear error-correcting code to recover erasures is connected to
influences of particular monotone Boolean functions. These functions provide insight
into the role that particular coordinates play in a code’s erasure repair capability. In
this paper, we consider directly the influences of coordinates of a code. We describe a
family of codes, called codes with minimum disjoint support, for which all influences
may be determined. As a consequence, we find influences of repetition codes and certain
distinct weight codes. Computing influences is typically circumvented by appealing to
the transitivity of the automorphism group of the code. Some of the codes considered
here fail to meet the transitivity conditions required for these standard approaches, yet
we can compute them directly.

1 Introduction

Capacity-achieving codes are considered the holy grail by information theorists, since They
provide reliable communication at the most efficient rates. Their existence—proven in
Shannon’s theorem [8]—launched an entire discipline as researchers search for explicit con-
structions with efficient encoding and decoding algorithms. Recently, algebraic tools have
been used by Kudekar, Kumar, Mondelli, Pfister, Sagoglu, and Urbanke to demonstrate the
capacity-achieving nature of Reed-Muller codes, settling an old problem in coding theory [6].
The authors connect this coding theory question to influences of variables in Boolean func-
tions, a notion introduced by Ben-Or and Linial [1] for collective coin flipping which has
since been used in a variety of contexts; see, for instance, the survey [5].

In this paper, we explore influences as they relate to coordinates of error-correcting
codes and the ability of a codeword symbol to be recovered from a received word in which
erasures have occurred. Following the breakthrough work [6] which relies on the fact that
the automorphism group of a Reed-Muller is doubly transitive, Kumar, Calderbank, and
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Pfister [7] observed that a weaker condition on the automorphism group that can be used to
prove that a code is capacity achieving. They study the behavior of influences of monotone
Boolean functions f that encapsulate which errors are correctable when the orbits of the
automorhism group of the code are large. This approach can be thought of as a proxy for
working directly with the influences themselves, relying instead on the lower bound on the
largest influence provided by the celebrated Kahn-Kalai-Linial Theorem [4] and the high
degree of symmetry of the code.

A Boolean function f: F}! — F, is said to be monotone if f(x) < f(y) for all
z,y € FM with z; < y; for all i = 1,..., M. Here, Fo = {0,1} denotes the field with two
elements, and we consider the ordering in which 0 < 1. For a real number 0 < p < 1, the
influence of coordinate j on f, or simply the influence of j, is

]j(»p)(f) - Z pwt(x)(l . p)M—wt(z)

z€Fy
f(@)#f (z+ej)
where the weight wt(z) of a vector x is its number of nonzero coordinates and e; =
(0,...,0,1,0,...,0) is the standard basis vector whose only nonzero coordinate is in the

5" position. Notice that I j(p )( f) may be thought of as the probability of the subset
O(f) = {z e By f(z) # f(x+e)}

under the Bernoulli-p product measure. The total influence I (f) = 3 jepn L (v )( f)
appears in the bound
< 215 () (1 — 1 (S25)) l—¢

P1-e —De & [0(f) log .

on the transition width of the EXtrinsic Information Transfer (EXIT) function [6]. There,
code symmetry and a bound on the value IP)(f) are used to show that the EXIT function
exhibits a sharp transition, implying that the code is capacity achieving. As a step toward
applying these ideas to more general families of codes, we consider the influences themselves.
In particular, we pursue directly the influences of codes with a lower degree of symmetry,
noting that theoretical results on influences tend to be elusive. We specify code families for
which influences can be expressed for an arbitrary member and describe them completely.
While they do not reveal any new families of capacity achieving codes, we hope they will
provide insight into behaviors of influences of coordinates of codewords.

To our knowledge, we are the first group to explicitly compute influences for families of
codes in this way. Our study of influences is motivated by their appearance in the proof
that some code families, including the Reed-Muller codes, achieve capacity. However, the
code families here do not provide new instances of capacity-achieving codes due to their
low dimensions. In particular, for each family considered here, as the code length grows,
the code rate goes to zero. Hence, it remains an open problem to find new families of
capacity-achieving codes by computing influences directly.

This paper is organized as follows. Section 2 reviews terminology needed from coding
theory, provides a motivating example, and describes the connection between influences of
codes and monotone Boolean functions. In Section 4, we consider codes with controlled sup-
port, defining so-called minimal disjoint support codes, and determine their influences.
Finally, we give a summary and discussion of open problems in Section 6.




2 Preliminaries

An [n,k,d] code C over Fy is a k-dimensional Fy-subspace of the vector space F} in which
any two distinct elements ¢, ¢ € C' differ in at least d coordinates. The code C' is said to
have length n, dimension k£, and minimum distance d. We sometimes omit d from
the notation and call C' an [n, k] code. Elements of C' are called codewords. When using
an [n, k] code C, received words are elements of (Fy U {x})" where * denotes an erasure.
Associated with a received word w € (Fy U {*})" is an erasure pattern e¢ € F} whose

entries are given by
1 if w; = *
€ = .
0 otherwise.

The code C' may be described by a generator matrix G, meaning a matrix whose rows

span C. We may consider G as the encoding of a message vector # € F% and typically take
G € F5" so that
C:{xG’:$€F’2’“},

where F5"*" denotes the set of m x n matrices with entries in Fy. Often G will appear in
systematic form, meaning that the first £ columns of G are the k x k identity matrix. The
code C' can be also described by a parity-check matrix H € an_k)xn, which is a matrix

that has C as its nullspace; that is,
C={zxeFy: Hx" =0}.

When C' has generator matrix G = [/|P] in systematic form, a parity-check matrix for C' is
H = [P|I] (in characteristic 2).

The product of an [ny, k] code Cy and an [ng, ko] code C5 is defined to be the code
C7 ® Cy with generator matrix

a11Gy  a1pGy - Cl1n1G2
Gl Gy — Cl21.G2 Cl22.Gz &2n?G2 c Fglkgmlnz
&kliGz akléGZ akm‘le
aip Qiz -+ Gipgy
where G| = Cl:21 a:22 o aQ:nl € F*™ is a generator matrix of Cy and Gy € Fh2xm2
Q1 g2 *° Akyng

is a generator matrix of the code Cs. Equivalently, C| ® C5 is simply the linear span of
{Cl Xcy :cl € Cl,CQ € CQ}

Given a positive integer n, set [n] := {1,...,n}. We refer to elements of F} as words or
vectors. We write AU B to mean the disjoint union of sets A and B (typically, subsets of
[n] or some F%" with n/ < n).



3 Influences of coordinates

In this section, we use a scenario to describe the connection between influences of coordinates
of codewords to influences of related monotone Boolean functions and erasure recovery. We
then formalize the notion and provide some examples.
We begin with some fundamental definitions. Let C' be an [n, k] code. The support of
x € [y is
supp (z) :=={i € [n]: x; # 0} .

Notice that the weight of x € FL satisfies
wt(z) = [{i € [n]: x5 # 0} [ = |supp (z)|.

Definition 3.1. Given z, 2’ € F3, we say that z covers 2’ if and only if supp (z) 2 supp (z/).
In this case, we write z = 2. We may also write ' < x and say that z’ is covered by .

We are now prepared for a motivating example. Consider the code C' with systematic

generator matrix

G= € Fy<?

S O O =
OO = O
o= O O
_ o O O
— O~
_ -0 O
= = =
_ o = O
_ o O =

We would like to know what kind of erasures cannot be recovered by C. At the highest
level, we are unable to recover the underlying codeword c¢ from a partially erased codeword
w € (Fy U {*})” if there exist two or more plausible codewords for w; that is, two distinct
codewords x,y which agree with w on the indices which have not been erased. For instance,
consider the received word

w= %% 1% 00 1 % x

which we may think of as a partially-erased codeword. There are (at least) two plausible
codewords:

r=101100110
y=011100101

This is equivalent to saying that x — y is zero at all indices which are not erased in w.
Since C'is a linear code and x # y, x — y is a (nonzero) codeword which is identically zero
on the coordinates which are not erased. Consequently, if we had received a partially-erased
codeword w’ with the same erasure pattern as w, and in which each non-erased coordinate
was 0, we could not determine whether the sent codeword was 0 or z — y.

This ambiguity arises when the erasure pattern erases all non-zero coordinates of any non-
zero codeword. This naturally brings us to an equivalent, more convenient way to determine
whether an error is recoverable:

Observation 3.2. A received word is recoverable from an erasure pattern e € F7 if and
only if e does not cover any non-zero codeword of C'.



In the case of this example, we had
e=110100011
which covers the codeword
r—y=110000011
and so, given the partially-erased codeword

w=x%x%x0x*x000 % %

we cannot recover, because we cannot determine whether the correct codeword is « — 1y or 0.
Beyond full codeword recovery, we may instead be interested in recovering only specific
coordinates of a partially-erased codeword—this is a slightly more delicate problem than
that described above. We now introduce some useful tools to handle this situation.
The set of vectors covering a codeword with ¢ in its support is

0,(C) :={z €Fy : o = ¢ for some ¢ € C with ¢; # 0};

we write €); if the code is clear from the context. It may be helpful to think about the set of
codewords with ¢ in their supports:

Sii={ceC:¢#0}={ceC:iesupp(c)} CF;.
With this notation in mind, we have
Q, ={x€F} : x> cforsome ce S;}

and
Q2] > [Si].

The codeword symbol in position ¢ € [n]| can be recovered from a received word impacted by
erasure pattern e € Fy if and only if

et cVeeS;.
Hence, the set of erasure patterns that prevent recovery of ¢ € [n] is precisely €;.

Definition 3.3. Given a code C of length n and j € [n] \ {i}, the j** boundary of €; is
ani = {SL’EFZ : xEQiA$+€j ng}U{IEFgL :C§ZQ1;/\:1:+ej EQZ}

The j*® boundary of C is
Bj = U 0;82;;
i€[n]\{s}
We may think of the 5™ boundary of ;, 9;Q;, as the set of all vectors z € Fy such that
changing the j*" coordinate of  “toggles” whether x is in ;.
To determine how influential j € [n] is on recovery of i € [n] \ {j}, observe that the set
0;€2; consists of erasure patterns where changing the j™ coordinate either “moves” a vector
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e from Q; to F% \ ;, meaning changing the j*® coordinate converts an erasure pattern
that was not recoverable into one that is, or

e from F% \ Q; to €, meaning changing the j coordinate converts an erasure pattern
that was recoverable into one that is not.

Loosely speaking, B; is the set of vectors for which flipping their 5™ entry results in “crossing”
the j** boundary of some ;. The influence of j € [n] on recovery is then found by considering
how influential j is on all ©; where i € [n] \ {j} giving rise the the definition below.

Definition 3.4. Given 0 < p < 1, the influence of the j** coordinate of a code C is
defined by

I](p)(0> _ Z pwt(x)—l(l . p>n—wt(z) (1)

J.TGBj

and the total influence of (the coordinates of) a code C'is

() =3y 17(0).

JEN]
We often write 1 ;p ) and I® when the code C is clear from the context.

Remark 3.5. Note that I ](p )(C’) intuitively measures the probability that changing the j*®
coordinate z; of x € F% causes x to cross the j™ boundary of some ;. Observe that if
x € 0;); then certainly z; = 1, since if z; = 0 then (x + ¢;); = 0 so that neither x nor x +e;
can be in €2;. Then

(») wt(z)—1/1 _ \n—wt(z) _ 1 Y ¢ _ o\n—¢ __ 1
ey< > p (1-p) —pZ(Z PA-p" =
z€Fy £=0
We now consider a toy example to illustrate these concepts.

Example 3.6. Consider the [5,2,3] code C' with generator matrix
{ 1110 0}
00111
Observe that
¢ =1{(1,1,1,0,0),(0,0,1,1,1),(1,1,0,1,1),(0,0,0,0,0)} .
Considering the sets of codewords with particular indices in their supports, we see that
S1 =8, ={(1,1,1,0,0),(1,1,0,1,1) },

53 ={(1,1,1,0,0),(0,0,1,1,1)},

and

S, =85=1{(0,0,1,1,1),(1,1,0,1,1)}.
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It follows that the sets of vectors covering those in the sets above are

O =0y ={(1,1,1,0,0),(1,1,1,1,0),(1,1,1,0,1),(1,1,1,1,1),(1,1,0,1, 1)},

7(17 17 17 17 1)7 }

and

Q4 = Qs = {(0,0,1,1,1),(1,0,1,1,1),(0,1,1,1,1),(1,1,1,1,1),(1,1,0,1,1)} .

To find the j** boundaries when j = 1, we first note that

Y (OJ 07 17 17 1)7 }

and

81(24 =

0195 ={(1,1,0,1,1),(0,1,0,1,1)} .

As a result,

[fp)

As a result,

In addition,

and

Thus,

P =2p(1 - p)* +6p*(1 — p)* + 4p*(1 — p).

—

As a result,



Finally, we observe that
04 = 0,09 ={(1,1,0,0,1),(1,1,0,1,1)},
0405 = {(0,0,1,0,1),(0,1,1,0,1),(1,0,1,0,1)},

and

Similarly, we find that
B. — (0,0,1,0,1 1,1,1),(0,1,1,0,1),(1,0,1,0,1),(1,1,0,0,1),
o (0,0,1,0,0),(0,0,1,1,0),(0,1,1,0,0), (1,0,1,0,0), (1,1,0,0,0)
and
1P = p(1 - p)® +4p* (1 — p)* + 4p*(1 — p) + p.

Therefore, for this code,

1P =4 (p(1 = p)* +4p*(1 — p)> + 4p°(1 = p) +p")
+2p(1 = p)* +6p*(1 — p)* + 4p*(1 = p)
= 6p(1 — p)° +22p*(1 — p)* + 20p°(1 — p).

In Example 3.6, we see that S; = Sy implies €2; = 2;;. While this fact follows immediately
from the definitions, the example highlights its impact on B; when ; = ;. In particular,
we see that Sl = SQ, Ql (] Ql + e = B1 and B2 = QQ L QQ + €9 = BQ, also, S4 = S57
Q4|_|Q4+64:B4, and Q5|_|Q5+€5:B5.

Remark 3.7. We note that the influence of the j*® coordinate depends on the weights of
words in B; rather than the words themselves. That might suggest that influences of a code
with known weight enumerator ) . %) are easy to calculate. However, we are reminded

that the weights needed are not necessarily those of codewords but instead of words in B;.
In Example 3.6, we see that B; \ C' # 0 for all j € [5].

Despite the word of caution in Remark 3.7, knowledge of the weights of codewords can
provide some information about influences in certain circumstances. Suppose S; = S; for
some ¢ # j. Then ; = Q;. Moreover, we see that

{ZEGQll'—FngQl}:QZ:QJ

and
{l’géQl$+€]€QZ}:Ql—€]:Q]—€]

Consequently, recalling that S; C ;, we can make the following observation.
Observation 3.8. If S; = S; for some i # j,
SjUSj"i‘(fj Q QjUQj—i—G]' Q Bj.

In this case,

]J(P) > Z pwt(x)—l(l . p)n—wt(x).

xGSj



This notion of influence of coordinate of a code is connected to that of monotone Boolean
functions. Consider the characteristic function of €2;:

XQi: Fg — ]FQ
{1 if e Q,
xT —>

0 otherwise.
Notice that the j'" boundary of €; is
98 = {z € F3 : xo,(z) # xa:(z +¢))}
Observe that if 0,82; # 0;8 for all 4,0 € [n] \ {j} with ¢ # ¢, then

e =pt > IP(x0,).
ien]\{j}

4 Codes with minimum disjoint support

In this section, we consider a families of codes whose coordinates may be partitioned into
sets which support so-called minimal codewords, meaning those whose support does not
contain the support of another nonzero codeword [2]. We will see that this family of codes
contains the familiar repetition codes as well as some distinct weight codes. Then, in the
next section, we will demonstrate that this condition makes it straightforward to compute
the influences of variables of these codes and determine the total influence. As a consequence,
we provide expressions for influences of repetition codes and some relatives.

We begin by recalling some codes from the literature. The r-times repetition code C.
may be defined by the generator matrix

Gr — ' c ]Fézxrk
1,

expressed in block form where 1, = 11---1 is a block of r 1s and all other entries in the
matrix are zero. Note C, is an [rk, k,r] code. The codewords of C, are of the form

rk
xGr:(331,...,xl,...,xk,...,xk)615‘2
g N ~~ >

v~
s

r

where x € F% and each coordinate is repeated 7 times.

The next codes that will be considered were introduced in [3] as distinct weight codes
(see also [9]). They are reminiscent of repetition codes, but they lack the symmetry that C,
features as coordinates are repeated different numbers of times depending on their position.
A code C of length n is called a distinct weight code if the map

wt: C — [n]
¢ — wt(c)

9



is injective. Consider the block diagonal matrix given by
1or

1yrt1 ook
G i | )

]_2'r+k71

Note that the i'" row of G, has weight 2+~ for all i € [k]. Let C,; denote the binary
code with generator matrix G, ;. The codewords of (), are of the form

2r+k’_27‘
G = (T1, ..., &1, T2y, Ty oo Ty ..., Xg) € F3
~— ~— ——
27 or+1 or+k—1

where z € F4. Hence, C,, is a [2"7% — 27k, 2"] code.

We are also interested in a hybrid between the repetition codes and distinct weight
codes introduced above. We may observe that the repetition code and distinct weight code
mentioned above may be seen as these hybrid codes. Even so, it can be convenient to consider
their more refined forms to reflect the impact of the more controlled structures. Consider a
partition of [n] into parts A;, ..., Ax:

n] =A;UA U U Ay
Let C'4 denote the hybrid code with generator matrix

La,
Lag c FX T A
. 2 :

14,

Then Cy is an [n, k, min{|A;|: i € k}] code.
Next, we introduce the family of codes we wish to study.

Definition 4.1. A binary [n, k,d| code C' is said to have minimum disjoint support
provided:

1. For each i € [n], the set of codewords S; has a minimum element u; according to <.

2. There exist iy,...,is € [n] such that
[n] = supp (ui,) U - - - U supp (us, ).

The codewords u; are called minimum support codewords.

We will demonstrate that each of the codes introduced at the beginning of this section is
a minimum disjoint support code. We will identify minimum elements u; of the S;, i € [n],
and a partition
n =T, 0T,

where T; := supp (u;). We will see in Section 5 that these partitions will be very useful in
finding influences of coordinates of codewords.

10



Proposition 4.2. The r-times repetition code C,, the distinct weight code C,, and the
hybrid code C'4 are minimum disjoint support codes.

Proof. For the repetition code is C,., we can take

.
Ugr4+1 = = u(s+1)r - E Csr+t
t=1

and
Togp1 = =Tspyr={sr+1,....(s+1)r}

for s € {0,...,k — 1}. Hence,
n] =T, UTy U UT,.

Next, observe that the distinct weight code C, j, has S = -+ = Syor and Syris-141 = -+ - =
Sorts for all 1 < s < k — 1. Hence, C is a minimum disjoint support code with minimal

support codewords
2T

and
2'r+s

U2r+sfl+1 = e = u2T+S = E ee
g:2r+571+1

for s € {1,...,k — 1}. Hence,
[Tl] =Tor UTor1 U+ U Tyrpn-1.

Finally, the hybrid code C4 has

JEA;
for each i € [n] and
k
[n] = I_l 1y,
i=1
k
where we define ¢; = ) |A;]. O
j=1

Proposition 4.3. Let C' be a binary [n, k,d] minimum disjoint support code with minimum
support codewords ui,Us, ..., u,. Then for any i,j < n either u; = uj, or u; and u; have
disjoint support.

Proof. Suppose that u; and u; do not have disjoint support, and let ¢ € supp (u;) Nsupp (u;).
Since w; is supported at t, we must have u; < u;. Now, if i & supp (u), then wu; + u; is
supported at ¢ and not at ¢, contradicting our choice of ¢t and our characterization of u;.
Thus i € supp (u), and so by the minimality of u;, we must have w; < u;. Of course,
this establishes that supp (u;) = supp (u¢), and so u; = wuy, since C' is binary. A precisely
analogous argument establishes that u; = u;, and consequently w; = u;, as required. O

11



Proposition 4.4. Given binary minimum disjoint support codes Cy and Cy of lengths ny
and ng, their product Cy @ Cy is also a minimum disjoint support code of length nins.

Proof. Let {uy,...,u,, } and {vy,...,v,,} be the minimum suppport codewords of C; and

(s, respectively. We claim that {u; ®v,}1<i<n, are minimum support codewords for C; @ Cs.
1<j<ne

First observe that each u; ® v; € Cy ® Cy. Next, choose r € [ny] and ¢ € [no], and let
c € C; ® Oy be such that c(.;) = 1. We may write

N
c= Z e (2)
i=1

for some N € N and some ci,cb,...,c € Cy and ¢3,¢3,...,c% € Cy. Let n be the number
of terms ¢} ® ¢ with (¢} ® Z)py =1, and let m =N —n. Let 1 <4y <ipg < - <i, <N
be the indices which satisfy (cgj ® C?J-)(r,t) =1,and let 1 <7}, < i, <---<i <N be the
remaining indices. Defining

1_ 1 .
T =c forj=1,2,...,n
2 __ 2 .
T =cj, forj=1,2,...,n
yjl.:c}/‘ forj=1,2,...,m
J
m

y; =cp forj=12,.,

we obtain the following expression for c:

c:ix}@)x?ﬂLiy}@yf
i=1 i=1

where each zj,y; € Cy, z3,y7 € Cs, each (z} ® 23)y) = 1 and each (y} ® y7)pp = 0.
Obviously n is odd. As well, we have

(2} @)y =1 = =z, =1land 2}, =1

so that u, < z} and v; < 2? for all 7. Consequently, u, ® v; < x; ® z? for all i, and so (since

n is odd),

U @ vy X lel ® 7.
i—1

It remains to show that (327, ¥ ® y7) .,y = 0 for all (',#') € supp (u, ® vy), since this
will yield u, ® v; < c.

Fix j, and suppose that (y; ® y7)qv ¢y = 1 for some (', ') € supp (u, ® v¢). Obviously
this requires ;. = 1 and 3, = 1, so that u,» < y; and vy < y7. But (s',t') € supp (u, @v;)
says that r’ € supp (us) an € supp (v;), so tha roposition 4.3, we in fact have

ys that »/ pp (us) and ¢/ pp (v;), so that by Proposition 4.3, in fact h
u, = y; and v; < y7. But this gives (yj ® y7)y) = 1, contradicting the assumption that
(¥j ® Y3)rp = 0. So we must have (y; ® 7)) = 0 for all (+',') € supp (u, ® v), and so
iy ® yf)(r,7t,) =0 for all (r',t") € supp (u, ® v;), as required.

12



It follows that (u, ® v;) < ¢, as required.
Finally, for any 7 € [s1] and t € [s5], we have supp (u, ® v) = T} x T7. Moreover, if
(1] = |_|i€{i1 ..... ia} T} and [no] = |_|j€{j1 b} le’ then

,,,,,

[n4] % [ng] = |_| T} x T} = |_| supp (u; ® v;)
i€{i1,0ria} i€{i1,.sla}
je{j1 ..... ]b} je{il ..... ib}
which completes the proof. O

Remark 4.5. It is worth distinguishing minimum disjoint support codes from minimal
codes, which are codes in which every codeword covers only itself [2]. More formally, a code
C' is minimal provided ¢ < ¢ for codewords ¢,¢ € C'\ {0} implies ¢ = ¢/. Notice that the
2-times repetition code of length 6 is not minimal since (1,1,0,0,0,0),(1,1,1,1,0,0) € C
and (1,1,0,0,0,0) < (1,1,1,1,0,0).

We will see that the structure of minimum disjoint support codes lends itself to deter-
mining the sets €2; and their boundaries, facilitating the calculation of influences.

5 Influences of coordinates of parity-check and mini-
mum disjoint support codes

In this section, we compute influences of some families of codes. We begin with a result
on influences of the coordinates of a simple parity-check code and then consider minimum
disjoint support codes.
Consider the simple parity-check code C of length n which is given by parity-check
matrix
H=[1---1 €Fy",

so that
C = {CEFS: Zci:()}.
i=1
Then C is an [n,n — 1,2] code as codewords are of the form (ci,..., ¢ 1, > 0 ¢;).

Proposition 5.1. Given an [n,n—1,2] simple parity-check code, for all j € [n], the influence
of the j*" coordinate is o)
p) _ n—2
19 = (0= 1)(1 - 2

Therefore,
IP = nn—-1)(1 —p)" 2

Proof. For i € [n], S; = {x € F§: x; = 1, wt(z) is even}. Then

Q = {zeFy:z=1wt(x) > 2}
= {xelFy:x; =1} \{e}.

13



Notice that for i € [n]\ {j}, e;j :=e; +€; € Q; but e;; +¢; = e; ¢ Q; since wt(e;) = 1. It
follows that
ani = {61']', ei}

and
Bi= |J {eney}
i€[n]\{j}
Since B; contains n — 1 words e;; of weight 2 and n — 1 words e; of weight 1,

1P =(n=1) (p(1=p)"* + (1 =p)"") = (n = (1 —p)" >

Therefore,
1P =nn—1)(1 —p)" 2 O

Next, we consider a particular example to illustrate the observations made in the proof
of Proposition 5.1.

Example 5.2. Consider the [10, 9, 2] parity-check code C' and the influence of first coordinate
on the other nine coordinates. Take j = 1 and first consider ¢ = 2. Observe that

SQZ{CEOICQ#O}:{(Cl,LCg,...,Clo)ICl+Cg—|—"'+010:1}

and
Q2:{(x1717x37’”7x10): ('r17x37"'7x10> 7£ (0770)}
Then
{reQy:xz+e ¢} ={(1,1,0,...,0)}
and
{r & Q:x+e €}t ={(01,0,...,0)}.
Hence,

8192 — {(1,1,0,...70),<0,1,O,...,O>}.
Similarly, we find that

8193 = {(170)
1,0

0,...,0),(0,0,1,0,...,0)}
oy = {(1, 1 ,

.,0),(0,0,0,1,0,...,0)}
8100 = {(1,0,...,0,1),(0,...,0,1)}.

Hence,
By={e1+e:i€{2,...,10}}U{e;:i €{2,...,10}}.

As a result,
I[P = 9p* (1 — p) 072 4+ 9p' 1 (1 — )17 = 9p(1 — p)® +9(1 — p)° = 9(1 — p)®.

The influences of other coordinates may be found similarly. Alternatively, one may observe
that [](p) — I]@ for all j,j" € [10]. Therefore,

I® =10-9(1 — p)® = 90(1 — p)*.

14



According to Proposition 5.1, all coordinates have the same influence. This fact also
follows from the double transitivity of the automophism group of the code (see, for instance,

[7])-

Next, we consider influences of coordinates of the codes introduced in Section 4.

Theorem 5.3. Consider a binary [n,k,d] code with minimum disjoint support given by
[n] =T, U---UT;,. Then the influence of coordinate j where j € T; is

1® = T2,

The total influence is given by
- Z |Tié‘p\Ti£|*2_
=1

Proof. For all i € [n],

;= Zeg + Z agep: ap € Fy »p = IF;_W.
CeTy Le[n\T;

Hence,

5.0 < JHHE—e) HHjET
I 0 otherwise.

It follows that
Bi=J(@Qu(©—e)=U(Q—¢).

i€[n]
JET;

Then

Bj: Zeg—i— Z ageg: ap € Fy 3 L Z €y + Z agep: ap € Fy

LeT; Len)\T; €T\ {5} Len)\T;

= Z es+ Z agep: ap € Fy

(€T\G)  te{U\T

Notice that B; = Fy T Thus, if |T;| > 2 for all i € [n] and j € T},

TL—‘TZ‘H-].
n—|T;| +1 e T —
Ij(p) _ Z ( | T3] >p|T1,+Z 2<1 —p) |T;|—0+1

£=0 ¢
I n—|T;| + 1 | T —
— pITz\ 2 Z ( |€ | )pﬁ(l —p) |T;|—+1
£=0

=T (p + (1 — p))r T = T2,

15



Hence,
=3 IT 2 m
=1

Corollary 5.4. An r-times repetition code of length n with v > 2 has

[](p) _ per

for all j. Hence,
I®) = ppr=2.

Proof. Note that |T;| = r for all ¢ € [n]. According to Theorem 5.3,

]]('P) — pr—Q

for all j and
I®) = ppr=2, [

Example 5.5. Consider the [15,5, 3] 3-times repetition code C5. We set out to determine
the influence of the first coordinate on the others, meaning we take 7 = 1. Notice that

S1 = S = 55 = Cﬂ{1,1,1,$4,.. 1115)‘3171'6]1‘?2}

(
Sy = S5 = S = Cn{(x1,29,23,1,1,1,27,...,215): x; € Fa}
S7 = Sg = Sg = Cﬂ{(.ﬁlﬁl,.. ,.236,1,1,1,.2310,...,3315)1JZiEFQ}
S = S = Sz = CN{(w1,...,29,1,1, 1,213,214, 715): 7; € Fa}
Sig = Sy = S5 = CN{(zy,...,212,1,1,1): 2; € Fo}.
Then
Ql = QQ = Qg = {(1,1,1,x4,...,x15):xing}
Q = Q5 = Qs = {(w1, 20,23, 1,1,1,27,...,215): x; € Fa}
Q= Qs = Q9 = {(@1,...,26, 1,1, 1, 210,...,215): 2; € Fa}
Qo = Q1 = Qe = {(z1,...,29, 1,1, 1,213, 214, T15) : @; € Fa}
Mg = Q= Qs = {(21,...,712,1,1,1): 2 € Fo}.
For i € {2, 3},
{IGQifZE‘i‘@léQi}:Ql
and

{.Z'géQl T+ e EQi}:{(0,1,1,$4,...,$15)2 xiEFQ}.
For i € {4,5,6},
{reQr+e¢Ut={x¢Q:x4+e €} =0.

Thus, for i € {2, 3}
0,9 = QU {(0, 1,1, 2y,... ,1’15)2 x; € ]FQ}

and for 7 € [15] \ {1, 2, 3}
@1Qi - @

16



This implies

Bl :QII_I{(O,l,l,x4,...,x15): ZT; EFQ} :{($1,1,1,l’4,...7l’15)1 €T; G]FQ}.

Therefore,
= /13
j—l(p) _ Z pwt(a:)+2—1(1 N p)ls—wt(r)—2 _ Z ( ) >pé+1(1 B p)13—é
IGF%?’ =0
13 /13
=0 ( . )pg(l —p)? =plp+ (1 -p)? =p

=0

Similarly,

for all j € [n]. Hence, all coordinates have the same influence. Moreover,
1?) = 15p.

Alternatively, to find these influences, one may apply directly Theorem 5.3 noting that
|T;,| = 3 for all iy, £ € [5].

We note that Cj is not a distinct weight code, since (1,1, 1,0,...,0),(0,...,0,1,1,1) € Cs
and wt(1,1,1,0,...,0) = wt(0,...,0,1,1,1).

According to Corollary 5.4 and as illustrated in Example 5.5, all of the coordinates of
an r-times repetition code have the same influence. Next, we see that this is not necessarily
the case for the distinct weight codes.

Corollary 5.6. For the distinct weight code C ., the influence of coordinate j € [2"(2F —1)]

18
I(p) . pQ“ng il_9

The total influence is
k

1P =" Ty

=1

k
= ; ir
p\TQW\ 2 _ E 217‘p2 )
=1

Proof. Notice that

|T2'r+s — 2T+S

for s € {0,...,k — 1}. In fact, j € Thnos,s1. According to Theorem 5.3,

[loga 41
[](p):p2 82712

and
2

k
7 — Z |T2W|p\T2ir\—2 _ Z 2"p2". -
i=1

i=1
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Example 5.7. Consider the distinct weight code (s, which has generator matrix

14 0g Oy
Gso= | 04 1g Oy
04 Og lig

Recall that Cs5 is a [28, 3, 4] code. Indeed,
5.2 = {028, 14024, 0415016, 112016, 012116, 1408116, 04104, 1os},

demonstrating that it is fact a distinct weight code with exactly one word of weight 0,4, 8,
12,16, 20, 24, 28. Moreover,

S1 =8 =8 =851 = {14004, 112046, 1408146, 1og}
Ss = S X S12 = {0415016, 112016, 04124, 128}
Si3 = Sy = -+ = Sag = {012116, 1408116, 04104, 1og}

and

Ql = QQ = Qg = Q4 = {(1,1,1,1,1’5,...,1’28)2 ZL'iEIFg},
= {(33'1,1’2,$3,.T4,1,.--,1,$13,---,x28)3.Z'Z'GFQ},
Mz = Qg = -+ = Qg = {(3717---,3312717-~-1>3SUiGFz}QF%g-

&
I
&
I
|
=
|

Take first j = 1. For i € {2, 3,4},
{IEQZ‘Z T+ e ¢QZ}ZQI

and
{$¢9i1$+61 eQi}:Ql—61:{(0,1,1,171’5,...,1‘28)3 .Z’iEFQ}.
For i € {5,...,28},
{reQ rz+e g Qt={a¢Q:ax+e €} =0.

Thus,
5 — {(0,1,1,1,5,...,208): x; € By} fori =234
e 0 otherwise.

This implies
Bl = Uie{2 28}8191' = Ql L Ql — €1 = {(l’l, 1, 1, 1,£L'57 Ce ,.CEQB)I x; € ]FQ} .

,,,,,

Therefore,

25
wt(x - —wt(z 25 -
Il(p): Zp t(z)+3 1(1_p)28 t()zz(g)pzm(l_p)% L

TR £=0

=) (?)pf(l —p)* =P+ (1= p)® =p*
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Moreover,
[2(10) _ I?Ep) _ ip) _ pz‘

Using similar observations, one may calculate the remaining I ](p ). Since [{5,...,12}] = 8
and |{13,...,28}| = 16, we obtain

]E()p) — . e :]{g) :p8_2:p6
and
9 == 1 = =

indicating that coordinates with larger influences are those with smaller indices. Moreover,
I®) = 4p% 4+ 8p° + 16p™*.

These conclusions are consistent with those found by apply directly Theorem 5.3 noting that
T | = 4, |T5,| = 8, and [T;] = 16.

Corollary 5.8. Consider the hybrid code Cy of length n with |A;| > 2 for all i € [k]. Then
fO’I"j € Ai;

(p) _ A2
I ;= pl -2,
Moreover,
k
7 — Z | A, |plAi—2.
i=1
Proof. The result follows similarly to the proof of Corollary 5.6. O

We note that coordinates with larger influences have indices corresponding to smaller
parts of the partition [n] = Ay Ll --- LI Ay.

As observed previously, influences of coordinates in the simple parity-check codes and
repetition codes were identical. In contrast, the influences of coordinates in the distinct
weight codes C}, may differ. In the next example, we consider hybrid codes to demonstrate
how much influences can differ for these code families.

Example 5.9. Consider an integer n > 3 and the partition
[n] =[2]U{3,...,n}.

According to Corollary 5.8,
](P) — [(p) =1
1 =147 =

whereas
IV == vj e [n]\ {1,2}.
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6

Conclusion

In this paper, we defined minimum disjoint support codes, noting that repetition codes
and some distinct weight codes have minimum disjoint support. We reviewed the concept
of influences of variables of monotone Boolean functions and explained its connection to
coding theory. Finally, we determined the influences of coordinates of some families of
error correcting codes, including simple parity check codes and codes with minimum disjoint
support. While the codes themselves have rates approaching 0 as the length goes to infinity,
we hope that this study provides insight into influences of other code families with more
promising rate properties.
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