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Clustering plays a crucial role in computer science, facilitating data analysis and problem-solving across
numerous �elds. By partitioning large datasets into meaningful groups, clustering reveals hidden structures
and relationships within the data, aiding tasks such as unsupervised learning, classi�cation, anomaly detection,
and recommendation systems. Particularly in relational databases, where data is distributed across multiple
tables, e�cient clustering is essential yet challenging due to the computational complexity of joining tables.
This paper addresses this challenge by introducing e�cient algorithms for :-median and :-means clustering on
relational data without the need for pre-computing the join query results. For the relational:-median clustering,
we propose the �rst e�cient relative approximation algorithm. For the relational :-means clustering, our
algorithm signi�cantly improves both the approximation factor and the running time of the known relational
:-means clustering algorithms, which su�er either from large constant approximation factors, or expensive
running time. Given a join query ħ and a database instance D of$ (# ) tuples, for both :-median and :-means
clustering on the results of ħ on D, we propose randomized (1 + Y)W-approximation algorithms that run in
roughly $ (:2# fhw) +)W (:2) time, where Y ∈ (0, 1) is a constant parameter decided by the user, fhw is the
fractional hyper-tree width of ħ, while W and )W (G) represent the approximation factor and the running time,
respectively, of a traditional clustering algorithm in the standard computational setting over G points.
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1 INTRODUCTION

Clustering is a fundamental process in computer science, serving as a vital tool for data analysis,
pattern recognition, and problem-solving across various domains. Through clustering, large datasets
are partitioned into meaningful groups, unveiling hidden structures and relationships within the
data. In machine learning, clustering algorithms are used to enable tasks such as classi�cation,
anomaly detection, and recommendation systems. Its signi�cance lies in its ability to transform raw
data into useful knowledge, empowering researchers, and businesses to make informed decisions.

In relational databases, data is gathered and stored across various tables. Each table consists of a
set of tuples and two tuples stored in di�erent tables might refer to the same entity. Relational data
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is decoupled into di�erent relational tables, and we cannot obtain the full data unless all the tables
are joined. This setting is quite common in real database management systems (DBMS). As shown
in the DB-engines study [1] the vast majority of database systems are relational DBMS. Kaggle
surveys [2] demonstrate that most of the learning tasks encountered by data scientists involve
relational data. More speci�cally, 70% of database systems are relational DBMS and 65% of the data
sets in learning tasks are relational data. As mentioned in [20], relational data is expected to reach
$122.38 billion by 2027 [49] in investments.

In order to explore and process relational data, usually two steps are required: data preparation,
and data processing. In the data preparation step, tuples from di�erent tables are joined to construct
useful data, while in data processing, an algorithm (for example a clustering algorithm) is performed
on the join results to analyze the data. This two-step approach is usually too expensive because the
size of the join results can be polynomially larger than the total size of the input tables [46, 47].

In this paper, given a (full) conjunctive query and a database instance, we study e�cient :-median
and :-means clustering on the results of the query without �rst computing the query results. While
there are recent papers [20, 23, 44] on designing clustering algorithms on relational data, they
usually su�er from i) large additive approximation error, ii) large constant relative approximation
error, and iii) expensive running time.
Despite recent attention to relational clustering, the problem of e�ciently solving relational

:-median clustering without additive approximation error remained unsolved. In this paper, we
propose the �rst e�cient relative approximation algorithm for the :-median clustering on relational
data. Furthermore, by extending our methods, we design an algorithm for the :-means clustering
on relational data that dominates (with respect to both the running time and the approximation
ratio) all the known relative approximation algorithms.

1.1 Notation and problem definition

Conjunctive Queries.We are given a database schema R over a set of 3 attributes A. The database
schema R contains < relations '1, . . . , '< . Let A9 ¦ A be the set of attributes associated with
relation ' 9 ∈ R. For an attribute � ∈ A, let dom(�) be the domain of attribute �. We assume
that dom(�) = R for every � ∈ A. Let D be a database instance over the database schema R. For
simplicity, we assume that each relation ' 9 contains # tuples in D. Throughout the paper, we
consider data complexity i.e.,< and 3 are constants, while # is a large integer. We use ' 9 to denote
both the relation and the set of tuples from D stored in the relation. For a subset of attributes
� ¦ A and a set . ¢ R3 , let c� (. ) be the set containing the projection of the tuples in . onto the
attributes �. Notice that two di�erent tuples in . might have the same projection on �, however,
c� (. ) is de�ned as a set, so the projected tuple is stored once. We also de�ne the multi-set c� (. )
so that if for two tuples C1, C2 ∈ . it holds that c� (C1) = c� (C2), then the tuple c� (C1) exists more
than once in c� (. ).
Following the related work on relational clustering [20, 23, 44], we are given a full conjunctive

query (join query) ħ := '1 Z . . . Z '< . The set of results of a join query ħ over the database
instance D is de�ned as ħ(D) = {C ∈ R3 | ∀9 ∈ [1,<] : cAĠ

(C) ∈ ' 9 }. For simplicity, all our
algorithms are presented assuming that ħ is an acyclic join query, however in the end we extend to
any general join query. A join query ħ is acyclic if there exists a tree, called join tree, such that the
nodes of the tree are the relations in R and for every attribute � ∈ A, the set of nodes/relations that
contain � form a connected component. Let d∗ (ħ) be the fractional edge cover of query ħ, which is
a parameter that bounds the number of join results ħ(D) over any database instance. More formally,
for every database instance D′ with$ (# ) tuples in each relation, it holds that |ħ(D′) | = $ (# d∗ (ħ) )
as shown in [13].
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We use the notation fhw(ħ) to denote the fractional hypertree width [29] of the query ħ. The
fractional hypertree width roughly measures how close ħ is to being acyclic. For every acyclic join
query ħ, we have fhw(ħ) = 1. Given a cyclic join query ħ, we convert it to an equivalent acyclic
query such that each relation is the result of a (possibly cyclic) join query with fractional edge cover
at most fhw(ħ). Hence, a cyclic join query over a database instance with $ (# ) tuples per relation
can be converted, in $ (# fhw(ħ) ) time, to an equivalent acyclic join query over a database instance
with $ (# fhw(ħ) ) tuples per relation [13]. A more formal de�nition of fhw is given in Appendix E.
If ħ is clear from the context, we write fhw instead of fhw(ħ).
For two tuples/points1 ?, @ ∈ R3 let q (?, @) = | |? − @ | | =

(∑
9=1,...,3 (c� Ġ

(?) − c� Ġ
(@))2

)1/2
be

the Euclidean distance between ? and @. Throughout the paper, we use the Euclidean distance to
measure the error of the clustering.

Clustering. In this paper, we focus on :-median and :-means clustering. We start with some
useful general de�nitions. Let % be a set of points in R3 and let � be a set of : centers/points in R3 .
Let F : R3 → R>0 be a weight function such that F (?) is the weight of point ? ∈ % . For a point
? ∈ R3 , let q (?,�) = min2∈� q (?, 2). We de�ne

v� (%) =
∑
?∈%

F (?)q (?,�), and `� (%) =
∑
?∈%

F (?)q2 (?,�).

If % is an unweighted set, thenF (?) = 1 for every ? ∈ % .
:-median clustering: Given a weight functionF , a set of points % in R3 and a parameter : , the
goal is to �nd a set � ¢ R3 with |� | = : such that v� (%) is minimized. This is also called the
geometric :-median clustering problem. Equivalently, we de�ne the discrete :-median clustering

problem, where the goal is to �nd a set � ¦ % with |� | = : such that v� (%) is minimized.
Let OPT(%) = argmin(∈RĚ , |( |=: v( (%) be a set of : centers in R3 with the minimum vOPT(% ) (%).
For the discrete :-median problem let OPTdisc (%) = argmin(¦%, |( |=: v( (%). It is always true that
vOPT(% ) (%) f vOPTdisc (% ) (%) f 2vOPT(% ) (%). LetGkMedianAlgW (resp.DkMedianAlgW ) be a (known)
W-approximation algorithm for the geometric :-median problem (resp. discrete :-median problem)
in the standard computational setting2 that runs in )med

W ( |% |) time, where W is a constant.

:-means clustering: Given a weight function F , a set of points % in R3 and a parameter : ,
the goal is to �nd a set � ¢ R3 with |� | = : such that `� (%) is minimized. This is also called
the geometric :-means clustering problem. Equivalently, we de�ne the discrete :-means clustering

problem, where the goal is to �nd a set � ¦ % with |� | = : such that `� (%) is minimized.
Let OPT(%) = argmin(∈RĚ , |( |=: `( (%) be a set of : centers in R3 with the minimum `OPT(% ) (%).
For the discrete :-means problem let OPTdisc (%) = argmin(¦%, |( |=: `( (%). It is always true that
`OPT(% ) (%) f `OPTdisc (% ) (%) f 4`OPT(% ) (%). Let GkMeansAlgW (resp. DkMeansAlgW ) be a (known)
W-approximation algorithm for the geometric :-means problem (resp. discrete :-means problem) in
the standard computational setting that runs in )mean

W ( |% |) time, where W is a constant.

For simplicity, we use the same notation )med
W (·) for the running time of GkMedianAlg and

DkMedianAlg. Similarly, we use the same notation )mean
W (·) for the running time of GkMeansAlg

and DkMeansAlg. We also use the same notation OPT(·) for the optimum solution for :-means
and :-median clustering problems. It is always clear from the context whether we are referring to
:-means or :-median clustering.

In this paper, we study (both geometric and discrete) :-median and :-means clustering on the
result of a join query:

1The terms points and tuples are used interchangeably.
2In the standard computational setting data is stored in one table.
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De�nition 1.1. [Relational :-median clustering] Given a database instance D, a join query ħ, and
a positive integer parameter : , the goal is to �nd a set S ¦ R3 of size |S| = : such that v� (ħ(D))
is minimized. In the discrete relational :-median clustering the set S should be a subset of ħ(D).

De�nition 1.2. [Relational :-means clustering] Given a database instance D, a join query ħ, and a
positive integer parameter : , the goal is to �nd a set S ¦ R3 of size |S| = : such that the `S (ħ(D))
is minimized. In the discrete relational :-means clustering the set S should be a subset of ħ(D).

By relational :-median or :-means clustering, we are referring to the geometric versions, unless
explicitly stated otherwise for the discrete variants. We propose results for both versions. We note
that the clustering problem on relational data is de�ned over the unweighted set ħ(D). In order to
propose e�cient algorithms we will need to construct weighted subset of tuples (coresets) that are
used to derive small approximation factors for the relational clustering problems.

Approximation. We say that an algorithm is a relative V-approximation algorithm for the relational
:-median clustering if it returns a set S of size : such that vS (ħ(D)) f V · vOPT(ħ (D) )ħ(D). Next,
we say that an algorithm is an additive V-approximation algorithm for the relational :-median
clustering if it returns a set S of size : such that vS (ħ(D)) f vOPT(ħ (D) )ħ(D) + V . In this paper, we
focus on relative approximation algorithms, so when we refer to a V-approximation algorithm we
always mean relative V-approximation. Equivalently, we de�ne relative and additive approximation
algorithms for the relational :-means clustering.

1.2 Related work

There is a lot of research on :-median and :-means clustering in the standard computational setting.
For the :-median clustering there are several polynomial time algorithms with constant approxi-
mation ratio [12, 19, 40]. For the :-means clustering, there are also several constant approximation
algorithms such as [35]. In practice, a local search algorithm [41] is mostly used with a $ (log:)
approximation ratio. Furthermore, coresets (formal de�nition in Section 2) have been used to design
e�cient clustering algorithms [14, 32, 33]. Coresets are also used to propose e�cient clustering
algorithms in the streaming setting [16, 30] or the MPC model [15, 26]. All these algorithms work
in the standard computational setting and it is not clear how to e�ciently extend them to relational
clustering.

In its most general form, relational clustering is referring to clustering objects connected by links
representing persistent relationships between them. Di�erent variations of relational clustering
have been studied over the years in the database and data mining community, for example [9, 17,
28, 34, 38, 42, 45]. However, papers in this line of work either do not handle clustering on join
results or their methods do not have theoretical guarantees.
The discrete relational :-means clustering problem has been recently studied in the literature.

Khamis et al. [36], gave an e�cient implementation of the Lloyd’s :-means heuristic in the relational
setting, however it is known that the algorithm terminates in a local minimum without any
guarantee on the approximation factor. Relative approximation algorithms are also known for
the relational :-means clustering problem. Curtin et al. [23] construct a weighted set of tuples
(grid-coreset) such that an approximation algorithm for the weighted :-means clustering in the
grid-coreset returns an approximation solution to the relational :-means clustering. Their algorithm
runs in $̃ (:<# fhw+)mean

W (:<)) time and has a (W2+4W√W +4W)-approximation factor. For some join
queries, the approximation factor can be improved to (4W + 2√W + 1). Moseley et al. [44] designed a
relational implementation of the :-means++ algorithm [8, 11] to derive a better weighted coreset.
For a constant Y ∈ (0, 1), their algorithm runs in$ (:4# fhw log# +:2# fhw log9 # +)mean

W (: log# ))
expected time and has a (320+644(1+Y)W)-approximation factor. No e�cient relative approximation
algorithm is known for the relational :-median problem.
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Problem Method Approximation Running time Type

:-median
NEW (2 + Y)W $̃ (:23+2# fhw +)med

W (:2)) D

NEW (2 + Y)W $̃ (:2# fhw + :4 +)med
W (:2)) R

:-means

[23] W2 + 4W√W + 4W $̃ (:<# fhw +)mean
W (:<)) D

[44] 320 + 644(1 + Y)W $̃ (:4# fhw +)mean
W (:)) R

NEW (4 + Y)W $̃ (:23+2# fhw +)mean
W (:2)) D

NEW (4 + Y)W $̃ (:2# fhw + :4 +)mean
W (:2)) R

Table 1. Comparison of our new algorithms with the state-of-the-art relative approximation algorithms. For

our new algorithms we show the approximation for the discrete relational :-median and :-means clustering

problems. For the geometric version of the studied problems the approximation factor of our algorithms is

always (1 + Y)W . The running time is shown in data complexity. We assume that Y ∈ (0, 1) is a small constant.

The notation $̃ is used to hide log$ (1) # factors from the running time. )med
W (~) (resp. )mean

W (~)) is the
running time of a known W-approximation algorithm over ~ points for the :-median (resp. :-means) clustering

in the standard computational se�ing. fhw is the fractional hypertree width of ħ. The number of a�ributes in

the query ħ is denoted by 3 . The le�er R stands for randomized, while D stands for deterministic algorithm.

Additive approximation algorithms are also known for relational clustering problems. Chen et
al. [20], constructed coresets for empirical risk minimization problems in relational data. Their
algorithm is quite general and can support relational clustering, i.e., :-median and :-means can be
formulated as risk minimization problems. They work independently in every relation to compute a
good enough coreset and then by the aggregation tree algorithm they merge the solutions carefully
using properties of the :-center clustering. We note that the authors do not design algorithms
for relational clustering problems, instead, they compute a coreset such that any approximation
algorithm (for :-median or :-means) on the coreset returns an (additive) approximation of the
relational :-median or :-means problem. Running GkMedianAlg on top of their coreset leads
to a randomized algorithm that runs in $ (# fhw + )med

W (1)) time and has an Y · W · diam(ħ(D))
additive approximation term, with high probability, where diam(ħ(D)) is the largest Euclidean
distance between two tuples in ħ(D). For the relational :-means clustering, their algorithm runs in
$ (# fhw +)mean

W (1)) time, and has an Y · W · diam2 (ħ(D)) additive approximation term, with high
probability. In all cases we assume that Y ∈ (0, 1) is a small constant.
Finally, there is a lot of recent work on relational algorithms for learning problems such as,

linear regression and factorization [37, 39, 48, 51], SVMs [3, 4, 55], Independent Gaussian Mixture
models [21, 22]. In [50] the authors give a nice survey about learning over relational data. Generally,
in databases there is an interesting line of work solving combinatorial problems over relational data
without �rst computing the join results, such as ranked enumeration [24, 25, 53], quantiles [54],
direct access [18], diversity [6, 10, 43], and top-: [53].

1.3 Our results

The main results for the discrete relational clustering in this paper are summarized in Table 1. In
all cases, we assume that Y ∈ (0, 1) is a small constant decided by the user.

First, we present a deterministic (1 + Y)W-approximation algorithm for the (geometric) relational
:-median clustering that runs in $ (:23+2# fhw log3+2 # +)med

W (:2 log# )) time. Then, we show a
randomized (1 + Y)W-approximation algorithm for the (geometric) relational :-median clustering
that works with high probability and runs in$ (:2# fhw log# +:4 log3 (# ) log3 (:)+)med

W (:2 log# ))
time. If :2 log(# ) < log3 (:) the running time can be improved to $ (:2# fhw log# + :6 log4 (# ) +
)med
W (:2 log# )). In the discrete case, the approximation factor is (2+ Y)W . These are the �rst known
e�cient relative approximation algorithms for the relational :-median clustering problem.
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We extend our methods to show algorithms with the same guarantees for the relational :-
means clustering. We give a deterministic (1 + Y)W-approximation algorithm for the (geometric)
relational :-means clustering that runs in $ (:23+2# fhw log3+2 # +)mean

W (:2 log# )) time. Further-

more, we give a randomized (1 + Y)W-approximation algorithm that runs in $ (:2# fhw log# +
:4 log3 (# ) log3 (:) + )mean

W (:2 log# )) time. If :2 log(# ) < log3 (:) the running time can be im-

proved to $ (:2# fhw log# + :6 log4 (# ) +)mean
W (:2 log# )). In the discrete case the approximation

factor is (4 + Y)W . Our algorithms signi�cantly improve both the approximation factor and the
running time of the known algorithms on relational :-means clustering. Due to space limit, in
the next sections we focus on the relational :-median clustering. We show all the results for the
:-means clustering in Appendix A.
Remark 1. While our algorithms work for both acyclic and cyclic join queries, we �rst present
all our results assuming that ħ is an acyclic join query. In Section 4.2 we extend our results for
every join query using the generalized hypertree decomposition [29]. From now on we consider
that ħ is an acyclic join query, so fhw = 1.
Remark 2. For the relational :-means clustering, the algorithm in [44] is generally faster, by
log# factors, than the other algorithms for : = $ (1).

2 PRELIMINARIES

2.1 Coreset

We give the de�nition of coresets for both the relational :-median and :-means clustering problems.
Our algorithms construct small enough coresets to approximate the cost of the relational clustering.

A weighted set C ¦ R3 is an Y-coreset for the relational :-median clustering problem on ħ(D) if
for any set of : centers . ¢ R3 ,

(1 − Y)v. (ħ(D)) f v. (C) f (1 + Y)v. (ħ(D)) . (1)

Similarly, a weighted set C is an Y-coreset for the relational :-means clustering problem, if for
any set of : centers . ¢ R3 ,

(1 − Y)`. (ħ(D)) f `. (C) f (1 + Y)`. (ħ(D)). (2)

2.2 Data structures for aggregation queries

In this subsection, we show how we can combine known results in database theory to answer
aggregation queries in linear time with respect to the size of the database.

LetR be an axis-parallel hyper-rectangle inR3 .The goal is i) count the number of tuples |ħ(D)∩R|,
and ii) sample uniformly at random from ħ(D) ∩ R. The axis-parallel hyper-rectangle R is de�ned
as the product of 3 intervals over the attributes, i.e., R = {�1 × . . . × �3 ), where �8 = [08 , 18 ] for
08 , 18 ∈ R. Hence, R de�nes a set of 3 linear inequalities over the attributes, i.e., a tuple C lies in R if
and only if 0 9 f c� Ġ

(C) f 1 9 for every � 9 ∈ A. Let ? be a tuple in a relation '8 . If 0 9 f c� Ġ
(?) f 1 9

for every � 9 ∈ A8 , then we keep ? in '8 . Otherwise, we remove it. The set of surviving tuples is
exactly the set of tuples that might lead to join results in R. LetD′ ¦ D be the new database instance
such that ħ(D′) = ħ(D) ∩ R. The set D′ is found in $ (# ) time. Using Yannakakis algorithm [56]
we can count |ħ(D′) | in $ (# log# ) time and using [57] we can sample I tuples from ħ(D′) in
$ ((# + I) log# ) time. Using hashing, we can improve the running time of the algorithms to$ (# )
and $ (# + I log# ), respectively.
Lemma 2.1. Let R be a rectangle in R3 . There exists an algorithm CountRect(ħ,D,R) to count
|ħ(D) ∩ R| in $ (# log# ) time or $ (# ) time with high probability. Furthermore, there exists an

algorithm SampleRect(ħ,D,R, I) to sample I samples from ħ(D) ∩ R in $ ((# + I) log# ) time or

$ (# + I log# ) time with high probability.
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Let � ¦ A be a subset of the attributes. The result in Lemma 2.1 can also be used (straightfor-
wardly) to compute |c� (ħ(D)) ∩ R| or sample I samples from c� (ħ(D)) ∩ R in the same running
time, since |c� (ħ(D)) ∩ R| = |ħ(D) ∩ R|.

2.3 High level ideas

Before we start with the technical sections of the paper, we give high level ideas of our methods.
In Section 3, we assume that a set of centers- for the relational :-median clustering is given such

that v- (ħ(D)) is within a constant factor from the optimum :-median error with |- | > : . Using
- , we construct a coreset C for the relational :-median problem. Then we run GkMedianAlgW
(or DkMeansAlgW for the discrete version) on C to obtain the �nal solution S. While all previous
papers on relational clustering [20, 23, 44] construct weighted coresets, the coresets that were used
are sub-optimal. Instead, we use and modify the coreset construction from [33], which is a more
optimized coreset for the :-median (and :-means) clustering under the Euclidean metric, in the
standard computational setting. Of course, using such a coreset comes at a cost. First, it is not clear
how to construct a set - with the desired properties on relational data, e�ciently. In Section 4
we show how to construct - designing a hierarchical method over the attributes A. Second, it is
not straightforward to construct the coreset in [33] on relational data, given - . In fact, the coreset
construction in [33] cannot be applied (e�ciently) in the relational setting. Hence, inspired by [33],
we design a novel small coreset based on - and show that it can be applied to relational data.

More speci�cally, for any center G8 ∈ - , in [33], the authors �rst compute all points in the dataset
that have G8 as the closest center in - . Let %8 be this set of points. Then, they construct a grid
around G8 , and from every cell □ in the grid, they add one representative point from %8 ∩ □ with
weight |%8 ∩ □|. Unfortunately, in our setting we cannot compute %8 and/or |%8 ∩ □| e�ciently.

We resolve the two issues as follows. First, we construct a grid around G8 , but instead of computing
all tuples that have G8 as the closest center and process all cells, we check whether a cell □ is close
enough to the center G8 (Equation (3) in the next section). If not then we skip the cell. If yes, then
we take a representative tuple from □ and we set its weight to be the number of tuples in □ that do
not lie in a di�erent cell that has been already processed by our algorithm. Of course, the weight
of a representative tuple now is not the same as in [33] and we might count tuples even outside
of %8 , however with a careful analysis we make sure that the overall error is still bounded. The
second problem though, still remains; we need to count the number of tuples in □ excluding the
cells we have already visited from previous centers in - (notice that the grid cells of two di�erent
centers in - might intersect). We propose two methods to achieve it. In Section 3.1 we give a
deterministic method that constructs the arrangement of the complement of the visited cells and we
use Lemma 2.1 to count the number of tuples, exactly. However, this algorithm requires ¬( |- |3# )
time. In Section 3.2 we give a more involved and faster randomized approximation algorithm to
count the number of tuples based on sampling.

3 FROMMANY CENTERS TO EXACTLY : CENTERS

We describe an algorithm that constructs a coreset for the relational :-median clustering over the
(multi-set) projection of ħ(D) on an arbitrary subset of attributes. Let AD ¦ A be a subset of the
attributes. Let ħD (D) be the multi-set ħD (D) := cAī

(ħ(D)). Notice that |ħD (D) | = |ħ(D) | and its
size can be computed in $ (# ) time using Yannakakis algorithm. Let = = |ħD (D) | and 3D = |AD |.
Assume that- is a set of points in R3ī such that v- (ħD (D)) f U ·vOPT(ħī (D) ) (ħD (D)), where U > 1

is a constant. Notice that

v- (ħD (D)) =
∑

C ∈ħ (D)
q (cAī

(C), - ).
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We also assume that A is a real number such that v- (ħD (D)) f A f U · vOPT(ħī (D) ) (ħD (D)). In fact,
it follows from the following sections that we can also assume A

(1+Y )
√
2
f v- (ħD (D)). Note that

we do not assume anything about the size of - . In the next section, we show that we can always
consider |- | = $ (:2).
In this section we propose two algorithms that take as input - and A and return a set S ¢

R
3ī of cardinality |S| = : such that vS (ħD (D)) f (1 + Y)WvOPT(ħī (D) ) (ħD (D)), i.e., S is a (1 +

Y)W-approximation for the :-median problem in ħD (D). They also return a number AD such that
vS (ħD (D)) f AD f (1 + Y)WvOPT(ħī (D) ) (ħD (D)). We note that given a set of centers ( , we cannot
compute the error v( (ħD (D)) e�ciently, hence AD is needed to estimate the error of the clustering.
We also note that if AD = A, then the returned set S is an (1 + Y)W approximation solution for the
relational :-median clustering problem on ħ(D). For the discrete relational :-median clustering,
we return S ¦ ħ(D) and AD such that, vS (ħD (D)) f AD f (2 + Y)WvOPT(ħī (D) ) (ħD (D)).

The �rst algorithm is a slow deterministic algorithm that runs in ¬( |- |3ī+1# ) time. The second
algorithm is a faster randomized algorithm that runs in time roughly $ ( |- |# ) time. We mostly
focus on the geometric version of the relational :-median clustering, however, we always highlight
the di�erences with the discrete version.

3.1 Slow deterministic algorithm

For the slow deterministic algorithm we construct a hierarchical grid around every center G8 ∈ - .
Then, for every cell that is close enough to G8 , we compute the number of join results in ħD (D)
inside the cell that do not lie inside another cell previously processed by our algorithm. We count
the number of join results using Lemma 2.1.

Algorithm. The pseudocode of this algorithm is shown in Algorithm 1. We �rst set Y′ = Y/4 and
de�ne ¨ =

A
U=

as a lower bound estimate of the average radius
vOPT(ħī (D) ) (ħī (D) )

=
. For every point

G8 ∈ - we construct an exponential grid around G8 . Let &8, 9 be an axis parallel square with side
length ¨ · 29 centered at G8 , for 9 = 0, 1, . . . , 2 log(U=). Let +8,0 = &8,0 and let +8, 9 = &8, 9 \&8, 9−1. We

partition +8, 9 into a grid + 8, 9 of side length Y′¨29/(10U3D). Let + 8 =
⋃

9 + 8, 9 .

Fig. 1. The grid construction +̄8 around the red point

G8 ∈ - .

□1

□2G8

G8+1 G8+2

G8+3

Fig. 2. Let □1,□2 ∈ +̄8 . It holds that q (G8 ,□1) >

q (G8+1,□1) + diam(□1) so □1 is not processed by

the algorithm. G8+2 is the closest center to □2, i.e.,

q (-,□2) = q (G8+2,□2) and it holds q (G8 ,□2) <

q (G8+2,□2) + diam(□2), so □2 is processed by the al-

gorithm. The red (blue) dashed segments represent

the distances of G8 to □1 (□2), G8+1 (G8+2) to □1 (□2),
and the diameter of □1 (□2).

An example of the grid construction can be seen in Figure 1. The construction so far is similar to
the exponential grid in [33]. However, from now on the algorithm and the analysis is di�erent. Let
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Algorithm 1: RelClusteringSlow(ħ,D,AD, -, U, A, Y)
1 Y′ = Y/4;
2 = = |ħD (D) | = |ħ(D)) | (using Lemma 2.1);
3 ¨ =

A
U=

; � = ∅; C = ∅;
4 foreach G8 ∈ - do

5 foreach 9 = 0, 1, . . . , 2 log(U=) do
6 &8, 9 ← axis parallel square with length 29¨ centered at G8 ;

7 +8, 9 = &8, 9 \&8, 9−1; + 8, 9 ← grid of side length Y′29¨/(10U3D) in +8, 9 ;
8 + 8 =

⋃
9 + 8, 9 ;

9 foreach □ ∈ + 8 do

10 if q (G8 ,□) f q (-,□) + diam(□) then
11 Arr(�) ← arrangement of � ; Arr(�) ← complement of Arr(�);
12 Arr′ (�) ← partition of Arr(�) into hyper-rectangles;
13  □ = 0;
14 foreach R ∈ Arr′ (�) do
15 □R = □ ∩ R;  □ =  □ + CountRect(ħ,D,□R) (using Lemma 2.1);

16 if  □ > 0 then

17 B□ ← arbitrary tuple in ħD (D) ∩ (□ \�);
18 F (B□) =  □;
19 C ← C ∪ {B□};
20 � ← � ∪ {□};

21 S = GkMedianAlgW (C) (or S = DkMedianAlgW (C) for the discrete version);
22 AD =

1
1−Y′ vS (C);

23 return (S, AD);

� = ∅ be an empty set of grid cells. Let also C = ∅ be an empty point set in R3ī andF be a weight
function that we are going to de�ne on C.
For every G8 ∈ - , and for every cell □ ∈ + 8 we repeat the following steps. Let diam(□) be the

diameter of □. If
q (G8 ,□) f q (-,□) + diam(□), (3)

(an example of applying Equation (3) is shown in Figure 2) then we proceed as follows. Let�□ be the
set � just before the algorithm processes the cell □. The goal is to identify |ħD (D) ∩ (□ \�□) | and
if |ħD (D) ∩ (□ \�□) | > 0 then add a representative point B□ ∈ ħD (D) ∩ (□ \�□) in C with weight
F (B□) = |ħD (D) ∩ (□ \�□) |. Next, we construct the arrangement of �□. The arrangement [7, 31]
of �□, denoted Arr(�□), is a partitioning of �□ into rectangular contiguous regions, such that
for every region reg in the arrangement, reg lies in the same subset of �□. Let Arr(�□) be the
complement of Arr(�□), and let Arr′ (�□) be a partition of Arr(�□) into hyper-rectangles. For each
rectangle R ∈ Arr′ (�□), we compute □R = □∩R, which is also a hyper-rectangle in R3ī . Using the
CountRect(·) procedure form Lemma 2.1 we compute  □ =

∑
R∈Arr′ (� ) |□R ∩ ħD (D) |. If  □ > 0 we

also get an arbitrary point B□ from
⋃
R∈Arr′ (� ) □R ∩ ħD (D). We add B□ in C and we set its weight

F (B□) =  □. We say that all tuples in ħD (D) ∩ (□ \�□) are assigned to B□, and we add □ in � . An
example of the arrangement can be seen in Figure 3.
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�

Fig. 3. The black square is a cell □ ∈ +̄8 . The blue
squares define the set of cells in�□ (cells already pro-

cessed by the algorithm) that intersect □. The red

dashed segments show the arrangement of the com-

plement of�□ in□, i.e., the red dashed segments show

□ ∩ Arr′ (�□).

�

Fig. 4. The black square is a cell □ ∈ +̄8 . The blue
squares define the set of heavy cells in �□ that in-

tersect □. The points represent the set of samples

�□. Blue points are the samples in �□ while black

points are the samples in □ \ �□. Hence, 6□ = 8 and

" = |�□ | = 12. If g = 0.3 then 6□/" g 2 · g , and a

black point is selected as B□ with weight 8
12 ·

=□
1−Y′ .

On the other hand, if the condition (3) is not satis�ed, then we skip □ and we continue with the
next cell in the exponential grid.
In the end, after repeating the algorithm for each G8 ∈ - , we get a weighted set C. We run

the standard algorithm for the weighted :-median problem GkMedianAlgW (or DkMedianAlgW for
the discrete :-median problem) on C to get a set of : centers S, and we return S as the answer.
Furthermore, we return AD =

1
1−Y′ vS (C).

Correctness. We �rst show that every tuple in ħD (D) is assigned to a point in C. Then, we
show that C is an Y′-coreset for ħD (D). Next, we show that S is a good approximation of the
optimum :-median solution and AD is a good approximation of vS (ħD (D)). Finally, we show that
vS (ħD (D)) f AD f (1 + Y)WvOPT(ħī (D) ) (ħD (D)). All missing proofs can be found in Appendix B.

Lemma 3.1. Every tuple C ∈ ħD (D) is assigned to a point in C. Furthermore, the number of tuples in

ħD (D) that are assigned to a point B ∈ C isF (B).

Proof. Let G8 ∈ - be the center that is closest to C . By de�nition, there will be a cell □ de�ned
by the exponential grid around G8 that contains C , since q (C, G8 ) f U=¨. We show that for the cell
□ the condition (3) holds. Let G 9 be the center such that q (G 9 ,□) = q (-,□). We have q (G8 ,□) f
q (G8 , C) f q (G 9 , C) f q (-,□) + diam(□). Hence, C is assigned in B□. The second part of the lemma
holds by de�nition. □

For a tuple C ∈ ħD (D), let □C be the cell from the exponential grid de�ned by the algorithm such
that □C is the �rst cell processed by the algorithm that contains C , i.e., C ∈ ħD (D) ∩ (□C \�□Ī ). Next,
we denote the assignment of each tuple C ∈ ħD (D) to a point in C by f , i.e., f (C) := B□Ī ∈ C. Let
8 (C) be the index such that □C ∈ + 8 (C ) . By de�nition, notice that G8 (C ) ∈ - is the center visited by
our algorithm at the moment that C is assigned to f (C).

Lemma 3.2. C is an Y′-coreset for ħD (D).

Proof. Let . be an arbitrary set of : points in R3ī . The error is de�ned as E = |v. (ħD (D)) −
v. (C)| f

∑
C ∈ħī (D) |q (C, . )−q (f (C), . ) |. By the triangle inequality,q (C, . ) f q (f (C), . )+q (C, f (C))

and q (f (C), . ) f q (C, . ) + q (C, f (C)). Hence, |q (C, . ) − q (f (C), . ) | f q (C, f (C)). We have,

E f
∑

C ∈ħī (D)
q (C, f (C)) =

∑
C ∈ħī (D),q (C,Gğ (Ī ) )f¨

q (C, f (C)) +
∑

C ∈ħī (D),q (C,Gğ (Ī ) )>¨
q (C, f (C)) .
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For q (C, G8 (C ) ) f ¨, by the construction of the exponential grid, we have q (C, f (C)) f diam(□C ) f
Y′

10U
¨, hence ∑

C ∈ħī (D),q (C,Gğ (Ī ) )f¨
q (C, f (C)) f Y′

10U
=¨ f Y′

10U
vOPT(ħī (D) ) (ħD (D)) .

For q (C, G8 (C ) ) > ¨, by the construction of the exponential grid we have q (C, f (C)) f diam(□C ) f
Y′

10U
q (C, G8 (C ) ). Notice that q (G8 (C ) ,□C ) f q (-,□C ) + diam(□C ), by condition (3). We have,

q (C, G8 (C ) ) f q (G8 (C ) ,□C ) + diam(□C ) f q (-,□C ) + 2diam(□C ) f q (C, - ) +
2Y′

10U
q (C, G8 (C ) )

ô q (C, G8 (C ) ) f
1

1 − 2Y′
10U

q (C, - ) f (1 + 4Y′

10U
)q (C, - ),

so q (C, f (C)) f Y′

10U
(1 + 4Y′

10U
)q (C, - ). Then, we get

E f Y′

10U
vOPT(ħī (D) ) (ħD (D)) +

Y′

10U
(1 + 4Y′

10U
)v- (ħD (D)) f (

2Y′

10
+ 4(Y′)2

100U
)vOPT(ħī (D) ) (ħD (D))

f Y′vOPT(ħī (D) ) (ħD (D)).
This implies that |v. (ħD (D)) − v. (C)| f Y′v. (ħD (D)). □

From the previous lemma, we conclude with the main result establishing the correctness of the
algorithm.

Lemma 3.3. IfGkMedianAlgW is used, thenS ¢ R3 and vS (ħD (D)) f AD f (1+Y)WvOPT(ħī (D) ) (ħD (D)).
If DkMedianAlgW is used, then S ¦ ħD (D) and vS (ħD (D)) f AD f (2 + Y)WvOPTdisc (ħī (D) ) (ħD (D)).

Proof. By the de�nition of GkMedianAlgW and Lemma 3.2, we have vS (C) f WvOPT(C) (C) f
WvOPT(ħī (D) ) (C) f (1 + Y′)WvOPT(ħī (D) ) (ħD (D)), and vS (C) g (1 − Y′)vS (ħ(D)), so

vS (ħD (D)) f
1

1 − Y′ vS (C) = AD f W
1

1 − Y′ vOPT(C) (C) f
1 + Y′
1 − Y′WvOPT(ħī (D) ) (ħD (D))

f (1 + 4Y′)WvOPT(ħī (D) ) (ħD (D)) = (1 + Y)WvOPT(ħī (D) ) (ħD (D)) .
The proof using the DkMedianAlgW algorithm is shown in Appendix B. □

Running time.

Lemma 3.4. |C| = $ ( |- |Y−3ī log# ).
Proof. For each G8 ∈ - there are 2 log(U# ) = $ (log# ) boxes &8, 9 . For each +8, 9 , we construct

$ (Y−3ī ) cells. In the worst case, C contains a point for every cell. □

The algorithm visits$ ( |- |Y−3ī log# ) cells. For each cell □, we check the condition (3) in$ ( |- |)
time and we compute the arrangement Arr(�□) in $ ( |- |3īY−3

2
ī log3ī # ) time. For each hyper-

rectangle in the complement, we run a query as in Lemma 2.1 in $ (# log# ) time. Overall, C is
constructed in $ ( |- |3ī+1Y−32

ī−3ī# log3ī+2 # ) time, and we get S in $ ()med
W ( |- |Y−3ī log# )) time.

Theorem 3.5. Let D be a database instance with # tuples, ħ be an acyclic join query over a

set of attributes A and AD ¦ A. Given a set - ¢ R3 , a constant U such that v- (ħD (D)) f
UvOPT(ħī (D) ) (ħD (D)), and a constant parameter Y ∈ (0, 1), there exists an algorithm that com-

putes a set S ¢ R3 of : points and a number AD in $ ( |- |3ī+1# log3ī+2 # + )med
W ( |- | log# )) time

such that vS (ħD (D)) f AD f (1 + Y)WvOPT(ħī (D) ) (ħD (D)). There also exists an algorithm that

computes a set S ¦ ħD (D) of : points and a number AD with the same running time, such that

vS (ħD (D)) f AD f (2 + Y)WvOPTdisc (ħī (D) ) (ħD (D)).
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Algorithm 2: RelClusteringFast(ħ,D,AD, -, U, A, Y)
1 Y′ = Y/34;
2 Lines 2–3 from Algorithm 1;
3 foreach G8 ∈ - do

4 Lines 5–8 from Algorithm 1;
5 � = ∅;
6 g = 1

16 |- | (Y′ )−Ěī −1 log# ;

7 " =
3
(Y′ )2g log(2#

103 );
8 foreach □ ∈ + 8 do

9 if q (G8 ,□) f q (-,□) + diam(□) then
10 �□ = cAī

(SampleRect(ħ,D,□, ")) (Using Lemma 2.1);
11 6□ = |�□ \ (� ∩ �□) |;
12 if

6□
"
g 2g then

13 B□ ← arbitrary tuple in �□ \ �;
14 =□ = CountRect(ħ,D,□) (Using Lemma 2.1);
15 F (B□) = 1

1−Y′ ·
6□
"
· =□;

16 C ← C ∪ {B□}; � ← � ∪ {□};

17 S = GkMedianAlgW (C) (or S = DkMedianAlgW (C) for the discrete version);
18 AD =

1+4Y′
1−9Y′ vS (C);

19 return (S, AD);

3.2 Fast randomized algorithm

As we show in Section 4.1, the algorithm in the previous section can be used to get a constant
approximation for the relational :-median problem. However, the running time is ¬( |- |3ī+1# ).
As we will see in the next section |- | = :2, leading to an ¬(:23ī+2# ) algorithm. In this section,
we propose a more involved randomized algorithm that improves the factor |- |3ī+1# to only
|- | ·# . Undoubtedly, the expensive part of the deterministic algorithm is the cardinality estimation
|ħD (D) ∩ (□ \�□) |. Next, we design a faster algorithm to overcome this obstacle. The algorithm
constructs exactly the same exponential grid as described above. However, in this algorithm, we
use a more involved approach to estimate the weightsF (B□) faster using random uniform sampling.
We use the same notation as in the previous subsection. Let C = ∅ and let ¨ as de�ned above. In
this algorithm, we will characterize each cell we visit as heavy or light. Let � denote the set of the
processed heavy cells. So, we initialize with � = ∅.
Algorithm. The pseudocode of the algorithm is shown in Algorithm 2. We set Y′ = Y/34. For
each G8 ∈ - and for each cell □ ∈ + 8 , we check condition (3). If it is satis�ed, then we process □.
Otherwise, we skip it and continue with the next cell. Let □ be a cell in the exponential grid that
the algorithm processes. We compute =□ = |ħD (D) ∩□| and we set g = 1

16 |- | (Y′ )−Ěī −1 log# . Using the

algorithm from Lemma 2.1, we sample with replacement a multi-set �□ of" =
3
(Y′ )2g log(2#

103 ) =
$ ( |- | (Y′)−3ī−3 log2 # ) points from ħD (D) ∩ □ and we set 6□ = |�□ \ (� ∩ �□) |, i.e., the number
of samples that are not currently contained in heavy cells we processed. If 6□

"
g 2g , then let B□

be any of the sampled points in �□ \ � as the representative point of □. We add B□ in C with
weightF (B□) = 1

1−Y′ ·
6□
"
· =□. We say that all the points in ħD (D) ∩ (□ \ �) are mapped to B□. We
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characterize □ as a heavy cell and we add it to �. Otherwise, if 6□
"

< 2g , then □ is a light cell, we
skip it and continue processing the next cell. An example of the sampling procedure is shown
in Figure 4. In the end, after repeating the algorithm for each G8 ∈ - , we have a weighted set
C of size $ ( |- |Y−3ī log=). We run the standard algorithm for the weighted :-median problem
GkMedianAlgW (or discrete :-median problem DkMedianAlgW ) on C to get a set of : centers S. We

return the set of centers S. Furthermore, we return AD =
1+4Y′
1−9Y′ vS (C).

Correctness. Let %D (heavy tuples) be the tuples in ħD (D) that belong to at least one heavy cell in
� and let %̄D = ħD (D) \ %D (light tuples), at the end of the algorithm. By construction, every tuple
C ∈ ħD (D), belongs to at least one heavy or light cell. Notice that a point C ∈ ħD (D) might �rst lie in
a light cell and only later in the algorithm it might be found in a heavy cell. It is straightforward to
see that any heavy point C ∈ %D is mapped to a point in C. For each C ∈ %D , let □C be the �rst heavy
cell visited by the algorithm such that C ∈ ħD (D) ∩ □C . Let 8 (C) be the index such that □C ∈ + 8 (C ) . In
the deterministic algorithm, we had the assignment function f (·) for all the points in ħD (�). In
this algorithm, we only map the points in %D , so we de�ne a new mapping function f̂ (·), i.e., for a
point C ∈ %D , f̂ (C) := B□Ī ∈ C. For a cell □ processed by the algorithm, let �□ be the set of heavy
cells found by the algorithm just before □ was processed. For a point ? ∈ C, let □? be the cell that
the algorithm processed while ? was added in C, and let =? = |ħD (D) ∩ (□? \ �□Ħ ) | be the number
of the points mapped to ? .

We show the correctness of our algorithm through a number of technical lemmas. We �rst show
a crucial observation. There exists a charging process where i) every light tuple (i.e., a tuple that
does not belong to a heavy cell) charges 1

Y′ heavy tuples that lie to the same cell as the light tuple,
and ii) every heavy tuple is charged at most once. This observation is then used to show that for
any set of : centers, the :-median error of ħD (D) is close enough to the :-median error with respect
to the heavy tuples so we can safely ignore the other tuples. Using this argument, we prove that
C is a 9Y′-coreset for the heavy points. Using all previous observations, we conclude that S is a
(1 + Y)W-approximation for the relational :-median clustering. All missing lemmas and proofs can
be found in Appendix C.

Lemma 3.6. For every point ? ∈ C, =? f F (?) f (1 + 4Y′)=? with probability at least 1 − 1
#ċ (1) .

Proof. Let ? ∈ C be a point in the coreset. By de�nition
6□Ħ
"
g 2g , so using the Cherno� bound,

as shown in [20] (Lemma 2), with probability at least 1 − 1
#ċ (1) it holds that

(1 − Y′) |ħD (D) ∩ (□? \ �□Ħ ) | f
6□Ħ

"
=□Ħ f (1 + Y′) |ħD (D) ∩ (□? \ �□Ħ ) |.

Hence, =? f F (?) f 1+Y′
1−Y′=? f (1 + 4Y′)=? with probability at least 1 − 1/#$ (1) . □

Let ! be the set of light cells found by the algorithm. For a cell □ ∈ !, let P!
□
be the set of the

points in ħD (D) ∩ □ that do not belong in a heavy cell at the time that the algorithm processes
□. Notice that a point ? ∈ P!

□
might also belong to %D (points that lie in at least one heavy cell)

because ? was found inside a heavy cell later in the algorithm. In addition, we note that it might be
possible that P!

□Ġ
∩ P!

□ℎ
≠ ∅, for 9 ≠ ℎ. Furthermore, let P�

□
be the set of points in ħD (D) ∩ □ that

belong in at least one heavy cell at the time that the algorithm processes □.
In the next technical lemma, we show the existence of a charging process that is later used to

estimate the :-median error of ħ(D) using only the heavy tuples %D .

Lemma 3.7. There exists a charging process that works with probability at least 1 − 1
#ċ (1) having

the following properties. For every cell □ ∈ !, each point ? ∈ P!
□
charges 1

Y′ points in P�
□
, such that, in

the end, every point C ∈ %D has been charged at most once.

Proc. ACM Manag. Data, Vol. 2, No. 5 (PODS), Article 213. Publication date: November 2024.



213:14 Aryan Esmailpour and Stavros Sintos

Proof. Let ! = {□1, . . . ,□[} be sorted in ascending order of |P!
□
|, i.e., |P!

□Ġ
| f |P!

□Ġ+1 |. It is
su�cient to show that for every 9 = 1, . . . , [, |P�

□Ġ
| − 1

Y′
∑

ℎ< 9 |P!
□ℎ
| g 1

Y
|P!
□Ġ
|. Indeed, if this

inequality holds for every 9 , then there are always at least 1
Y′ |P!

□Ġ
| uncharged points in P�

□Ġ
, and

we can charge each point in P!
□Ġ

to 1
Y′ points in P�

□Ġ
.

Recall that □9 ∈ ! is a light cell because the algorithm found that the ratio
|�□Ġ ∩PĈ

□Ġ
|

"
f 2g . In

this case, from the Cherno� bound (Lemma 2 in the full version of [20]) we have
| PĈ
□Ġ
|

| Pþ
□Ġ
|+| PĈ

□Ġ
| f 4g

with probability at least 1 − 1
#ċ (1) . Solving the inequality with respect to |P�

□Ġ
|, we get |P�

□Ġ
| g

1−4g
4g
|P!
□Ġ
| g 1

8g
|P!
□Ġ
|, because g <

1
8
. Hence, |P�

□Ġ
| g 2|- | (Y′)−3ī−1 log(# ) · |P!

□Ġ
|.

Next, we �nd an upper bound for 1
Y′
∑

ℎ< 9 |P!
□ℎ
|. Because of sorting in ascending order of |P!

□Ġ
|,

we have 1
Y′
∑

ℎ< 9 |P!
□ℎ
| f 9

Y′ |P!
□Ġ
| f |! |

Y′ |P!
□Ġ
| f |- | (Y′)−3ī−1 log(# ) · |P!

□Ġ
|.

Hence, we conclude that

|P�
□Ġ
| − 1

Y′

∑
ℎ< 9

|P!
□Ġ
| g 2|- | (Y′)−3ī−1 log(# ) |P!

□Ġ
| − |- | (Y′)−3ī−1 log(# ) |P!

□Ġ
| g 1

Y′
|P!
□Ġ
|.

□

For each point ? ∈ %̄D , let □8 (? ) ∈ ! be the cell in ! such that ? ∈ □8 (? ) and ? charges 1
Y′ points

in P�
□ğ (Ħ ) , as shown in Lemma 3.7. Let C 91 (? ) , . . . , C 91/ÿ′ (? ) be these points in P�

□ğ (Ħ ) .
Next, we show that the :-median error with respect to the heavy points %D approximates the

:-median error of all tuples in ħD (D).

Lemma 3.8. Let . be an arbitrary set of : points in R3ī . It holds that v. (%̄D) f Y′v. (%D) +
Y′v. (ħD (D)) and v. (ħD (D)) f (1 + 4Y′)v. (%D) with probability at least 1 − 1

#ċ (1) .

Proof. We start showing the �rst inequality v. (%̄D) f Y′v. (%D) + Y′v. (ħD (D)). We have
v. (%̄D) =

∑
?∈%̄ī q (?,. ). For a point ? ∈ %̄D and each ℎ f 1

Y′ , by triangle inequality, we have

q (?,. ) f q (C 9ℎ (? ) , . ) + q (?, C 9ℎ (? ) ).

Taking the sum of these 1
Y′ inequalities, we have q (?,. ) f Y′

∑1/Y′
ℎ=1

q (C 9ℎ (? ) , . ) +Y′
∑1/Y′

ℎ=1
q (?, C 9ℎ (? ) ),

so we get

v. (%̄D) f Y′
∑
?∈%̄ī

1/Y′∑
ℎ=1

q (C 9ℎ (? ) , . ) + Y′
∑
?∈%̄ī

1/Y′∑
ℎ=1

q (?, C 9ℎ (? ) ).

From Lemma 3.7, we proved that any C ∈ %D is charged by at most one point in %̄D , so the �rst

term in the sum can be bounded as Y′
∑

?∈%̄ī
∑1/Y′

ℎ=1
q (C 9ℎ (? ) , . ) f Y′

∑
C ∈%ī q (C, . ) = Y′v. (%D). In

Appendix C we bound the second term in the sum showing that Y′
∑

?∈%̄ī
∑1/Y′

ℎ=1
q (?, C 9ℎ (? ) ) f

(Y′)2v. (ħ(D)) < Y′v. (ħ(D)). Hence, the �rst inequality follows.
For the second inequality we have,

v. (%D) = v. (ħD (D)) − v. (%̄D) g v. (ħD (D)) − Y′v. (%D) − Y′v. (ħD (D)),

so v. (ħD (D)) f 1+Y′
1−Y′ v. (%D) f (1 + 4Y′)v. (%D). □

Using the inequalities in Lemma 3.8 and Lemma 3.6, we follow the proof of Lemma 3.2 and we
show the next result.

Lemma 3.9. C is an 9Y′-coreset of %D with probability at least 1 − 1
#ċ (1) .
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Proof. Let . be an arbitrary set of : points in R3ī , as we had in Lemma 3.2. From Lemma 3.6,
let Y? ∈ [0, 4Y′] be a real number such thatF (?) = (1 + Y? )=? , for ? ∈ C. With probability at least
1 − 1

#ċ (1) , we have,

E = |v. (%D) − v. (C)| = |
∑
C ∈%ī

q (C, . ) −
∑
?∈C

F (?)q (?,. ) | = |
∑
C ∈%ī

q (C, . ) −
∑
?∈C
(1 + Y? )=?q (?,. ) |

= |
∑
C ∈%ī

q (C, . ) −
∑
C ∈%ī
(1 + Yf̂ (C ) )q (f̂ (C), . ) | f

∑
C ∈%ī
|q (C, . ) − (1 + Yf̂ (C ) )q (f̂ (C), . ) |.

This inequality also follows from Lemma 3.6. Indeed, each f̂ (C) has a weight that is (1+ Yf̂ (C ) ) times
larger than the number of points in %D that are assigned to f̂ (C). We have,

E f
∑
C ∈%ī
|q (C, . ) − (1 + Yf̂ (C ) )q (f̂ (C), . ) | f

∑
C ∈%ī
|q (C, . ) − q (f̂ (C), . ) | + 4Y′

∑
C ∈%ī

q (f̂ (C), . )

f
∑
C ∈%ī

q (C, f̂ (C)) + 4Y′v. (%D).

Following the proof of Lemma 3.2 we have
∑

C ∈%ī q (C, f̂ (C)) f Y′v. (ħD (D)). From Lemma 3.8 we
get v. (ħD (D)) f (1 + 4Y′)v. (%D). We conclude that E f (5Y′ + 4(Y′)2)v. (%D) f 9Y′v. (%D). □

Form Lemma 3.9, we conclude to the main result.

Lemma 3.10. IfGkMedianAlgW is used, thenS ¢ R3 and vS (ħ(D)) f AD f (1+Y)WvOPT(ħ (D) ) (ħ(D)),
with probability at least 1− 1

#ċ (1) . If DkMedianAlgW is used, then S ¦ ħD (D) and vS (ħD (D)) f AD f
(2 + Y)WvOPTdisc (ħī (D) ) (ħD (D)), with probability at least 1 − 1

#ċ (1) .

Proof. We �rst consider the case where GkMedianAlgW is used. From Lemma 3.9, we have that

for any set of : points . in R3ī , (1 − 9Y′)v. (%D) f v. (C) f (1 + 9Y′)v. (%D), with probability at
least 1 − 1

#ċ (1) . By de�nition,

vS (C) f WvOPT(C) (C) f WvOPT(%ī ) (C) f (1 + 9Y′)WvOPT(%ī ) (%D). (4)

The last inequality follows by the de�nition of the coreset for . = OPT(%D). Since %D ¦ ħD (D) and
OPT(%D),OPT(ħD (D)) ¢ R3 , it also holds that vOPT(%ī ) (%D) f vOPT(ħī (D) ) (ħD (D)).

From Lemma 3.8 (for . = S) we have vS (ħD (D)) f (1 + 4Y′)vS (%D). Hence,

vS (ħD (D)) f (1 + 4Y′)vS (%D) f
1 + 4Y′
1 − 9Y′ vS (C) = AD f

(1 + 4Y′) (1 + 9Y′)
1 − 9Y′ WvOPT(ħī (D) ) (ħD (D))

f (1 + 34Y′)WvOPT(ħī (D) ) (ħD (D)) = (1 + Y)WvOPT(ħī (D) ) (ħD (D)) .

The proof using the DkMedianAlgW algorithm is shown in Appendix C. □

Running time. The total number of cells that the algorithm processes is $ ( |- |Y−3ī log# ). In
each cell, we take" = $ ( |- |Y−3ī−3 log2 # ) samples. Using Lemma 2.1, for each cell we spend$ (# +
" log# ) time to get the set of samples. For each sample, we check whether it belongs to a heavy cell
in �. This can be checked trivially in$ ( |� |) = $ ( |- |Y−3ī log# ) time, or in$ (log3ī ( |- |Y−3ī log# ))
time using a dynamic geometric data structure for stabbing queries [5, 52]. Finally, the standard
algorithm for :-median clustering on $ ( |- |Y−3ī log# ) points takes $ ()med

W ( |- |Y−3ī log# )) time.
The overall time of the algorithm is

$
(
# |- |Y−3ī log(# )+|- |2Y−23ī−3 log3 (# )min

{
|- |Y−3ī log(# ), log3ī ( |- |)

}
+)med

W ( |- |Y−3ī log# )
)
.
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Algorithm 3: Rel-k-Median(ħ,D,R, Y, D)
1 if D is a leaf node then

2 Let ' 9 be a relation in R such that �D ∈ A9 ;
3 Construct join tree ) of ħ with ' 9 in the root;
4 Run Yannakakis algorithm on ) to compute 2 (ℎ) = |{C ∈ ħ(D) | cAĠ

(C) = ℎ}|, ∀ℎ ∈ ' 9 ;
5 �D = c�ī

(' 9 );
6 foreach ? ∈ �D do

7 F (?) = ∑
ℎ∈' Ġ ,cýī (ℎ)=? 2 (ℎ);

8 SD = GkMedianAlgW (�D); AD = vSī (�D);
9 else

10 Let E and I be the children of D;
11 - = SE × SI ; A = AE + AI ;
12 (SD, AD) ← RelClusteringFast(ħ,D,AD, -, (1 + Y)W

√
2, A , Y);

13 return (SD, AD);

Theorem 3.11. Let D be a database instance with # tuples, ħ be an acyclic join query over

a set of attributes A, and AD ¦ A. Given a set - ¢ R3 , a constant U such that v- (ħD (D)) f
UvOPT(ħī (D) ) (ħD (D)), and a constant parameter Y ∈ (0, 1), there exists an algorithm that computes a

set S ¢ R3 of : points and a number AD in$ ( |- |# log# + |- |2 log3 (# )min{log3ī ( |- |), |- | log# }+
)med
W ( |- | log# )) such that vS (ħD (D)) f AD f (1 + Y)WvOPT(ħī (D) ) (ħD (D)), with probability at least

1 − 1
#ċ (1) . There also exists an algorithm that computes a set S ¦ ħD (D) of : points and a number

AD with the same running time, such that vS (ħD (D)) f AD f (2 + Y)WvOPTdisc (ħī (D) ) (ħD (D)), with
probability at least 1 − 1

#ċ (1) .

4 EFFICIENT ALGORITHMS

We use the results from Section 3 to describe a complete algorithm for the relational :-median
clustering. In the previous section, we saw how we can get a (1 + Y)W-approximation algorithm if
a set - along with a number A such that v- (ħ(D)) f A f $ (1)vOPT(ħ (D) )ħ(D) are given. In this
section, we e�ciently compute the set - and the value A , and present the complete algorithms for
the relational :-median clustering.

4.1 Acyclic queries

We construct a balanced binary tree T such that the 9-th leaf node stores the 9-th attribute � 9 ∈ A
(the order is arbitrary). For a node D of T , let TD be the subtree of T rooted at D. Let AD be the set
of attributes stored in the leaf nodes of TD . For every node D, our algorithm computes a set SD of
cardinality : and a real positive number AD such that

vSī (ħD (D)) f AD f (1 + Y)WvOPT(ħī (D) ) (ħD (D)), (5)

for the relational :-median clustering. For the discrete relational :-median clustering, our algorithm
computes a set SD of cardinality : and a real positive number AD such that

vSī (ħD (D)) f AD f (2 + Y)WvOPTdisc (ħī (D) ) (ħD (D)), (6)

The de�nition of ħD (D) is the same as in the previous section: ħD (D) = cAī
(ħ(D)). Simi-

larly, we use the notation 3D = |AD |. For a �nite set . ¢ R3 and a point C ∈ R3 let N(., C) =
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argmin~∈. q (C, ~), be the nearest neighbor of C in . . Recall that for any set . ¢ R3ī , v. (ħD (D)) =∑
C ∈ħ (D) q (cAī

(C), . ) = ∑
C ∈ħ (D)

√∑
� Ġ ∈Aī

(c� Ġ
(C) − c� Ġ

(N (., cAī
(C))))2.

The algorithm we propose works bottom-up on tree T . If D has children E, I we use the pre-
computed SE,SI and AE, AI to compute SD and AD .

Algorithm. First, we run the Yannakakis algorithm [56] on ħ(D) and we keep only the non-
dangling tuples in D, i.e., tuples in D that belong to at least one join result ħ(D). For any node D
of T , in Algorithm 3 we show the pseudocode for the geometric version of relational :-median
clustering, computing SD and AD .
Let D be a leaf node where AD contains one attribute �D ∈ A. This is the only case that we

try to implicitly construct ħD (D) as a set of $ (# ) points in R1 with cardinalities (weights). More
speci�cally, we construct the weighted set of points in R1, �D = c�ī

(ħ(D)) such that ? ∈ �D

has weight F (?) = |{C ∈ ħ(D) | c�ī
(C) = ?}|. Notice that �D is a set and not a multi-set. We

can compute �D and the weight function F (·) as follows. Let ' 9 be an arbitrary relation from R

that contains the attribute �D . We use the counting version of Yannakakis algorithm to count the
number of times that a tuple belongs in ħ(D). More speci�cally, we construct the join tree for ħ
and choose ' 9 as its root. Using Yannakakis algorithm, for every tuple ℎ in the root ' 9 we compute
2 (ℎ) = |{C ∈ ħ(D) | cAĠ

(C) = ℎ}|. By grouping together tuples from ' 9 with the same value on
attribute �D , we compute �D and the weight functionF (·). More speci�cally, we set �D = c�ī

(' 9 )
and for each ? ∈ �D , we set F (?) =

∑
ℎ∈' Ġ ,cýī (ℎ)=? 2 (ℎ). Finally, we run the standard weighted

:-median GkMedianAlgW (or discrete :-median DkMedianAlgW ) algorithm on the weighted set �D

and we get a set of : centers SD . We also compute AD = vSī (�D).
Next, assume that D is an inner node of T with two children E, I. The algorithm sets A = AE + AI

and - = SE × SI . Then, we run the algorithm from Theorem 3.11 (or Theorem 3.5) using - and A
as input and compute SD and AD . More speci�cally, for the relational :-median clustering we call
RelClusteringFast(ħ,D,AD, -, (1+Y)W

√
2, A , Y) , while for the discrete relational :-median clustering

we call RelClusteringFast(ħ,D,AD, -, 2(2 + Y)W
√
2, A , Y). Let d be the root of T . We return the set

S = Sd .
Correctness. As we explained above, for the leaf nodes, the algorithm is simple. Let D be an
intermediate node and let E and I be the two child nodes of D. Assuming that SE, AE and SI, AI
satisfy the Equation (5) (resp. Equation (6) for the discrete relational :-median), we show that SD
and AD satisfy Equation (5) (resp. Equation (6) for the discrete relational :-median). If we prove that
v- (ħD (D)) f AD f UvOPT(ħī (D) ) (ħD (D)), then the correctness follows from Theorem 3.11. The full
proof of the next lemma can be found in Appendix D.

Lemma 4.1. If GkMedianAlgW is used, then v- (ħD (D)) f AD f UvOPT(ħī (D) ) (ħD (D)), for U = (1+
Y)W
√
2. If DkMedianAlgW is used, then v- (ħD (D)) f AD f UvOPT(ħī (D) ) (ħD (D)), for U = 2(2+Y)W

√
2.

Proof. We focus on the case where GkMedianAlgW is used. Let OE = cAĬ
(OPT(ħD (D))), and

OI = cAİ
(OPT(ħD (D))). We de�ne O = OE × OI . Notice that OPT(ħD (D)) ¦ O so vO (ħD (D)) f

vOPT(ħī (D) ) (ħD (D)). We have,

v- (ħD (D)) =
∑

C ∈ħ (D)
| |cAī

(C) − N (-, cAī
(C)) | |

=

∑
C ∈ħ (D)

√
| |cAĬ
(C) − cAĬ

(N (-, cAī
(C))) | |2 + ||cAİ

(C) − cAİ
(N (-, cAī

(C))) | |2

f
∑

C ∈ħ (D)
| |cAĬ
(C) − N (SE, cAĬ

(C)) | | +
∑

C ∈ħ (D)
| |cAİ
(C) − N (SI, cAİ

(C)) | | f AE + AI
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f (1 + Y)W ©­«
∑

C ∈ħ (D)
| |cAĬ
(C) − N (OPT(ħE (D)), cAĬ

(C)) | |+
∑

C ∈ħ (D)
| |cAİ
(C) − N (OPT(ħI (D)), cAİ

(C)) | |ª®¬
f (1 + Y)W

√
2

∑
C ∈ħ (D)

√
| |cAĬ
(C) − cAĬ

(N (O, cAī
(C))) | |2 + ||cAİ

(C) − cAİ
(N (O, cAī

(C))) | |2

= (1 + Y)W
√
2

∑
C ∈ħ (D)

| |cAī
(C) − N (O, cAī

(C)) | | f (1 + Y)W
√
2 · vOPT(ħī (D) ) (ħD (D)).

Similarly, ifDkMedianAlgW is used, we have v- (ħD (D)) fAD f 2(2+Y)W
√
2 ·vOPT(ħī (D) ) (ħD (D)). □

Putting everything together, we conclude with the next theorem.

Theorem 4.2. Given an acyclic join query ħ, a database instance D, a parameter : , and a constant

parameter Y ∈ (0, 1), there exists an algorithm that computes a set S ¢ R3 of : points such that

vS (ħ(D)) f (1 + Y)WvOPT(ħ (D) ) (ħ(D)), with probability at least 1 − 1
#ċ (1) . The running time of

the algorithm is$ (#:2 log(# ) +:4 log3 (# )min{log3 (:), :2 log# } +)med
W (:2 log# )). Furthermore,

there exists an algorithm that computes a set S′ ¦ ħ(D) of : points in the same time such that

vS′ (ħ(D)) f (2 + Y)WvOPTdisc (ħ (D) ) (ħ(D)), with probability at least 1 − 1
#ċ (1) .

We extend the result of Theorem 4.3 for the relational :-means clustering in Appendix A. Using
Theorem 3.5 instead of Theorem 3.11 we can get a deterministic algorithm for the relational :-
median clustering problemwith the same approximation guarantees that runs in$ (:23+2# log3+2 #+
)med
W (:2 log# )) time.

4.2 Cyclic queries

We use the notion of fractional hypertree width [29] and use a standard procedure to extend our
algorithms to every (cyclic) join query ħ. For a cyclic join query ħ, we convert it to an equivalent
acyclic query such that each relation is the result of a (possibly cyclic) join query with fractional
edge cover at most fhw(ħ). We evaluate the (possibly cyclic) queries to derive the new relations
and then apply the algorithm from Section 4.1 on the new acyclic query. Since it is a typical method
in database theory, we give the details in Appendix E.

Theorem 4.3. Given a join query ħ, a database instanceD, a parameter : , and a constant parameter

Y ∈ (0, 1), there exists an algorithm that computes a set S ¢ R3 of : points such that vS (ħ(D)) f
(1 + Y)WvOPT(ħ (D) ) (ħ(D)), with probability at least 1 − 1

#ċ (1) . The running time of the algorithm is

$ (# fhw:2 log(# ) + :4 log3 (# )min{log3 (:), :2 log# } +)med
W (:2 log# )). Furthermore, there exists

an algorithm that computes a set S′ ¦ ħ(D) of : points in the same time such that vS′ (ħ(D)) f
(2+Y)WvOPTdisc (ħ (D) ) (ħ(D)), with probability at least 1− 1

#ċ (1) . The same results hold for the relational

:-means clustering problem.

5 CONCLUSION

In this paper we propose improved approximation algorithms for the relational :-median and
:-means clustering. There are multiple interesting open problems derived from this work. It is
interesting to check whether our geometric algorithms can be extended other clustering objective
functions such as the sum of radii clustering. It is also interesting to use the ideas proposed in this
paper to design clustering algorithms on the results of more complex queries such as conjunctive
queries with inequalities or conjunctive queries with negation. Finally, someone can study relational
clustering under di�erent distance functions such as the Hamming, Jaccard or the cosine distance.
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A EFFICIENT ALGORITHMS FOR RELATIONAL :-MEANS CLUSTERING

In this section, we focus on the relational :-means clustering. The algorithm is similar with the
algorithm described in section 3. However, there are changes in the analysis of the algorithms that
need to be addressed. For simplicity, we focus on the (geometric) relational :-means clustering.
All the results are straightforwardly extended to the discrete version using DkMeansAlgW instead
of GkMeansAlgW and using the fact that `OPT(. ) (. ) f `OPTdisc (. ) (. ) f 4`OPT(. ) (. ), for any set of
tuples . , equivalently to the relational :-median clustering problem in Sections 3, 4. Due to space
constraints, all missing proofs can be found in the full version of the paper [27].
We keep the main notation as it is in section 3. We change the de�nition of the set - to be a

set of points in R3ī such that `- (ħD (D)) f U · `OPT(ħī (D) ) (ħD (D)), where U > 1 is a constant.
Notice that `- (ħD (D)) =

∑
C ∈ħ (D) q

2 (cAī
(C), - ). We also assume that A is a real number such that

`- (ħD (D)) f A f U · `OPT(ħī (D) ) (ħD (D)). In fact, we can also assume that A
1+Y f `- (ħD (D)). Note

that again we do not assume anything about the size of - , and in the next section, we show that
we can always consider |- | = $ (:2). Again, we assume that at �rst, the set - and the number A are
given as input, and later we describe the algorithm to e�ciently construct - and A . Similarly to
the relational :-median clustering, we propose two algorithms, one slower deterministic and one
faster randomized. The running times of the algorithms are the same as the running times of the
algorithms for the relational :-median clustering.

A.1 Deterministic algorithm

We set ¨ =

√
A
U=

to be a lower bound estimate of the average mean radius
√

`OPT(ħī (D) ) (ħī (D) )
=

, and
keep all other parameters as described for the :-median coreset in section 3.1. Then we construct
the same exponential grids and follow the exact same algorithms to get the coreset C. Then, we
run the standard algorithm for the weighted :-means problem on C, GkMeansAlgW (C), to get a

set of : centers S. We return the set of centers S. Furthermore, we set and return AD =
1

1−Y `S (C).
Correctness. We conduct a correctness analysis by proving analogous versions of the lemmas
established for the :-median clustering, but this time for the :-means clustering.

For any tuple C ∈ ħD (D), let G8 ∈ - be the center that is closest to C . We have that q (C, G8 ) f U=¨.
So, the following lemma is correct by the same argument as in lemma 3.1.

Lemma A.1. Every tuple C ∈ ħD (D) is assigned to one point in C. Furthermore, the number of tuples

in ħD (D) that are assigned to a point B ∈ C isF (B).

Any point C ∈ ħD (D) is assigned to one point in C, so we can de�ne G8 (C ) and f (C) as before.

Lemma A.2. C is a :-means Y-coreset for ħD (D).

Proof. Let . be an arbitrary set of : points in R3ī . The error is de�ned as

E = |`. (ħ(D)) − `. (C)| f
∑

C ∈ħī (D)
|q2 (C, . ) − q2 (f (C), . ) |

=

∑
C ∈ħī (D)

| (q (C, . ) − q (f (C), . )) (q (C, . ) + q (f (C), . )) |.

By the triangle inequality, q (C, . ) f q (f (C), . ) + q (C, f (C)) and q (f (C), . ) f q (C, . ) + q (C, f (C)).
Hence, |q (C, . ) − q (f (C), . ) | f q (C, f (C)). We have,

E f
∑

C ∈ħī (D)
| (q (C, . ) − q (f (C), . )) (q (C, . ) + q (f (C), . )) | f

∑
C ∈ħī (D)

q (C, f (C)) (2q (C, . ) + q (C, f (C)).
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We divide the points of ħD (D) into three cases. Let %1 = {C ∈ ħD (D) |q (C, G8 (C ) ) f ¨'q (C, . ) f ¨},
%2 = {C ∈ ħD (D) \ %1 |q (C, . ) f q (C, G8 (C ) )}, and %3 = {C ∈ ħD (D) \ %1 |q (C, G8 (C ) ) < q (C, . )}. Note
that we do not actually construct these sets, instead we only analyze the error induced by these
three types of points separately. It is straightforward to see that %1∪%2∪%3 = ħD (D) and %1∩%2 = ∅,
%1 ∩ %3 = ∅, %2 ∩ %3 = ∅.

For a point C ∈ %1, since q (C, G8 (C ) ) f ¨, by the construction of the exponential grid, we have that
q (C, f (C)) f diam(□C ) f Y

10U
¨, hence,∑

C ∈%1
q (C, f (C)) (2q (C, . ) + q (C, f (C)) f

∑
C ∈%1

Y

10U
¨(2¨ + Y

10U
¨) f 3Y

10U
=¨2 f 3Y

10
`$%) (ħī (D) ) (ħD (D)) .

By the de�nition of the set %2, we have q (C, G8 (C ) ) > ¨, hence, as shown in the proof of lemma
3.2, q (C, f (C)) f Y

10U
q (C, G8 (C ) ), and q (C, G8 (C ) ) f (1 + 4Y

10U
)q (C, - ). Therefore,∑

C ∈%2
q (C, f (C)) (2q (C, . ) + q (C, f (C)) f

∑
C ∈%2

Y

10U
q (C, G8 (C ) ) (2q (C, G8 (C ) ) +

Y

10U
q (C, G8 (C ) ))

f 3Y

10U

∑
C ∈%2

q2 (C, G8 (C ) ) f
3Y

10U

∑
C ∈%2
(1 + 4Y

10U
)q2 (C, - ) f 12Y

10U
`- (ħD (D)) f

12Y

10
`$%) (ħī (D) ) (ħD (D)) .

For the last case, where C ∈ %3, we haveq (C, f (C)) f Y
10U
q (C, . ). It holds because: Ifq (C, G8 (C ) ) f ¨,

thenq (C, f (C)) f Y
10U

¨ f Y
10U
q (C, . ). Ifq (C, G8 (C ) ) > ¨ thenq (C, f (C)) f Y

10U
q (C, G8 (C ) ) f Y

10U
q (C, . ).

Hence, we have,∑
C ∈%3

q (C, f (C)) (2q (C, . ) + q (C, f (C)) f
∑
C ∈%3

Y

10U
q (C, . ) (2q (C, . ) + Y

10U
q (C, . )) f 3Y

10U

∑
C ∈%3

q2 (C, . )

f 3Y

10U
`. (ħD (D)) f

3Y

10
`OPT(ħ (D) ) (ħD (D)) .

Finally, we bound the error,

E f
∑

C ∈ħī (D)
q (C, f (C)) (2q (C, . ) + q (C, f (C)) f

∑
C ∈%1

q (C, f (C)) (2q (C, . ) + q (C, f (C))

+
∑
C ∈%2

q (C, f (C)) (2q (C, . ) + q (C, f (C)) +
∑
C ∈%3

q (C, f (C)) (2q (C, . ) + q (C, f (C))

f 3Y

10
`$%) (ħī (D) ) (ħD (D)) +

12Y

10
`$%) (ħī (D) ) (ħD (D)) +

3Y

10
`OPT(ħ (D) ) (ħD (D)) f

18Y

10
`. (ħD (D)) .

Thus, if we set Y ← Y/18, the result follows. □

With the same argument as in lemma 3.3, we can prove the following lemma.

Lemma A.3. `S (ħD (D)) f AD f (1 + Y)W`OPT(ħī (D) ) (ħD (D)).
As the algorithm for constructing the :-means coreset is almost the same as the one for the

:-median’s coreset, and the only di�erence is in the analysis, the running time is the same and we
can conclude with the following theorem.

Theorem A.4. Let D be a database instance with # tuples, ħ be an acyclic join query over a

set of attributes A and AD ¦ A. Given a set - ¢ R3 , a constant U such that `- (ħD (D)) f
U`OPT(ħī (D) ) (ħD (D)), and a constant parameter Y ∈ (0, 1), there exists an algorithm that com-

putes a set S ¢ R3 of : points and a number AD in $ ( |- |3ī+1# log3ī+2 # + )mean
W ( |- | log# ))

time such that `S (ħD (D)) f AD f (1 + Y)W`OPT(ħī (D) ) (ħD (D)). There also exists an algorithm that

computes a set S ¦ ħD (D) of : points and a number AD with the same running time, such that

`S (ħD (D)) f AD f (4 + Y)W`OPTdisc (ħī (D) ) (ħD (D)).
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A.2 Randomized Algorithm

The algorithm for the :-means problem is exactly the same as the one we described in section
3.2 for the :-median problem. Hence, in this section, we use the same notation and prove the
additional lemmas required to show that the algorithm works also for :-means clustering. Note
that this algorithm builds the :-means version of the exponential grid as described in A.1, and then
continues with the randomized counting algorithm described in section 3.2.

Correctness. Notice that Lemmas 3.6 and 3.7 are independent of the objective function of the
problem and we can directly assume they are true without proving them again in this section. The
proof of the next lemma follows from the same steps as in Lemma 3.8.

LemmaA.5. Let. be an arbitrary set of: points inR3ī . It holds that `. (%̄D) f Y`. (%D)+Y`. (ħ(D))
and `. (ħD (D)) f (1 + Y)`. (%D) with probability at least 1 − 1

#ċ (1) .

Similarly, the proof of the next lemma is analogous to that of Lemma 3.9, and is shown in [27].

Lemma A.6. C is a :-means Y-coreset of %D with probability at least 1 − 1
#ċ (1) .

Finally, we show that `S (ħD (D)) is a good approximation of `OPT(ħī (D) (ħD (D)) and that AD =

1+Y
(1−Y )2 `S (C) is a good estimate of `S (ħD (D)). The proof of the following lemma is analogous to
that of Lemma 3.10.

Lemma A.7. `S (ħD (D)) f AD f (1 + Y)W`OPT(ħī (D) ) (ħD (D)), with probability at least 1 − 1
#ċ (1) .

Notice that there is no di�erence between the above algorithm and the one for :-median proposed
in section 3.2, and the only di�erence is in the correctness analysis. Therefore, the running is exactly
the same, and we can directly have the following theorem.

Theorem A.8. Let D be a database instance with # tuples, ħ be an acyclic join query over a

set of attributes A, and AD ¦ A. Given a set - ¢ R3 , a constant U such that `- (ħD (D)) f
U`OPT(ħī (D) ) (ħD (D)), and a constant parameter Y ∈ (0, 1), there exists an algorithm that computes a

set S ¢ R3 of : points and a number AD in$ ( |- |# log# + |- |2 log3 (# )min{log3ī ( |- |), |- | log# }+
)mean
W ( |- | log# )) such that `S (ħD (D)) f AD f (1+Y)W`OPT(ħī (D) ) (ħD (D)), with probability at least
1 − 1

#ċ (1) . There also exists an algorithm that computes a set S ¦ ħD (D) of : points and a number

AD with the same running time, such that `S (ħD (D)) f AD f (4 + Y)W`OPTdisc (ħī (D) ) (ħD (D)), with
probability at least 1 − 1

#ċ (1) .

A.3 E�icient Algorithms

We use the results from the previous section to describe a complete algorithm for the relational
:-means clustering. As we did in section 4.1, in this section, we describe how to e�ciently construct
the set - and the number A . To do so, we construct a binary tree as described in section 4.1, and
use the same notation. Our goal this time is to compute for each node D, a set SD , and a number AD ,
such that, `Sī (ħD (D)) f AD f (1 + Y)W`OPT(ħī (D) ) (ħD (D)) . (7)

The algorithm is identical to that of :-median clustering, with one di�erence: instead of applying
the standard :-median algorithm to the leaf nodes, we use the standard :-means algorithm, and for
the intermediate nodes, we apply the coreset-based relational :-means algorithms, as described
above.

Correctness. For any set. ¦ R3ī , `. (ħD (D)) =
∑

C ∈ħ (D) q
2 (cAī

(C), . ) = ∑
C ∈ħ (D)

∑
� Ġ ∈Aī

(c� Ġ
(C)−

c� Ġ
(N (., cAī

(C)))2. Assuming that SE, AE and SI, AI satisfy Equation 7, we show how to compute
SD and AD that satisfy Equation 7.
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If we prove that - is a constant U-approximation of the :-means problem on ħD (D) and
`- (ħD (D)) f AD f U`OPT(ħī (D) ) (ħD (D)), then the correctness follows from Theorem A.8 (or
Theorem A.4). The proof of the next lemma is a simpler version of the proof in Lemma 4.1, and it
follows by the same arguments. We show its proof in [27].

Lemma A.9. `- (ħD (D)) f AD f U`OPT(ħī (D) ) (ħD (D)).
We have that S = Sd is a (1 + Y)W approximation of the relational :-median problem in ħ(D).
The algorithm is the same as the proposed algorithm for the :-median problem, and it has the

same time complexity. Therefore we can conclude with the following theorem.

Theorem A.10. Given an acyclic join query ħ, a database instance D, a parameter : , and a constant

parameter Y ∈ (0, 1), there exists an algorithm that computes a set S ¢ R3 of : points such that

`S (ħ(D)) f (1 + Y)W`OPT(ħ (D) ) (ħ(D)), with probability at least 1 − 1
#ċ (1) . The running time of the

algorithm is $ (#:2 log(# ) + :4 log3 (# )min{log3 (:), :2 log# } + )mean
W (:2 log# )). Furthermore,

there exists an algorithm that computes a set S′ ¦ ħ(D) of : points in the same time such that

`S′ (ħ(D)) f (4 + Y)W`OPTdisc (ħ (D) ) (ħ(D)), with probability at least 1 − 1
#ċ (1) .

B MISSING PROOFS FROM SUBSECTION 3.1

Proof of Lemma 3.3. Next, we assume that DkMedianAlgW is used. We note that

vS (ħD (D)) f
1

1 − Y′ vS (C) = AD f W
1

1 − Y′ vOPTdisc (C) (C) f 2W
1

1 − Y′ vOPT(C) (C)

f 2
1 + Y′
1 − Y′WvOPT(ħī (D) ) (ħD (D)) f 2(1 + 4Y′)WvOPT(ħī (D) ) (ħD (D))

= 2(1 + Y)WvOPT(ħī (D) ) (ħD (D)) f 2(1 + Y)WvOPTdisc (ħī (D) ) (ħD (D)) .
The result follows setting Y ← Y/2. □

C MISSING PROOFS FROM SUBSECTION 3.2

Proof of Lemma 3.8. We bound the second term in the sum. We de�ne a new assignment
function f ′ as we did in Lemma 3.2. For a point ? ∈ %̄D we set f ′ (?) = ? . If a point C ∈ %D , is not
charged by any point in

⋃
□∈! P!

□
, then f ′ (C) = C . For a point C ∈ %D let ?C be the point in

⋃
□∈! P!

□

such that ?C charges C = C 9ℎ (?Ī ) for a value of ℎ, according to Lemma 3.7. If ?C ∈ %̄D then f ′ (C) = ?C .
If ?C ∈ %D , f ′ (C) = C . Using the new assignment function f ′ (·), the second term can be bounded as

Y′
∑
?∈%̄ī

1/Y′∑
ℎ=1

q (?, C 9ℎ (? ) ) f Y′
∑
C ∈%ī

q (C, f ′ (C)) f Y′
∑

C ∈ħī (D)
q (C, f ′ (C)) .

We note that f ′ is a di�erent assignment than the assignment f we used in Lemma 3.2, however,
notice that in all cases both C and f ′ (C) belong to the same cell de�ned by the exponential grids
as constructed and processed by the algorithm. In fact, both C and f ′ (C) belong in the same cell
□8′ (C ) ∈ + 8′ (C ) around a center G8′ (C ) ∈ - . By construction, condition (3) is satis�ed for G8′ (C )
and □8′ (C ) . Hence, the same properties hold. We can distinguish between q (C, G8′ (C ) ) f ¨ and
q (C, G8′ (C ) ) > ¨ as we did in Lemma 3.2 making the same arguments. Using the proof of Lemma 3.2,
we get that Y′

∑
C ∈ħī (D) q (C, f ′ (C)) f (Y′)2v. (ħD (D)) f Y′v. (ħD (D)). The �rst inequality v. (%̄D) f

Y′v. (%D) + Y′v. (ħD (D)) follows.
□

Proof of Lemma 3.10. We assume that DkMedianAlgW is used. We have,

vS (C) f WvOPTdisc (C) (C) f 2WvOPT(C) (C) f 2WvOPT(%ī ) (C) f 2(1 + 9Y′)WvOPT(%ī ) (%D)
f 2(1 + 9Y′)WvOPT(ħī (D) ) (ħD (D)), hence,
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vS (ħD (D)) f (1 + 4Y′)vS (%D) f
1 + 4Y′
1 − 9Y′ vS (C) = AD f 2

(1 + 4Y′) (1 + 9Y′)
1 − 9Y′ WvOPT(ħī (D) ) (ħD (D))

f 2(1 + 34Y′)WvOPT(ħī (D) ) (ħD (D)) f 2(1 + Y)WvOPTdisc (ħī (D) ) (ħD (D)).
The result follows setting Y ← Y/2. □

D MISSING PROOFS FROM SUBSECTION 4.1

Proof of Lemma 4.1. We �rst consider thatGkMedianAlgW is used. Let OE = cAĬ
(OPT(ħD (D))),

andOI = cAİ
(OPT(ħD (D))). We de�neO = OE×OI . Notice thatOPT(ħD (D)) ¦ O so vO (ħD (D)) f

vOPT(ħī (D) ) (ħD (D)). We have,

v- (ħD (D)) =
∑

C ∈ħ (D)
| |cAī

(C) − N (-, cAī
(C)) | |

=

∑
C ∈ħ (D)

√
| |cAĬ
(C) − cAĬ

(N (-, cAī
(C))) | |2 + ||cAİ

(C) − cAİ
(N (-, cAī

(C))) | |2

f
∑

C ∈ħ (D)
| |cAĬ
(C) − cAĬ

(N (-, cAī
(C))) | | +

∑
C ∈ħ (D)

| |cAİ
(C) − cAİ

(N (-, cAī
(C))) | |

=

∑
C ∈ħ (D)

| |cAĬ
(C) − N (SE, cAĬ

(C)) | | +
∑

C ∈ħ (D)
| |cAİ
(C) − N (SI, cAİ

(C)) | | f AE + AI

f (1 + Y)W ©­«
∑

C ∈ħ (D)
| |cAĬ
(C)−N (OPT(ħE (D)), cAĬ

(C)) | |+
∑

C ∈ħ (D)
| |cAİ
(C) − N (OPT(ħI (D)), cAİ

(C)) | |ª®¬
f (1 + Y)W

∑
C ∈ħ (D)

| |cAĬ
(C) − N (OE, cAĬ

(C)) | | + (1 + Y)W
∑

C ∈ħ (D)
| |cAİ
(C) − N (OI, cAİ

(C)) | |

= (1 + Y)W
∑

C ∈ħ (D)

(
| |cAĬ
(C) − cAĬ

(N (O, cAī
(C))) | | + | |cAİ

(C) − cAİ
(N (O, cAī

(C))) | |
)

f (1 + Y)W
√
2

∑
C ∈ħ (D)

√
| |cAĬ
(C) − cAĬ

(N (O, cAī
(C))) | |2 + ||cAİ

(C) − cAİ
(N (O, cAī

(C))) | |2

= (1 + Y)W
√
2

∑
C ∈ħ (D)

| |cAī
(C) − N (O, cAī

(C)) | | = (1 + Y)W
√
2 · vO (ħD (D))

f (1 + Y)W
√
2 · vOPT(ħī (D) ) (ħD (D)) .

The �rst and second equalities hold by the de�nition of the Euclidean metric. The third inequality
holds because

√
0 + 1 f

√
0 +
√
1, for 0, 1 > 0.

We show the fourth inequality by proof by contradiction. Notice that for any Ḡ ∈ - , cAĬ
(Ḡ) ∈ SE ,

because - = SE × SI . Let B ∈ SE be the closest point in SE from cAĬ
(C), and let G ∈ - be the

closest point in - from cAī
(C). Without loss of generality, assume that B is the unique nearest

neighbor. Assume that cAĬ
(N (-, cAī

(C))) ≠ N(SE, cAĬ
(C)) ô cAĬ

(G) ≠ B . In fact, assume that
cAĬ
(G) = B′ ∈ SE such that B′ ≠ B , and cAİ

(G) = B̄ ∈ SI . Let G ′ = B × B̄ ∈ - . We have,

| |G − cAī
(C) | | =

√ ∑
� Ġ ∈Aī

(c� Ġ
(G) − c� Ġ

(C))2 =
√ ∑

� Ġ ∈AĬ

(c� Ġ
(G) − c� Ġ

(C))2 +
∑

� Ġ ∈Aİ

(c� Ġ
(G) − c� Ġ

(C))2

>

√ ∑
� Ġ ∈AĬ

(c� Ġ
(B) − c� Ġ

(C))2 +
∑

� Ġ ∈Aİ

(c� Ġ
(B̄) − c� Ġ

(C))2 =
√ ∑

� Ġ ∈Aī

(c� Ġ
(G ′) − c� Ġ

(C))2

= | |G ′ − cAī
(C) | |,
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which is a contradiction because G is the closest point in - from cAī
(C).

The �fth inequality holds because AE, AI satisfy Equation (5). The sixth inequality holds because
of the de�nition of SE and SI , i.e., vSĬ (ħE (D)) f (1 + Y)WvOPT(ħĬ (D) ) (ħE (D)) (similarly for I).
The seventh inequality holds because vOPT(ħĬ (D) ) (ħE (D)) f vOĬ (ħE (D)) (similarly for I). The
eighth equality holds because it is equivalent to the fourth inequality. The ninth inequality holds
because 0 + 1 f

√
2
√
02 + 12 for 0, 1 > 0. The tenth equality holds because of the de�nition of

the Euclidean metric. The eleventh equality holds by de�nition of vO (ħD (D)). The last inequality
holds because OPT(ħD (D)) ¦ O. Overall, U = (1 + Y)W

√
2 which is a constant. Furthermore, notice

that A = AE + AI so the result follows. Moreover, AE f (1 + Y)
∑

C ∈ħ (D) | |cAĬ
(C) − N (SE, cAĬ

(C)) | | so
A f (1 + Y)

√
2v- (ħD (D)).

Similarly, we show the analysis assuming �GkMedianAlgW is used. We have,
v- (ħD (D)) f . . . f AE + AI

f (2 + Y)W ©­«
∑

C ∈ħ (D)

(
| |cAĬ
(C)−N (OPTdisc (ħE (D)), cAĬ

(C)) | |+ | |cAİ
(C)−N (OPTdisc (ħI (D)), cAİ

(C)) | |
)ª®¬

f 2(2 + Y)W ©­«
∑

C ∈ħ (D)

(
| |cAĬ
(C)−N (OPT(ħE (D)), cAĬ

(C)) | | + | |cAİ
(C)−N (OPT(ħI (D)), cAİ

(C)) | |
)ª®¬

f . . . f 2(2 + Y)W
√
2vOPT(ħī (D) ) (ħD (D)).

□

E EXTENSION TO CYCLIC QUERIES

A fractional edge cover of join query ħ is a point G = {G' | ' ∈ R} ∈ R< such that for any attribute
� ∈ A, ∑'∈Rý G' g 1, where R� are all the relations in A that contain the attribute �. As proved
in [13], the maximum output size of a join query ħ is $ (# ∥G ∥1 ). Since the above bound holds for
any fractional edge cover, we de�ne d = d (ħ) to be the fractional cover with the smallest ℓ1-norm,
i.e., d (ħ) is the value of the objective function of the optimal solution of linear programming (LP):
min

∑
'∈R G', s.t. ∀' ∈ R : G' g 0 and ∀� ∈ A :

∑
'∈AĎ

G' g 1.
Next, we give the de�nition of the Generalized Hypertree Decomposition (GHD). A GHD of ħ is

a pair (T , _), where T is a tree as an ordered set of nodes and _ : T → 2A is a labeling function
which associates to each vertex D ∈ T a subset of attributes in A, called _D , such that the following
conditions are satis�ed: i) (coverage) For each ' ∈ R, there is a node D ∈ T such that A' ¦ _D ,
where A' is the set of attributes contained in '; ii) (connectivity) For each � ∈ A, the set of nodes
{D ∈ T : � ∈ _D} forms a connected subtree of T .
Given a join query ħ, one of its GHD (T , _) and a node D ∈ T , the width of D is de�ned as the

optimal fractional edge covering number of its derived hypergraph (_D, ED), where ED = {A' ∩ _D :

' ∈ R}. Given a join query and a GHD (T , _), the width of (T , _) is de�ned as the maximum width
over all nodes in T . Then, the fractional hypertree width of a join query follows: The fractional
hypertree width of a join query ħ, denoted as fhw(ħ), is fhw(ħ) = min(T,_) maxD∈T d (_D, ED), i.e.,
the minimum width over all GHDs.
Overall, $ (# fhw) is an upper bound on the number of join results materialized for each node

in T . It is also the time complexity to compute the join results for each node in T [13]. Hence,
we converted our original cyclic query into an acyclic join query (with join tree T ) where each
relation has $ (# fhw) tuples. We execute all our algorithms to the new acyclic join query replacing
the # factor with the # fhw factor in the running time.
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