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Abstract

For both adults and children, learning from one’s mistakes (error-based learning) has been shown

to be advantageous over avoiding errors altogether (errorless learning) in pedagogical settings. How-

ever, it remains unclear whether this advantage carries over to nonpedagogical settings in children,

who mostly learn language in such settings. Using irregular plurals (e.g., “mice”) as a test case, we

conducted a corpus analysis (N = 227) and two preregistered experiments (N = 56, N = 99), to inves-

tigate the potency of error-based learning as a mechanism for language acquisition in 3- and 4-year-old

children. The results of the corpus analysis showed that incidental feedback after errors, in the form

of caregivers’ reformulations of children’s errors, was relatively infrequent, had modest informational

value, and was rarely used by children to correct their errors immediately. The following two exper-

iments contrasted error-based learning with errorless learning, where the correct utterance was mod-

eled for the child before a potential error was committed. The results showed that error-based learning

was not always effective, and when it was, it was certainly not superior to errorless learning. Collec-

tively, these findings question the extension of the benefits of error-based learning from pedagogical to

nonpedagogical settings and define constraints under which one mechanism may be more beneficial to

learning than the other.
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1. Introduction

How do children learn their native language? Research in cognitive science has often con-

ceptualized this question as a problem of statistical inference over parent input (e.g., Pinker,

1979). The two critical elements in this view are the quality of the input that children receive

(e.g., Cartmill et al., 2013) and their ability to make inferences based on that input (e.g., Gleit-

man et al., 2005; Nappa et al., 2009; Xu & Tenenbaum, 2007). Given the key role of these

two factors, much research has been dedicated to exploring what information is available to

children in input utterances (Gleitman, 1990), what constraints such input impose on their

inferences (Markman & Wachtel, 1988), and what machinery do they use to perform these

inferences (Smith & Yu, 2008). Modern theoretical frameworks have recently begun to incor-

porate children’s own productions as part of the language input for learning. One such theory

is the Usage-Based Theory of language learning, which focuses on how language is learned

in the context of interactions (Tomasello, 2000). Under this framework, different inputs lead

to individual differences in language use, and these differences in production will in turn lead

to differences in external input (Behrens, 2021). Similarly, dynamic systems theory charac-

terizes learning as a complex system where both the individual adapts their language to the

environment, and the environment adapts to the individual (Van Geert & Verspoor, 2015).

Both theories call for more research into this cyclic relationship: understanding how chil-

dren’s productions are shaped by input, how parents respond to their utterances, and then how

children learn from these responses. However, most cognitive research on production has

focused on learning phonological (Baese-Berk & Samuel, 2016, Keren-Portnoy et al., 2010)

and articulatory-phonetic aspects of language (Goldstein & Schwade, 2008; Humphreys et al.,

2010). Here, we extend this research to lexico-syntactic learning.

Children make many lexico-syntactic errors during language development (e.g., Hanley

et al., 2016; Nozari & Omaki, 2022), and some errors are natural consequences of learning

the structure of language. For example, as English-speaking children learn to extract mor-

phological rules of their language for pluralization, it is reasonable to infer that “mouses” is

the legitimate plural form of “mouse” and to produce that error. Young children frequently

produce these overregularization errors up until the age of 6, where the rate of overregular-

ization begins to steadily decrease (Marcus et al., 1992). Do these errors delay or facilitate

learning? Errors can be a double-edged sword. If the child learns from the error with the help

of feedback, it can boost their learning of the correct form. If, on the other hand, they learn

the error itself, it can slow learning. These two perspectives formally map on to error-based

and errorless learning and have been studied extensively in pedagogical contexts. This study

aims to extend this research to learning in nonpedagogical settings.

1.1. Errorless versus error-based learning

Errorless learning emphasizes the associative mechanisms behind learning. Also known as

Hebbian learning (Hebb, 1949), associative learning mechanisms propose that simultaneous

activation of representations link them together. For example, seeing a picture of mice while

hearing the word “mice” links the two. This manifests as learning, because the next time that
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the picture of mice is viewed, the word “mice” is activated through the connection previously

formed between the two. According to this account, errors are detrimental to learning because

they can lead to the formation of incorrect associations. For example, if viewing the picture

of mice co-occurs with hearing the word “mouses,” associative learning can strengthen the

incorrect pairing, leading to the erroneous retrieval and production of “mouses” next time a

picture of mice is seen. Assuming children’s own production as input to their learning, their

own errors would reinforce the incorrect associations. Therefore, to learn the correct form,

the most effective method would be to avoid making errors and instead practice a modeled

correct form.

In contrast to associative learning mechanisms, which emphasize learning from exposure

and co-occurrence, error-based learning mechanisms emphasize the active participation of

the learner in the learning process. An important element here is the idea of active infor-

mation retrieval from the input. When seeing a picture of mice, learners use the input to

activate an output, in the case of language learning, a word. As long as the learner retrieves

the correct output, the predictions of error-based and errorless learning accounts are not at

odds. But what if the learner retrieves the incorrect output, for example, “mouses”? Here,

error-based learning and errorless learning theories make the opposite predictions. According

to error-based learning, errors are good for learning, because they trigger corrective changes

in the system, through the implementation of a simple learning rule, called the delta rule

(Rumelhart et al., 1985). In a nutshell, the system takes an input and retrieves an output based

on its current state. This “actual output” is then compared to a “target output” (sometimes

called the teacher pattern), that is, what the system should have retrieved. Any discrepancy

between the actual and target outputs serves as an error signal. This error signal is then used

to adjust the connection weights between the input and output representations to increase the

chance of retrieving the correct output in the future, while making the incorrect output less

likely to be retrieved. Overall, since errors act as a learning signal, they are considered helpful

for learning. Fig. 1 shows a schematic of an error-based model applied to the mice/mouses

problem discussed above. As can be seen, the erroneous retrieval of “mouses” actually

promotes the learning of the correct form “mice.”

It is worth pointing out that in perceptual tasks, the perceiver’s actual output is often a

prediction (e.g., Rescorla & Wagner, 1972), whereas in production tasks, the actual output is

a production, that is, the outcome of selecting one of several activated representations (see

Nozari, 2018, for the problem of selection, and Oppenheim & Nozari, 2024, for mechanisms

of selection processes in production). The “target output” is often provided by feedback,

which can be explicit (as in most pedagogical settings) or implicit (as in many natural set-

tings).

To recap, errorless learning predicts poorer learning when learners are allowed to make

errors, because they could learn the incorrect associations, whereas error-based learning pre-

dicts better learning when learners make errors, because such errors trigger learning. But

which account best explains how errors impact children’s learning? There is some support on

either side. On the one hand, there are studies suggesting that errors are reinforced through

production. For example, Humphreys, Menzies, and Lake (2010) showed that if speakers
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Fig. 1. A schematic of error-based learning in the pluralization task, using the example “mice.”

Note. For simplicity, the network only shows the mapping of a concept (more than one mouse) to morphemes.

Adding phonology and articulatory phonetics does not change the critical dynamics of error-based learning

depicted here, since the locus of learning is mapping semantic to morphological representations. Arrows indi-

cate excitatory connections and curves, inhibitory connections. The thickness of the arrows indicates the strength

of the connections. (a) The initial state. The initial state of the system is informed by input throughout the child’s

life. It is likely that the child has had encounters with irregular plurals, so “mice” may already exist in the system,

but since the majority of nouns encountered by the child are regular nouns, the initial state is likely to be biased

toward regularization (stronger connections to mouse + s). (b) The first attempt. Given the bias toward regular-

ization in the system, the first attempt is likely to produce “mouses.” (c) Error-based learning. Feedback, such

as a reformulation of the original utterance now using the correct word, identifies the correct response as “mice”

(and not “mouse” + “s”). The system changes its connections in a way to increase the probability of retrieving

“mice” next time the concept is activated. This readjustment obeys the delta rule: connections are altered propor-

tional to the error signal and the activation of the supporting nodes. For correct responses, this alteration leads

to strengthening, whereas for incorrect responses, it leads to weakening. (d) Next production. The changes to the

connections resulting from error-based learning increase the likelihood of selecting “mice” over “mouses” next

time the concept of several mice is activated. During errorless learning, steps (b) and (c) do not happen. The child

simply produces “mice” (after a modeled utterance). This production could strengthen the weights between “mice”

and its corresponding semantic features as shown in (d), although the pattern and magnitude of weight changes

are not necessarily the same across error-based and errorless learning.

made a phonological error (e.g., “beg pet” instead of “peg bet”), they were four times more

likely to repeat that error later in the experiment, suggesting that the error has been learned.

In contrast, there is some indirect evidence for the role of error-based learning in syntac-

tic production in children (e.g., Fazekas et al., 2020; Lin & Fisher, 2017; Peter et al., 2015).

The main idea behind these studies is exploiting a potential mismatch between an existing
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verb bias in the child’s language system and the input they receive to investigate changes

to production. Specifically, the studies use two structures, the prepositional-object structure

(PO, e.g., “He showed/passed the book to her”) and the double-object dative structure (DO,

e.g., “He showed/passed her the book”), with two verbs with opposing biases. These stud-

ies demonstrate that when the verb is presented or trained in a context that violates internal

predictions, that is, one that generates an error signal, children are more likely to shift to

the structure they were exposed to (Fazekas et al., 2020; Lin & Fisher, 2017; Peter et al.,

2015).

However, the most direct way to test the efficacy of errorless versus error-based account

in language learning comes from learning paradigms that either allow participants to make

errors and receive feedback (error-based mode) or model the utterance upfront to prevent

speakers from making errors as much as possible (errorless mode). For example, Middleton

et al. (2015) retrained individuals with aphasia in a picture naming task. In the error-based

learning mode, participants were first encouraged to retrieve the picture’s name. In the apha-

sic population, this often leads to errors. They then heard the correct response. In the error-

less learning mode, they first heard the correct response and repeated it, thus making few

errors. The authors found better learning in the error-based mode and replicated this effect

in a similar study (Schuchard & Middleton, 2018; but see Fillingham et al., 2006, for differ-

ent results. See also Fillingham et al., 2003, and Middleton & Schwartz, 2012, for reviews).

While this study tests errorless and error-based learning in adults with aphasia, the simple

and straightforward nature of the paradigm is well-suited for testing these two learning the-

ories in children. In a similar design, Saxton (1997) taught children the present and past

tense of novel irregular verbs (e.g., present tense: “pell”—past tense: “pold”). In the error-

less condition, children first heard the correct form and then repeated it. In the error-based

condition, they first attempted to produce the form and then heard the correct form. In keep-

ing with Middleton et al. (2015), Saxton (1997) found superior learning in the error-based

condition. Saxton et al. (1998) replicated this result and extended it to a 5-week learning

period.

These studies make a convincing case for the superiority of error-based learning in peda-

gogical settings and its extension to young children’s learning of morphosyntactic forms. It is

tempting to extrapolate these findings to claim that the same error-based learning mechanism

is the most potent mechanism for driving language acquisition in nonpedagogical settings.

However, an important feature of pedagogical settings is that participants’ primary goal and

focus is learning words. As such, feedback, which is provided regularly and explicitly in such

settings, can be assumed to be fully processed to trigger learning. In contrast, in most nonped-

agogical settings, where most of children’s language learning actually takes place, learning is

incidental, that is, language exposure occurs in the context of an activity with a goal different

that teaching the child a new word. It thus remains unclear whether feedback is reliable and

fully processed in such settings. If so, one could expect a clear extension of the advantage of

error-based learning mechanisms from pedagogical to nonpedagogical settings. Conversely,

unreliable feedback or feedback not used properly would cast doubt on the superiority of

error-based learning mechanisms in driving learning in nonpedagogical settings.
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1.2. Feedback processing during language learning in children

When learners make an error, corrective feedback should help with repairing that error and

learning the correct target. Critically, feedback is most useful when paired closely in time

with the error (Goldstein & Schwade, 2008; Roseberry et al., 2014; see Masek et al., 2021,

for review). Aside from timing, two factors call for studies designed specifically to understand

feedback processing as children learn language in naturalistic environments: (a) the form and

frequency of feedback that children receive and (b) children’s ability or willingness to process

that feedback at the service of learning.

Unlike pedagogical settings, where errors are almost always followed by explicit feedback

which unequivocally point out a need for correction, natural language learning in children

does not frequently contain explicit error signals. And when it does, such error signals may

be disguised, making it harder for the child to register them. For example, when children

produce overregularizations such as “mouses,” parents rarely explicitly correct these errors,

for example, by producing utterances like “No! You say mice.” (Hirsh-Pasek et al., 1984).

Rather, they sometimes provide implicit negative evidence by replaying the child’s utterance,

but changing the error to the correct form, for example, “Yes, those are mice!” (Chouinard &

Clark, 2003; Hirsh-Pasek et al., 1984). This is called a reformulation, and it provides a subtle

and indirect signal to the child that they may have committed an error (Clark, 2020). It is

unclear how prevalent reformulations are in naturalistic conversation. Corpus analyses have

reported varying rates. For example, Chouinard and Clark (2003) and Farrar (1992) found that

parents reformulated almost half of their children’s errors, whereas other studies have found

much lower rates (e.g., 15%, Bohannon & Stanowicz, 1988; 21%, Hirsh-Pasek et al., 1984).

Let us assume, for the moment, that reformulations are frequent. Do children actually use

them for correcting their errors? There is some corpus evidence that reformulations can be a

useful learning signal and that children attend to them. For instance, Chouinard and Clark

(2003) demonstrated that parents are more likely to reformulate children’s errors than to

repeat correct utterances. They also reported that children frequently repeat, acknowledge, or

explicitly reject reformulations when their parents misunderstood them. In addition, children

have been shown to repeat their parents’ utterances more after reformulations than noncorrec-

tive repetitions (Farrar, 1992). Finally, grammatical forms of irregular words are more com-

mon in children’s speech after receiving reformulations than other noncorrective responses

(Nelson et al., 1973; Saxton, 2000). But these findings are not uncontested. For example, in

a corpus analysis conducted by Morgan et al. (1995), while the authors found similarly high

rates of reformulations as Chouinard and Clark (2003), they reported that children were not

more likely to correct themselves after reformulations compared to responses that did not con-

tain a correction or replay, suggesting children may not detect or make use of these implicit

corrections (see also Morgan & Travis, 1989). One caveat is that all these corpus studies

have had a small sample of children, with as few as one child (Saxton, 2000), and at most

27 children (Nelson et al., 1973). In short, reformulations are precisely the kind of feedback

that is expected to drive error-based learning in nonpedagogical settings. However, reports

of the rate and efficacy of reformulations vary substantially, making it difficult to draw clear

conclusions about the impact of children’s errors on the process of language development.
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1.3. The current study

This study examines whether error-based learning, which has consistently been shown to

benefit learning more in pedagogical settings, is more beneficial for language development

than errorless learning in nonpedagogical settings. We use the overregularization of plural

morphology as a test case because it is a common error in children under the age of 6, and

neurotypically developing children recover from them seemingly spontaneously by the age

of 10 (Marcus et al., 1992; McClelland et al., 1987; Ramscar et al., 2013). Since few parents

provide explicit instructions on inflectional morphology to their young children (Hirsh-Pasek

et al., 1984), these errors are an excellent test case for studying the role of incidental feedback

in learning.

Take two children both of whom start with no knowledge of irregular pluralization (a state

that every child experiences at some point in their life). Both children live in an environ-

ment where the correct plural forms are spoken and thus receive them as input (again, a fair

assumption for the majority of children). Child 1 is a talkative child who produces many over-

regularization errors, and thus receives environmental input as feedback to their errors. Child

2 is a taciturn child, who rarely attempts to produce a plural whose form they are unsure of.

Thus, the environmental input received by this child is not in the form of feedback to an error.

Both children eventually learn the correct plural forms. The question is which one shows

more efficient learning?

Ideally, one would study this in children’s natural environments. This was the motivation

behind our corpus study. The corpus analysis allowed us to assess, using a larger sample size

than used in prior studies, whether incidental feedback after errors was prevalent and infor-

mative, and whether children used it to correct their errors. However, while the corpus study

allows us to look at learning in children similar to Child 1 in our example, it is impossible to

get a baseline for children similar to Child 2 (i.e., with Child 1, we have a baseline of when

they did not know the correct form and can evaluate whether they did or did not learn from

feedback, but with Child 2, we do not know whether they did or did not know the correct

form to begin with). Thus, the corpus study provides useful but incomplete information. Even

if we somehow had access to the internal states of Child 2 in the corpus, there may have been

a confound: children who make errors may elicit feedback and thus get more exposure to the

correct forms. If so, Child 1’s advantage could be due to greater exposure to the correct form

and not due to the impact of errors on learning. Finally, Child 1 and Child 2 may have differ-

ent temperaments that affect learning for reasons other than cognitive principles of learnings.

To address these issues, we conducted two empirical studies which (a) equated input for both

cases, and (b) reduced the influence of personality by randomly assigning children to learning

conditions (Experiment 1) and by using a within-subject design (Experiment 2).

The experimental design followed the classic errorless versus error-based paradigm design

employed by Saxton (1997) and Middleton et al. (2015), embedded in a “dream-machine”

game. In Experiment 1, using a between-subject design, the child provided counts + nouns

(e.g., “one snake and two snowmen/snowmans”) to help the experimenter find their dream.

In Experiment 2, in a within-subject design, the task was simplified by dropping the counting

(“snakes and snowmen/snowmans”). In the errorless (Modeled) condition, the experimenter

first produced an utterance containing the critical nouns and the child then repeated it. In
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the error-based (Reformulated) condition, the child first attempted to produce the utterance,

and then heard the correct utterance from the experimenter. In a pre versus post design, we

compared the change to children’s pluralization errors in the two conditions.

If, similar to pedagogical settings, error-based learning is also a more effective mechanism

of language learning than errorless learning in nonpedagogical settings, we expect to replicate

the findings of Saxton (1997) and Saxton et al. (1998), namely, better learning in the error-

based than the errorless condition. If, on the other hand, children cannot effectively employ

reformulations to trigger error-based learning mechanisms, then learning in the errorless con-

dition should be at least as good or better than the error-based condition.

1.4. Data availability

The OSF repository containing the data and analysis files for all studies can be found here:

https://osf.io/bw8zh/?view_only=c923e0c88d954d61920009067dff8dc4.

2. Corpus analysis

Reformulation rates estimated in prior work vary widely, from 15% to 48% of errors

(Bohannon & Stanowicz, 1988; Chouinard & Clark, 2003; Farrar, 1992; Hirsh-Pasek et al.,

1984; Morgan et al., 1995). To get a more precise estimate for overregularization errors like

“mice,” we investigated all children available in the North American and British English cor-

pora of the Child Language Data Exchange System (CHILDES; MacWhinney, 2000). We

also measured children’s immediate uptake of corrections provided in reformulations.

2.1. Method

We searched CHILDES for irregular plural items that children acquire before the age of

6, as the past literature indicates that the majority of overregularization errors (e.g., “goed”

for “went”) have disappeared by this age (Marcus et al., 1992). This was formally done by

selecting items with an Age of Acquisition (AoA) of lower than 6 according to Kuperman

et al. (2012). Table 1 shows these items, along with their AoAs and lexical frequencies

(Brysbaert & New, 2009). From CHILDES, we sampled from both the English-United

Kingdom and the English-North American corpora any instance in which a child said a plural

form of our target irregular plurals, along with the two utterances that followed, in order to

capture possible reformulations and the child’s response to the reformulation. The correct

form and two common forms of overregularization errors were registered: adding an “s” on

either the singular form (“mouses”) or the plural form (“mices”). While this may not capture

every time the child attempts a plural form, this sample likely covers the most common cases.

We then only selected interactions in which someone other than the target child responded to

the initial utterance. This resulted in a sample of 3397 total correct and incorrect utterances

across 227 children (11.82−133.46 months; Mage = 40.17 months; SDage = 16.17 months).

Considering most initial errors (94.2%) were from children up to and including the age of

4, and nearly all the reformulations in this sample (see Table 2), the following analyses
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Table 1

Log10 word frequency (per one million words) and age of acquisition (AoA) of target words in the corpus analysis

Word Singular frequency Plural frequency Mean AoA SD AoA

man 4.97 4.28 3.11 1.24

woman 4.34 3.99 4.95 2.19

child 3.91 3.95 5.15 1.70

foot 3.52 3.79 3.44 1.38

tooth 2.75 3.38 3.61 1.09

mouse 2.99 2.52 4.94 1.76

goose 2.82 1.91 5.15 2.21

leaf 2.42 3.36 4.60 2.37

wolf 3.01 2.48 4.50 1.79

wife 4.25 2.90 5.67 3.20

knife 3.37 2.54 4.15 1.80

half 4.00 1.75 5.45 1.77

snowman 1.99 0.70 3.47 0.90

policeman 2.77 2.30 4.44 2.01

mailman 2.17 1.04 4.72 1.60

newsman 1.32 1.20 5.72 2.22

postman 2.11 0.77 5.22 2.10

fireman 2.17 2.04 5.05 1.22

fisherman 2.34 2.04 5.16 1.77

Note. Bold numbers make it easier to spot singular-dominant and plural-dominant nouns.

Table 2

Adult replays and reformulations of children’s incorrect utterances by age

Age (years)

Total

children

Total

utterances

Total

errors

Replay of

errors

Reformulation of

errors

Move on

from errors

0 1 1 0 0 0 0

1 31 254 6 1 (16.7%) 4 (66.7%) 1 (16.7%)

2 87 1265 115 23 (20%) 32 (27.8%) 60 (52.2%)

3 55 543 47 6 (12.8%) 7 (14.9%) 34 (72.3%

4 41 355 29 2 (6.9%) 7 (24.1%) 20 (68.9%)

5 5 56 1 0 0 1 (100%)

6–10 14 95 0 0 0 0

Sum (ages 0–4) 151 2418 197 32 (16.2%) 50 (25.4%) 115 (58.4%)

Sum total 160 2569 198 32 (16.2%) 50 (25.3%) 116 (58.6%)

Note. While our original corpus search included children of all ages, most errors were made by children aged

4 years old and under. Therefore, children ages 5 and older are not included in the subsequent analyses. The data

included in these analyses are highlighted in bold. Additionally, the subtotal and total children listed here do not

directly add to the total from each row, because some children were included in the corpus over the course of

multiple years. The numbers reported in the totals are the counts of unique children across the respective age

groups.
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focused on 4-year-olds and younger, which make up 94.1% of the total utterances (correct or

incorrect) in our original sample.

Since our interest is in characterizing the feedback provided by caregivers in children’s

natural environments, we then only selected interactions in which an adult caregiver [tagged

in the corpus as “mother,” “father,” “grandmother,” or “grandfather”] responded to the initial

utterance. Utterances from other children or those obtained in experimental settings were

not included (577 utterances). This left 2418 utterances, of which 197 utterances included

an overregularization error (8.2% error rate). Specifically, two types of caregiver response

were registered: (a) a replay, where the caregiver simply repeated the child’s plural form

(e.g., “mice” → “mice”/ “mouses” → “mouses”), and (b) a reformulation, where the adult

provided a form different from the plural in the child’s utterance (e.g., “mouses” → “mice,”

or much less commonly “mice” → “mouses”). Adults’ utterances did not have to exactly

repeat the form of the child’s utterance in order to be included; only the target item needed

to be said for the response to be considered a reformulation or replay. Consistent with prior

literature (Hirsh-Pasek et al., 1984), most reformulations in the corpus were implicit, except

for two utterances in which the adult said, “you mean [correct noun].” We also registered

whether children replied with the correct form after receiving a reformulation.

2.2. Results

Table 2 shows the adult replays and reformulations of children’s errors broken down by

age. Total number of utterances and errors made by children are shown together with three

types of adult responses to children’s errors specifically: replays (repeats of a child’s error),

reformulations (providing a correction to the child’s error), and move-on responses (answers

that did not contain the child’s error or an altered form of it). We are specifically interested in

replays and reformulations. Fig. 2 summarizes the average rates of these two responses across

individual children in the corpus, this time showing rates of responses to correct utterances

for comparison.

Overall, when children produced the correct irregular plural (e.g., “mice”), adults replayed

the plural form about one-third of the time (855 out of 2221 correct utterances, 38%). How-

ever, when children produced an error like “mouses,” adults also sometimes replayed their

overregularizations (32 out of 197 incorrect utterances, 16%), although the latter occurred

at significantly lower rates (t (2416) = 6.26, d = 0.47, p < .001, two-sample t-test). As for

reformulations, when children produced an error, adults reformulated their utterances about

a quarter of the time (50 utterances out of 197 incorrect utterances, 25%). Reformation of the

correct response also occasionally occurred (3 out of 2221 correct utterances, < 1%), but at

significantly lower rates (t (2416) = −26.3, d = 1.95, p < .001, two-sample t-test). All three

of these cases were instances of an adult adding “-s” to the correct irregular form. Twice an

adult replied with the plural form “childrens” after the child said “children,” and once an

adult replied with the form “feets” after the child said “feet.” Overregularization errors were

less frequent for plural-dominant targets (child, foot, leaf, tooth; 38% of the 197 errorful

utterances), which aligns with work by Biedermann et al. (2013) showing longer response

latencies for naming singular-dominant nouns in adults. Importantly, however, parental
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Fig. 2. Adults’ average rates of replay and reformulation to individual children’s correct responses and errors.

Note. Values show mean of subject means with 95% confidence intervals estimated by nonparametric bootstrap-

ping.

reformulation rate was comparable for overregularization errors made on plural-dominant

(27%) and singular-dominant (25%) errors, indicating that parents do not respond differently

to items with different frequencies in plural use.

These results show that reformulations are infrequent relative to the number of errors that

children make, and they are less common than replays of correct plural utterances. However,

the distributions of replays and reformulations across correct and error utterances are strik-

ingly different: reformulations occur almost exclusively after error responses, whereas replays

occur after both types of responses, albeit with a greater frequency after correct responses.

The different distributions of these two response types, together with the different base rates

of correct and error utterances in children, may cause reformulations and replays to carry

different amounts of information for signaling errors. To assess this, we calculated informa-

tion gain (IG), which is a measure of the reduction of entropy in a dataset when given new

information. Entropy refers to the probability distribution of a variable, so in the case of

accuracy, it captures the likelihood of a correct utterance. High entropy values indicate that

correct and incorrect utterances are more or less equally likely, whereas low entropy points to

the greater probability, or expectedness, of one utterance type. IG measures whether adding

another variable, in this case, response type (reformulations or replays), can help reduce the

entropy, or make a certain kind of utterance more predictable. Larger IG values indicate that

a given response type provides better information for signaling errors. Information Gain was

calculated as:

IG (A, R) = Entropy (A) − Entropy (A, R) ,
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where A is child’s accuracy (correct, error), and R is adult’s response type. Response type itself

was divided into replays (yes, no) and reformulations (yes, no). Overall, this formula takes

the dataset with only information of the child’s accuracy and subtracts the dataset when you

know both accuracy and response type, to understand how much information can be gained

by the response type variable. IG was calculated separately for replays and reformulations.

Generally, entropy of a variable such as X with c levels is computed as:

Entropy (X ) =

c
∑

i=1

−pilog2 pi,

where pi indicates the probability of each level of factor X. Given that accuracy has two levels

(correct, error) in our data,

Entropy (A) = −
(

pCorrect ∗ log2 pCorrect + pError ∗ log2 pError

)

.

Similarly, entropy of (X, Y) is generally computed as:

Entropy (X,Y ) =

∑

c∈Y

P (c) E (c) ,

where P(c) and E(c) denote the probability and entropy of each level of variable Y, respec-

tively. In our case, this is computed once for replays and once for reformulations. For example,

Entropy (A, Replay) = p
(

ReplayYes

)

∗ Entropy
(

ReplayYes

)

+ p
(

ReplayNo

)

∗ Entropy
(

ReplayNo

)

.

Using this method, IG(A, Replay) and IG(A, Reformulation) were 0.013 and 0.072 bits,

respectively (for a more thorough walk through of the calculations, see Appendix A). To

put the effect of information in more concrete terms, consider the entropy of the dataset

without considering the informativeness of reformulations, that is, Entropy(A), which was

0.407. This number reflects a split of children’s response accuracy into 91.9% correct and

8.1% errors. Ideally, the Entropy(A) would be driven down to 0, reflecting 100% expected

responses. With the information provided by reformulations, the entropy of the dataset, that

is, Entropy(A, R), was decreased to 0.335, reflecting a split of 93.8% versus 6.2% probability

of correct responses. This means that knowing whether the adult did or did not provide a

reformulation increases the probability of accurately identifying whether an utterance was

correct or not by about 2%. In short, the IG of neither replays nor reformulations is particularly

high, but between the two, reformulations are a more informative signal for learning and could

cause a modest reduction in error if used appropriately by children.

But do children actually use reformulations to correct their errors? To answer this ques-

tion, we looked at children’s responses to adults’ reformulations. Of the 50 reformulations to

incorrect utterances, only seven replies contained any attempts on children’s part to utter the

target word. Of those, five were repetitions of children’s original error (despite having been

corrected through reformulations), leaving only two instances where the child successfully

corrected their error through the reformulation. In other words, reformulations only led to

immediate error correction in 4% of the cases in the corpus.
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2.3. Discussion

Three findings were noteworthy from the corpus analysis: (1) First, we found that reformu-

lations are not very frequent. After making an overregularization error, our analysis returned

a reformulation rate of 25% in children up to and including age 4, where these errors are most

common. Compared to other studies, this number is closest to that reported by Hirsh-Pasek

et al. (1984), where they found a rate of 21%. Other studies have found lower rates, such

as 15% from Bohannon and Stanowicz (1988), while others have found higher rates ranging

from 41% to 48% (Chouinard & Clark, 2003; Farrar, 1992; Morgan et al., 1995). Although

there are fewer errors per child, the sample size of the current corpus analysis is much larger

than that reported in any of the prior studies and may thus better capture the variability in the

population. (2) Second, we found that despite their infrequency, reformulations have higher

informational value than replays. This is because parents almost never reformulate a child’s

correct utterance. Therefore, when they do, it can potentially provide a useful signal that the

utterance needs to be changed. But even though they are better signals than replays, the infor-

mational value is still modest. (3) Children do not seem to use reformulations very effectively,

at least over short periods of time. When children reattempted producing the target word after

a reformulation, they repeated their own errors more frequently than the adult’s reformula-

tion. This finding matches the finding of Morgan et al. (1995) who also reported that children

did not correct themselves more after a reformulation. In short, while reformulations could

be used as a learning signal, there was no strong indication in this corpus analysis that they

were.

Thus far, the results of the corpus analysis do not provide strong support in favor of effec-

tive learning from reformulation, and more generally error-based learning mechanisms with

incidental feedback. But this might be because reformulations are not very frequent in the

corpus. Although this finding is important per se, it may undermine the efficacy of error-

based mechanisms when feedback is consistently provided. We investigated this issue in two

experiments.

3. Experiment 1

Children played an interactive game with the experimenter in which they helped the

experimenter fix a broken dream machine, so she could better remember her dreams. On each

trial, a number of animals appeared in dream clouds and children were instructed to describe

the content of the cued cloud (see Fig. 3). For example, they would say “one snake and two

snowmen/snowmans.” The experiment had two conditions. In the Reformulated condition,

children first made an attempt at producing the sentence and then heard the correct version

produced by the experimenter. This condition reflects error-based learning opportunities. In

the Modeled condition, the experimenter first partially modeled the utterance, for example,

by saying “I remember a snake and some snowmen.” The child then provided the complete

utterance with the counts. This condition represents errorless learning. To equate input

between the two conditions, in the Reformulated condition even if the child produced the
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Fig. 3. Diagram of experiment flow for Experiment 1.

correct item, the experimenter would still provide the correct response. This way, all children

heard the correct form the same number of times. The only difference was the timing; in the

Reformulated condition, the correct utterance came after an error. In the Modeled condition,

before a potential error.

3.1. Method

3.1.1. Participants

The results of the corpus analysis were used to guide participant selection. As shown in

Table 2, the majority of overregularization errors were committed by children of 2−4 years

of age, with this kind of error almost completely disappearing after age 4. Our pilot testing

indicated that 2-year-old children were too young to participate in our experimental game

(cf., Arnon & Clark, 2011, for other kinds of tasks). However, children as young as 3 years of

age could understand and play the game with the instructor. For this reason, we focused on 3-

and 4-year-old children.

We did not have a prior effect size corresponding to incidental learning from refor-

mulations or to the comparison of learning rates between reformulating and modeling,

to use as our target effect size for estimating the necessary sample size. We, therefore,

prespecified a sample size of 60 children (Preregistration: https://osf.io/5edp7?view_only=

c923e0c88d954d61920009067dff8dc4) comparable to other studies (Arnon & Clark, 2011;

Fazekas et al., 2020; Lin & Fisher, 2017). To account for attritions, we recruited 66 3-and 4-

year-olds from the Psychology Department database and through community advertisement.

The only inclusion criteria were age, that children were neurotypically developing, and were

English speakers. All children participated online over Zoom, and families received a $10

Amazon gift card for their participation. Six children did not complete the game, and one

child was removed for experimenter error. The final sample consisted of 59 children (35 bio-

logically female, 3.09−4.96 years, Mage = 4.00, SDage = 0.50). The average age of children
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in the two experimental conditions was not significantly different from one another, as com-

pared by an independent sample t-test (t (57) = 1.63, p = .11). The study was approved by

the university’s Institutional Review Board (IRB).

3.1.2. Materials

We also used the corpus analysis to select the experimental materials. Children were tested

on eight irregular plurals (mice, geese, leaves, teeth, feet, men, women, snowmen). These

items were selected because they were the most frequent in the corpus, with the exception

of “snowman.” “Snowman” was selected instead of “fireman” (which was more common),

because its mean age of acquisition was lower, and it is more familiar to children from the

local area, which is a snowy region. In addition, eight regular plurals (snakes, frogs, pigs, cats,

dogs, spoons, forks, turtles) were included as fillers. These items were also high-frequency

and acquired before 6 years (see Appendix B for frequencies). The images corresponding to

these words were acquired from Google Images and the Public Domain Vectors website.

3.1.3. Procedure

Informed consent was obtained by parents before beginning the game. On Zoom, children

were told they would play a game to help the experimenter fix their dream machine. The

game lasted about 15 min on average. Each session had four phases: a pre-test, two blocks

of training trials, and a post-test (Fig. 3). In the pre-test, children were instructed to greet

each set of pictured entities, for example, by saying “Hi snowmans/snowmen!” to serve as an

evaluation of the children’s prior irregular word knowledge. If children did not know the name

or used the wrong word (e.g., saying “girl” instead of “woman”), the experimenter provided

the singular form of the noun and asked the child to try again. Half of the pictures were target

irregular nouns (mice, geese, leaves, teeth, feet, men, women, snowmen). The other half were

filler regular nouns. The regular plurals were used as fillers as to not direct the child’s attention

to the irregular nature of the target items.

After the pre-test came two blocks of training, which contained the study manipulation.

Children were told that the dream machine could not tell which of two dreams was correct,

and that they could help the experimenter by counting and naming the objects that distin-

guished the experimenter’s dream (the dream cloud connected to the trail of bubbles) from

another similar dream (Fig. 3). In each trial, the correct dream cloud blinked, and the child

described the content of the cloud to the experimenter with a conjoined noun phrase, for

example, “one snake and two snowmen/snowmans.” If the child named the wrong dream or

counted incorrectly, the experimenter reminded them to focus on the right dream and asked

them to try again.

Each of the irregular plural nouns occurred once within each block. The first block had 16

trials in which every noun appeared in its singular and plural form. Trials were 1
4

singular-

singular, 1
4

regular plural-irregular plural, and 1
2

a singular-plural with a combination of reg-

ular and irregular nouns. Two irregular plurals never appeared together within the same trial.

The second block had only 10 trials, removing some filler trials to reduce the duration of the
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game and thus maintain children’s attention. There were two fixed orders of trials counterbal-

anced across children.

Before completing the experimental trials, the experimenter modeled the task for children

and instructed them to repeat after her. Children then practiced the game with two trials that

only contained regular plurals and received feedback on their performance until they were

able to do the task correctly. They then completed the two training blocks with breaks in

between. Children were randomly assigned to one of the two experimental conditions in the

training phase. In the Reformulated condition, children first produced a conjoined noun phrase

and then heard the correct form from the experimenter. If children did not make a mistake, the

experimenter replayed the correct response (see Fig. 3). In the Modeled condition, the exper-

imenter said each correct form before the child’s turn (e.g., “I remember a snake and some

snowmen”), thus intercepting most of the errors before they surfaced. The experimenter did

not give any feedback after children’s productions. After finishing a trial, the experimenter

then pressed a button to start a new trial. Finally, during the post-test, the children said “good-

bye” to each of the pictured entities again (e.g., “Bye-bye snowmen!”), to test for any change

in their irregular noun production after the intervention.

3.1.4. Data preprocessing

Zoom sessions were recorded and then transcribed by three coders, who were native speak-

ers of American English. The coders marked whether the child provided the right number

(numerical error), whether the child used the correct root noun to refer to the object (lex-

ical error), and whether the child used the correct plural form (pluralization error). If the

child did not provide any number or word during a trial, it was coded as a numerical or lex-

ical error, respectively. Of the 59 videos, 12 videos were coded independently by a pair of

coders to detect the reliability of their coding. Coder judgments were reliably similar across

all three error types (numerical: Cohen’s κ = 0.99, lexical: κ = 0.86, and plural: κ = 0.93).

The coders then met to reconcile any disagreements they had regarding the responses of those

participants. Disagreements remained on 15 trials, and those were excluded from the analysis.

We intended to remove children who did not follow directions, and since that judgment

could become subjective, we instantiated a rule of lexical error rate of over 20% (note this is

independent of plural errors). Three children were removed because their error rate on pro-

ducing the correct lexical items exceeded 20%. This resulted in a sample of 56 children (34

biologically female, 3.19−4.96 years, Mage = 4.04, SDage = 0.49). The average age of chil-

dren in the two experimental conditions was still not significantly different from one another,

as compared by an independent sample t-test (t (54) = 1.14, p = .26). Of these participants,

30 were in the Modeled condition, and 26 were in the Reformulated condition. In addition,

any trials in which the child used the wrong lexical item were also removed from analyses.

If the child counted in a way that changed the noun from singular to plural or from plural to

singular, those trials were also removed (e.g., counting one mouse instead of the two mice

pictured). Finally, 15 trials on which the two coders did not reach a consensus were excluded.

These measures combined removed 8.04% of trials.

Before presenting the results, a sample size issue needs to be addressed. Since we excluded

three children based on their performance, the target sample size is four subjects lower than
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the preregistered 60. To assess the severity of this issue, we conducted a power analysis based

on the only available effect size from a previous study on learning from reformulations, that

is, Saxton (1997), using G*Power 3.1 (Faul et al., 2009). The effect size in that study was

quite large (Cohen’s d of 5.2), and given an alpha of 0.05, would require only six participants

to replicate the effect with a power of 95%. Although the design of that study differs from ours

in several ways, it is not unreasonable to assume that if reformulations are robustly used for

learning, a sample size that is already nine times larger than that reported by Saxton (1997)

should be able to capture the effect. If not, we are forced to conclude that the effect size

for any reformulation-based incidental learning must be much smaller than that reported by

Saxton (1997).

3.1.5. Statistical analysis

Unless stated otherwise, all analyses in this paper were carried out using mixed effect

models with the lme4 package (Bates et al., 2015) in R (version 4.2.1, R Core Development

Team, 2022). Following recommendations by Barr et al. (2013), we aimed for including the

maximal random effect structure, and when the model did not converge, removed slopes until

convergence was reached. Condition was center-coded as −0.5 for Reformulated and 0.5 for

Modeled. For error analyses, correct responses were coded as 0 and an error was coded as

1. p-Values were computed through Satterthwaite approximation using the LmerTest package

(version 3.1-3, Kuznetsova et al., 2017).

3.2. Results

Fig. 4 shows the pluralization error rates during each phase of the experiment. We first

tested whether children in both the Modeled and Reformulated conditions overregularized

the irregular nouns at similar rates at the pre-test. This model had pre-test error as its depen-

dent variable and condition (Modeled vs. Reformulated) as its independent variable. Results

showed comparable average error rates at pre-test across the two conditions (MModeled = .68,

MReformulated = .69, βModeled = −0.15, zModeled = −0.57, p = .57). This finding is impor-

tant, because it assures us that there were no significant baseline differences between the two

groups in terms of their pluralization knowledge.

Next, we turn to learning. Average post-test error rates for the Modeled and Reformulated

conditions were .48 and .64, respectively, suggesting a reduction of ∼20% in the Modeled

and ∼ 5% in the Reformulated condition. To assess differences in learning between the two

conditions, we predicted error rates from Phase (pre- vs. post-test), Condition (Modeled

vs. Reformulated), and their interaction. The model only tolerated the random intercept of

subjects and items, both of which were included. As shown in Table 3, children produced

significantly fewer errors in the post-test compared to pre-test, showing evidence of learning

(z = −4.13, p < .001). There were also marginally fewer errors in the Modeled condition (z

= −1.80, p = .071). Importantly, learning was better in the Modeled compared to the Refor-

mulated condition, as suggested by a significant interaction between Phase and Condition (z

= −2.09, p = .037).
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Fig. 4. Average proportions of pluralization errors by condition in the four phases of Experiment 1.

Note. Values show mean of subject means with 95% confidence intervals estimated by nonparametric bootstrap-

ping. Note that in blocks 1 and 2, Reformulated and Modeled have had different exposures to input. The critical

comparison is between pre- and post-test performance.

Table 3

Results of model predicting error rate from the interaction of phase of the experiment (pre or post) and condition

for Experiment 1

Fixed effect Coefficient SE z p-value

Intercept 0.579 0.378 1.533 .125

Phase −0.707 0.171 −4.133 < .001

Condition −0.483 0.268 −1.803 .071

Phase * Condition −0.710 0.340 −2.091 .037

To unpack the interaction observed in the model, we next tested pre- to post-test improve-

ment individually in each condition. Such improvement was significant in the Modeled (βPost

= −1.10, z = −4.70, p = < .001) but not in the Reformulated (βPost = −0.34, z = −1.38, p

= .168) condition.

3.3. Discussion

Results of Experiment 1 showed that learning was significantly better in the Modeled than

in the Reformulated condition. In fact, there was no robust evidence of learning in the Refor-

mulated condition. This finding is not unexpected given the results of our corpus analysis, as

well as past findings that also reported no clear evidence of immediate learning from reformu-

lations (Morgan et al., 1995). However, they are diametrically opposed to the experimental

findings reported by Saxton (1997) and Saxton and colleagues (1998), who demonstrated

much better learning after reformulations than modeling. We maintain that the current design
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Fig. 5. An example of Experiment 2 training phase for Modeled and Reformulated trials.

is more representative of language learning in natural environments, where 3- to 4-year-old

children are much more likely to learn words incidentally, as opposed to under explicit ped-

agogical instructions. That said, one could argue that the critical information in the current

task was conveyed by the numbers and not the nouns. It is thus possible that the task goal

distracted children from processing the nouns. Consequently, a correction on an erroneous

noun was not picked up, as it was not directly relevant to the task goal.

Although this finding is informative in its own right, it is reasonable to assume that there

are many situations in which the plural noun is more directly relevant to the task goal and,

therefore, more prominently in children’s focus of attention. If so, one could reasonably object

that reformulations have not been given their best shot against modeling. Experiment 2 was

designed to address this issue.

4. Experiment 2

Experiment 2 was designed to give incidental error-based learning its best shot in two ways.

First, to make plural nouns more directly relevant to the task goal, we changed the design such

that children were only presented with one dream cloud and a number of objects that moved

into it. Their task was to simply tell the experimenter which objects moved into the cloud, for

example, “spoons and mouses/mice” (Fig. 5). Similar to Experiment 1, in the Reformulated

condition, the experimenter provided the correct utterance after the child. In the Modeled

condition, the experimenter demonstrated the correct plural forms, for example, “I see trees,

dogs, and children, but which go into my dream?” and the child responded by repeating the

correct subset. Second, to increase statistical power, we used a within-subject design with

an increased sample size. The switch from a between- to within-subject design also removes

concerns about differences in the baseline learning abilities between children.
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4.1. Method

4.1.1. Participants

Results of Experiment 1 suggested that even if children can learn through incidental pro-

cessing of reformulations, the size of this effect would be much smaller than that reported

in Saxton (1997). We, therefore, adopted a different approach to sample size estimation in

Experiment 2. We hypothesized the smallest effect size of interest that may have any clinical

significance (estimated at 0.3), and determined that with an alpha of 0.05, a sample size of 90

participants would allow us to detect an effect with a power of 0.8 in a within-subject design.

To account for possible attrition, we preregistered the study with a sample size of 100 (Prereg-

istration: https://osf.io/r6m9q?view_only=c923e0c88d954d61920009067dff8dc4). Data were

collected from 102 3- and 4-year-olds over Zoom. Two children did not finish the game and

were replaced to reach our preregistered total of 100 children. The final sample contained 100

children (46 biologically female children, 3.00−4.98 years, Mage = 3.93, SDage = 0.58). Fam-

ilies were recruited in the same manner as Experiment 1, in addition to from local schools,

and online platforms Children Helping Science, Reddit, and NextDoor. They were offered the

same $10 gift card compensation. The study was approved by the university’s IRB.

4.1.2. Materials

Children were tested on seven of the same irregular nouns (mice, geese, teeth, feet, men,

women, snowmen). One item, “leaves,” was exchanged for “children” because the plural

forms (“leaves”/“leafs”) were phonetically difficult to distinguish, causing the largest number

of item-level exclusion in Experiment 1 due to irreconcilable disagreements between the two

coders. The same eight regular plural nouns were used as fillers (snakes, frogs, pigs, cats,

dogs, spoons, forks, turtles). However, the structure of this task added a third item that the

experimenter named in the Modeled condition (see Fig. 5). Therefore, we wanted to balance

exposure to the filler plural items that the child would produce along with the target items.

We thus included another set of five filler plurals (cars, trees, books, shoes, and apples; see

Appendix B for frequencies). Only the eight original regular plurals were named in conjunc-

tion with the irregular plurals by the child.

4.1.3. Procedure

As in Experiment 1, after informed consent was obtained by parents, children were told

they would help fix the experimenter’s dream machine. This game also took around 15 min

to complete. The structure of the session was similar to Experiment 1, with a pre-test, two

training blocks, and a post-test. Rather than immediately entering the pretest as in Experiment

1, children first labeled the images in their singular form to establish the root word. This

initial introduction was included to avoid correcting children in the pre-test. Children then

proceeded to the pre-test. Here, the items always appeared in pairs, but we asked children to

say the number “two” along with the label to encourage the use of plural in this phase (e.g.,

“two mice”).

During training blocks 1 and 2, three pairs of pictures appeared simultaneously outside the

dream cloud, and then two of the three pairs moved into the cloud. The child was instructed
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to tell the experimenter which pictures went into the cloud (Fig. 5). In the Reformulated con-

dition, the experimenter first asked the child “What was in my dream?”. She then pressed a

button to move the relevant objects into the dream cloud. The child then replied, for example,

“Spoons and mice/mouses!”. The experimenter then provided the correct response, for exam-

ple, “Spoons and mice!”. In the Modeled condition, the experimenter labeled all the pairs first,

by saying “I see books, spoons, and mice, but which go into my dream?”, and then pressed a

button to move the relevant objects to the dream cloud. The child then replied with a subset

of modeled utterances, for example, “Spoons and mice!”. Next, the experimenter pressed a

button to start a new trial.

Unlike Experiment 1, Experiment 2 used a within-subjects design in which each child com-

pleted trials from both conditions with different words. The assignment of words to Modeled

and Reformulated conditions was counterbalanced across participants. Modeled and Refor-

mulated trials were interleaved throughout the experiment, with two random orders of items

counterbalanced across participants. Using PowerPoint’s “presenter view,” the experimenter

had privileged access to each trial type and produced the prompt accordingly. Finally, at post-

test, children named the pairs again, for example, “two mice,” to assess whether there was

any difference in learning between the words they repeated compared to the words the exper-

imenter reformed.

4.1.4. Data preprocessing

Zoom sessions were recorded and transcribed by five coders, all of whom were native

speakers of American English. The coders then marked whether the child made a lexical or

plural error during each trial. To ensure reliable coding, 20 of the videos were coded indepen-

dently in pairs, and coder judgments were reliably similar across error types (lexical average

Cohen’s κ = 0.99 and plural: κ = 0.99). Using the same criterion for exclusion as in Exper-

iment 1 (> 20% lexical errors), one subject was excluded from the analysis. Therefore, the

final sample included in the analysis is 99 children (45 biologically female, Mage = 3.94,

SDage = 0.57). As in Experiment 1, any trials in which the child used the wrong lexical item

were removed from analyses, which was 5.2% of trials.

4.2. Results

Fig. 6 shows the results of Experiment 2. Statistical models were similar to those used in

Experiment 1.

Pre- and post-test error rates for the Modeled condition were .81 and .55, respectively,

showing an improvement of ∼26%. The same categories for the Reformulated condition

were .85 and .61, suggesting an improvement of ∼ 24%. As in Experiment 1, to assess differ-

ences in learning between the two conditions, we predicted error rates from Phase (pre- vs.

post-test), Condition (Modeled vs. Reformulated), and their interaction. The random effect

structure was identical to Experiment 1. Results are shown in Table 4. Children again pro-

duced significantly fewer errors in the post-test compared to the pre-test, showing evidence

of learning (z = −7.55, p < .001). This time, there was no significant effect of Condition or

an interaction between Phase and Condition.
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Fig. 6. Average proportions of pluralization errors by condition in the four phases of Experiment 2.

Note. Values show mean of subject means with 95% confidence intervals estimated by nonparametric bootstrap-

ping. Note that in blocks 1 and 2, Reformulated and Modeled have had different exposures to input. The critical

comparison is between pre- and post-test performance.

Table 4

Results of model predicting error rate from the interaction of phase of the experiment (pre or post) and condition

for Experiment 2

Fixed effect Coefficient SE z p-value

Intercept 2.138 0.309 6.918 < .001

Phase −1.572 0.208 −7.554 < .001

Condition 0.288 0.224 −1.286 .199

Phase * Condition −0.002 0.282 −0.008 .994

The absence of a significant effect of Condition or a Phase by Condition interaction sug-

gests comparable learning between the two conditions. To confirm that there was a significant

improvement from pre- to post-test in both conditions, we looked at each condition separately.

Improvement from the pre- to post-test was significant for both Modeled (βpost = −1.60, z =

−8.12, p = < .001) and for Reformulated (βpost = −1.65, z = −7.85, p = < .001).

4.3. Discussion

Experiment 2 was designed to give error-based learning from reformulations its best shot,

while still simulating an interactive play situation without an explicit pedagogical role to

more closely capture the situations in which young children learn language. We replicated

the benefit of errorless learning through modeling from Experiment 1. But this time, we also

found that error-based learning through reformulations can benefit learning. However, even

with increased power and target utterance being the focus of the communicative message, we
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found no evidence that error-based learning was superior to errorless learning as implied in

pedagogical studies such as Saxton (1997) and Saxton et al. (1998).

5. General discussion

In a corpus analysis and two experiments, we tested whether the clear superiority of error-

based learning over errorless learning observed in pedagogical settings extends to nonped-

agogical settings in children younger than 5 years of age. We aimed to compare how these

two learning mechanisms may contribute to children’s learning of correct irregular forms.

The corpus analysis found that adults reformulated children’s errors a quarter of the time,

comparable to Hirsh-Pasek and colleagues (1984) and somewhere between other past reports,

ranging from 15% to 48% (Bohannon & Stanowicz, 1988; Chouinard & Clark, 2003; Far-

rar, 1992; Morgan et al., 1995). Additionally, we found that the IG for reformulation, while

higher than replays, was modest (2% over a baseline of 92%). Finally, we did not find much

evidence in the corpus that children made immediate use of reformulations to change their

errors to correct utterances. In fact, in the few cases that children did reattempt to produce

the target word, they were more likely to repeat their own errors rather replacing it with the

correct form.

The results of Experiment 1 closely mirrored the findings of the corpus analysis. Repeat-

ing the correct form following the model from the experimenter was much more effective in

changing initial pluralization errors to correct forms than processing reformulations. In fact,

we found no robust evidence that reformulations benefitted learning when the target nouns

were not the critical focus of the communicative message. Experiment 2 was designed to

maximize the chance of observing a potential benefit of reformulations. In a within-subject

design with increased power and better control for between-subject variability, we tested

learning from modeling versus reformulations when the target nouns were the focus of chil-

dren’s communicative message. This time, we did observe a benefit of reformulations. How-

ever, even under these circumstances, there was no evidence that error-based learning was

superior to errorless learning. In summary, the study provides converging evidence against

error-based learning with incidental feedback as a more powerful mechanism (compared to

errorless learning) for morpholexical learning in children of this age, at least over short peri-

ods of time.

5.1. Why might error-based learning be difficult in children?

The current findings may be surprising, given prior research on the efficacy of error-based

learning and the centrality of this mechanism in many prominent models of learning in cog-

nitive psychology. The results directly oppose those in similar designs in individuals with

aphasia (Middleton et al., 2015; but see Fillingham et al., 2006) and even children (Saxton,

1997; Saxton et al., 1998). Additionally, these results may be seen as contradictory to a larger

body of research on the testing effect, which shows that a retrieval attempt, even if it leads

to an error, leads to better learning than simply studying the materials again (e.g., Bjork,
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1988; Karpicke & Blunt, 2011; Rawson & Dunlosky, 2011; see Roediger & Butler, 2011, and

Metcalfe, 2017, for reviews). Why might error-based learning not be the most potent mecha-

nism for learning in children? There are a few possible reasons for this. First, children make

many more errors than adults and past research has shown that they detect/correct a lower

proportion of those errors, even when they do possess the knowledge to switch to the correct

form (Hanley et al., 2016; Nozari & Omaki, 2022). This prior finding indicates poorer self-

monitoring abilities in children, which can explain the difference in the efficacy of error-based

learning mechanisms in pedagogical settings, where the explicit external feedback reduces

the need for self-monitoring to guide learning, compared to nonpedagogical settings, where

self-monitoring is the key for initiating learning. In keeping with this idea, when the relevant

information (i.e., the plural noun) was made the focus of the communicative message, that

is, when monitoring the relevant nouns became necessary for accomplishing the task goal,

children started to benefit from reformulations.

A second possible reason for the difficulty of error-based learning is that child language

production is marked by more preservatory behavior, compared to adult language (Stem-

berger, 1989; see Hepner & Nozari, 2020, for a similar demonstration in other production

systems with decreased signal to noise ratio). Both adults and children produce speech errors

by anticipating or perseverating words and segments. For example, the target sentence “Put

the book on the table” could turn into “Put the table on the table” (anticipation) or “Put the

book on the book” (perseveration). Similarly, the word “put” may be mistakenly pronounced

as /tʊt/ (anticipation) or /pʊp/ (perseveration). The ratio of anticipations to perseverations

is considerably higher in children than in adult speakers, indicating that they have trouble

suppressing what they have already produced (Dell et al., 1997; Stemberger, 1989). In the

current context, it is easier to learn by modeling than by reformulation, because the child has

produced the incorrect form more times in the Reformulated condition, which compounds

the problem of suppressing the past. In keeping with this possibility, children in our corpus

analysis repeated more of their own errors than caregivers’ corrections after reformulations.

The point about the difficulty of recovering from errors is worth emphasizing. While pre-

vious research has demonstrated how children make powerful statistical inferences based on

parent input (Saffran & Wilson, 2003; Scott & Fisher, 2012; Smith & Yu, 2008), children’s

own production is not always considered as a critical factor in models of language acquisition

(c.f., Tomasello, 2000; Clark, 2020). This is quite surprising, given the wide range of vari-

ables covered by such models, such as the quality of parent speech, socioeconomic status,

the focus of child’s spatial attention and gaze, sensitivity to informativeness, and capacity of

working memory (e.g., Bakopoulou et al., 2023; Bhat et al., 2022; Bohn et al., 2021; Dai-

ley & Bergelson, 2022). The findings of the current study lend further support to theories of

language learning such as usage-based theory and dynamic systems theory, which emphasize

that language use, such as production, is an important factor in shaping the learning envi-

ronment and outcomes (Tomasello, 2000; Van Geert & Verspoor, 2015). In the same vein,

there are now reports that producing language even affects how well adults learn to under-

stand language (Hopman & MacDonald, 2018; cf., Waller et al., 2024), not to mention that a

few production attempts are enough to implicitly change long-standing production patterns,

such as phonotactic or orthotactic constraints (Atilgan et al., 2022; Dell et al., 2000; Smalle
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et al, 2017; Warker & Dell, 2006; Warker et al., 2009). In short, the current findings strongly

suggest that language learning is not only influenced by external speech input, but also by

the learner’s own production and call for the better integration of production into models of

language acquisition in childhood.

5.2. When is error-based learning effective?

Although the current results did not support error-based learning as a particularly powerful

mechanism in language learning in children, it does not mean that such a mechanism cannot

be effective. Rather, error-based learning seems to be effective when certain conditions are

met. One such condition is when the task goal is specifically word learning, that is, when

the child’s attention is explicitly directed toward feedback as a critical signal for successfully

completing the task (Saxton, 1997; Saxton et al., 1998). Interestingly, our results suggest that

task goal may be graded. Even when the goal was not explicitly to learn words, children in

Experiment 2 did show learning in the error-based condition when the to-be-learned items

were the focus of discourse and directly relevant to the communicative goal.

Error-based learning may also be more effective for learning new words than for correcting

mistakes on old ones, because the errors produced during novel word learning are usually

less-practiced than those produced on already-known words. For example, in Saxton’s studies,

children have probably never produced the error “pelled” before, since its stem does not exist

in the lexicon. Whereas children in our study may have produced “mouses” and similar words

many times in the past. In the latter case, committing the error once again would reinforce an

existing connection that would be harder to undo through error-based learning.

Another favorable condition for error-based learning is when predictions exist in the child’s

language system without resulting in overt errors (Fazekas et al., 2020; Lin & Fisher, 2017;

Peter et al., 2015). It appears that the learning of the error, that is, strengthening the link

between the error and the concept through Hebbian learning, which follows overt error pro-

duction, can be powerful enough to override the benefit of error-based learning from internal

error signal. In caregiver-child play time, this can be incorporated by caregivers taking a more

active role in modeling names, for example, naming picture in a picture book, for the child,

rather than asking them to try out names. In pedagogical settings, this can be remedied by

encouraging the child to repeat the correct form after feedback has been provided, to undo

the undesirable learning of the erroneous form. We did not instruct children to do so in our

experiment, because the corpus results suggested that children rarely spontaneously repeated

after a reformulation, and our goal was to assess the efficacy of error-based learning under

circumstances that were better reflective of natural language learning environments. But it

is quite possible that asking the child to repeat the correct form after reformulations, as is

often practiced in pedagogical settings, would have led to better error-based learning (see

Middleton et al., 2015 for the success of this method in individuals with aphasia).

5.3. Are errorless and error-based mechanisms completely separable?

A potential objection to the design of all errorless versus error-based learning studies

reviewed in this paper (Middleton et al., 2015; Saxton, 1997; Saxton et al., 1998; Schuchard
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& Middleton, 2018) could be that the Modeled condition is not entirely errorless. If chil-

dren generate the incorrect prediction internally, the correct form uttered by the experimenter

could generate an error signal that drives error-based learning. This is similar to the mecha-

nism assumed in studies of syntactic priming/learning with matched or mismatched verb bias

reviewed in the introduction (Fazekas et al., 2020; Lin & Fisher, 2017; Peter et al., 2015). In

other words, what is assumed here is error-based learning through perception which transfers

to production. Although this is a possibility, it is not highly likely in the context of the current

experiment. Pickering and Gambi (2018) present a distinction between two mechanisms of

predictive processing that is helpful: they claim that associative prediction (e.g., activating

“key” when you hear “lock”) is automatic (e.g., Kamide et al., 2003), whereas the kind of

activation that transfers from perception to production requires deliberate activation of the

relevant representations in the production system, an action that is much less common than

the first type of prediction. They further argue that the latter is even less common in children

(e.g., Borovsky et al., 2014). In our own task, there is little time between the presentation of

the pictures that contain multiple entities and the utterance in the Modeled condition, leaving

little room for prediction before hearing the correct response.

Thus, the goal is not to claim that no error signal—and consequently no error-based

learning—is present in the Modeled condition. Similarly, even in the Reformulated condi-

tion, one could not rule out that there is some Hebbian learning at work, binding feedback

to the picture at the end of the process. Rather, the key assumption of the current study is

that the relative weight of the two learning mechanisms is different in the two conditions.

We maintain that this assumption is correct: the Modeled condition taps much more strongly

into errorless learning by preventing consistent prediction and the full instantiation of such

prediction through the production system. The Reformulated condition, on the other hand,

strongly taps into error-based learning mechanisms.

5.4. Limitations and future directions

There are a few other possibilities that must be mentioned as potential limitations of the

current study. One caveat is the limited number of exposures to each word. We intentionally

kept the study time to under 20 min to maintain the attention of children as young as 3 years

of age, which naturally limited the amount of exposure per target. It is possible that more

exposures could have led to learning from reformulations even in Experiment 1. However,

the fact that in Experiment 2 children showed evidence of learning from reformulations only

after a single exposure (i.e., as soon as block 2) implies that error-based learning after limited

exposure is possible when other conditions are favorable to such learning.

Another caveat is that we did not test learning and retention over longer periods of time.

Indeed, some studies suggest that the effects of negative evidence, such as reformulations,

greatly increase over time in pedagogical settings (Saxton et al., 1998). We cannot rule out

a similar possibility in nonpedagogical settings. Modeling may help learning in the short

term, but this learning may not be as robust over time as receiving corrections. Finally, it is

possible that a combination of factors, such as number of reformulations, the interval between

subsequent reformulations, and the timing of the test may alter the pattern of results observed
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in the current study, as such factors have been shown to influence learning and retention, at

least in pedagogical settings (e.g., Landauer & Bjork, 1978; see Roediger & Butler, 2011, for

a review). Investigating the effect of these factors and their modulatory effect on incidental

errorless versus error-based learning in children is a great avenue for future research.

We also acknowledge that there may be differences in learning different parts of speech.

For example, the studies of Saxton (1997) and Saxton et al. (1998) tested the effects of refor-

mulation on past tense rather than pluralization. While Chouinard and Clark (2003) found

reformulation rates across various errors (lexical, morphological, syntactic, and phonologi-

cal) to be relatively similar, it is unclear whether children notice these corrections and learn

from them in each at the same rate. There are clear differences in learning phonological, lex-

ical, and morpho-syntactic aspects of a language, and the current study was not designed to

compare learning across these aspects. No single experimental design examining young chil-

dren can include all facets of language learning while ensuring enough power for statistical

analysis. Therefore, we view this study as examining one facet, which provides a basis for

comparison with other facets in future studies.

6. Conclusion

The results of the current study provided converging evidence that error-based learning

is not a particularly powerful mechanism for immediate morpholexical learning in nonpeda-

gogical settings in 3- and 4-year-old children, at least when compared to errorless learning.

In contrast, error-based learning seems to be effective when predictions are formed in the

child’s language system without surfacing as overt errors or in pedagogical settings where the

importance of feedback in correcting errors is made explicit to the child.
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Appendix A

Walkthrough of Information Gain Analyses:

Information Gain Calculation for Replays:

IG (Accuracy (Acc) , Replay (Rep)) = Entropy (Acc) − Entropy (Acc, Rep)

Entropy (X ) =

c
∑

i=1

−pilog2 pi

Entropy (Acc) = −

(

Total Correct

Total Utterances
∗log2

Total Correct

Total Utterances
+

Total Errors

Total Utterances
∗log2

Total Errors

Total Utterances

)

Entropy (Acc) = −(0.919 ∗ log20.919 + 0.0815 ∗ log20.0815) = 0.407

Entropy (X,Y ) =

∑

c∈Y

P (c) E (c)

Entropy (Acc, Rep) = p (RepYes) ∗ Entropy (RepYes) + p (RepNo) ∗ Entropy (RepNo)
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Entropy (Acc, Rep) =
Total Replays

Total Utterances
∗

(

Total Replays to Correct Utts

Total Replays
∗log2

Total Replays to Correct Utts

Total Replays

+
Total Replays to Errors

Total Replays
∗log2

Total Replays to Errors

Total Replays

)

+
Total Not Replay Utts

Total Utterances

∗

(

Total Not Replay to Correct Utts

Total Not Replays
∗log2

Total Not Replay to Correct Utts

Total Not Replays

+
Total Not Replay to Errors

Total Not Replays
∗log2

Total Not Replay to Errors

Total Not Replays

)

Etropy (Acc, Rep) = 0.367 ∗ (0.964 ∗ log20.964 + 0.0361 ∗ log20.0361)

+ 0.633 ∗ (0.892 ∗ log20.892 + 0.108 ∗ log20.108) = 0.394

IG (Accuracy (Acc) , Replay (Rep)) = 0.407 − 0.394 = 0.013

Reformulation Information Gain Calculation:

IG (Accuracy (Acc) , Reformulation (Ref)) = Entropy (Acc) − Entropy (Acc, Ref)

Entropy (X ) =

c
∑

i=1

−pilog2 pi

Entropy (Acc) = −
(

Total Correct
Total Utterances

∗ log2
Total Correct

Total Utterances

+
Total Errors

Total Utterances
∗ log2

Total Errors
Total Utterances

)

Entropy (Acc) = −(0.919 ∗ log20.919 + 0.0815 ∗ log20.0815) = 0.407

Entropy (X,Y ) =

∑

c∈Y

P (c) E (c)

Entropy (Acc, Ref) = p
(

RefYes

)

∗Entropy
(

RefYes

)

+ p
(

RefNo

)

∗Entropy
(

RefNo

)

Entropy (Acc, Ref) =
Total Reforms

Total Utterances
∗

(

Total Reforms to Correct Utts

Total Reforms
∗log2

Total Reforms to Correct Utts

Total Reforms

+
Total Reforms to Errors

Total Reforms
∗log2

Total Reforms to Errors

Total Reforms

)

+
Total Not Reform Utts

Total Utterances

∗

(

Total Not Reforms to Correct Utts

Total Not Reforms
∗ log2

Total Not Reforms to Correct Utts

Total Not Reforms

+
Total Not Reforms to Errors

Total Not Reforms
∗ log2

Total Not Reforms to Errors

Total Not Reforms

)

Entropy (Acc, Re f ) = 0.022 ∗ (0.057 ∗ log20.056 + 0.943 ∗ log20.943)

+ 0.978 ∗ (0.938 ∗ log20.938 + 0.062 ∗ log20.062) = 0.335

IG (Accuracy (Acc) , Replay (Rep)) = 0.407 − 0.335 = 0.071
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Appendix B

Table B1

Log10 word frequency (per one million words) and age of acquisition (AoA) of the nontarget nouns in Experiments

1 and 2

Word Singular frequency Plural frequency Mean AoA SD AoA

snake 3.05 2.72 5.10 2.47

frog 2.78 2.23 4.32 1.45

pig 3.30 2.83 3.84 1.00

cat 3.53 3.00 3.68 1.52

dog 3.99 3.43 2.80 1.20

spoon 2.59 2.01 2.50 0.79

fork 2.65 2.06 3.63 1.86

turtle 2.93 2.18 4.17 1.58

book 3.95 3.53 3.68 1.80

tree 3.52 3.19 3.57 1.61

apple 3.08 2.62 4.15 1.81

shoe 3.19 3.58 2.60 1.19

car 4.39 3.37 3.37 1.95
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