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ABSTRACT

Motivated by the recent success in using a latticed-based version of the aggregation-volume-bias
Monte Carlo method to determine the thermodynamic stabilities of both bcc and fce clusters
formed by Lennard-Jones particles, this approach is extended to the calculation of the nucleation
free energies of solid clusters formed by urea at 300 K in two different polymorphs, i.e., form I
and form IV. In addition to the lattice confinement, constraint on the molecular orientation was
found necessary to ensure that the clusters sampled in these simulations are in the corresponding
form. A model that can reproduce the experimental properties such as density and lattice
parameters of form I at ambient conditions is used in this study. From the size dependencies of the
free energies obtained for a finite set of clusters studied, the free energies of clusters at other sizes
including an infinitely large cluster were extrapolated. At the infinite size, equivalent to a bulk
solid, form I was found to be more stable than form IV, which agrees with the experimental results.
In addition, form I was found to be thermodynamically stable throughout the entire cluster size
range investigated here, contrary to the previous finding that small form I clusters are unstable

from the crystal nucleation simulation studies.
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I. INTRODUCTION

Since the seminal work in 1953 by Metropolis et al.,! the Monte Carlo method has been known
for its flexibility to incorporate unphysical moves to sample the phase space of complex fluid,
which is in stark contrast to the natural time evolution used by molecular dynamics. Due to this
flexibility, advanced and efficient schemes that explore the use of unphysical moves can be
developed to accelerate the phase space sampling and to bridge the time scales of the real events.
One example is the aggregation-volume-bias Monte Carlo (AVBMC) method?® where goal-
oriented moves are used to efficiently sample clusters of different sizes for a faster convergence
of their free energies critical to the understanding of the long time-scale nucleation events
encountered in phase transition, such as vapor to liquid nucleation.* In a recent development,’
this approach is extended to solid systems where a new type of AVBMC moves is introduced to
bring particles directly to a region near the lattice site to avoid the formation of liquid-like clusters
that are otherwise encountered when using the regular AVBMC. Further, the lattice sites can be
arranged in any specific polymorphic form so that the free energies of clusters with different solid
structures can be calculated.® These free energy results obtained at finite number of cluster sizes
can be used to formulate a thermodynamic relation, which allows for the prediction of the free
energies of clusters at other sizes including an infinitely large cluster (equivalent to a bulk phase).
As a result, the entire thermodynamic landscape (i.e., free energies for clusters of different
structures and sizes, including an infinitely large cluster or the bulk phase) can be revealed, which
is critical to the understanding of the formation of polymorphs.

Motivated by the recent success in using a latticed-based version of the aggregation-volume-
bias Monte Carlo (LB-AVBMC) method to determine the thermodynamic stabilities of both bce

and fec clusters formed by Lennard-Jones particles,”® this approach is extended to the calculation



of the nucleation free energies of solid clusters formed by urea. Urea has been known
experimentally to exist in many polymorphic forms, including forms I, III, IV, and V.>"> In a
recent computational work,'? nine selected GAFF'* (Generalized AMBER" Force Field) and
OPLS'® (Optimized Potential for Liquid Simulations) force fields were examined in terms of how
well they can reproduce the experimental properties of these forms. It was shown that all force
fields overestimated the density by 6% or more compared to the experimental density for form I
which is known to be most stable in ambient conditions. Some of the force fields clearly fail to
reproduce the thermodynamic stabilities of these forms as simulations starting with the most stable
crystal form, i.e., form I, ended at a different structure. For the rest that retain the most stable
crystal form, it is unclear that they can indeed predict the experimental thermodynamic stabilities
of these forms as simulations starting with form IV, known experimentally to be less stable, stayed
at that form as well throughout the entire simulation. Determination of the thermodynamic
stabilities of polymorphs requires the free energy information, which is a challenging problem for
solids. For this part, the Einstein crystal method!”"!” remains to be the dominant approach which
has been applied to a few molecular systems such as water and methanol?® but not urea. In addition,

2123 311 suggest an interesting crossover

the few crystal nucleation related theoretical studies on urea
of the thermodynamic stability from one form to another during the early stage of this process,
reminiscent of the crossover from bcc to fcc observed in the LI system.®?* It makes one wonder,
is this crossover a common behavior in crystallization? The ability to calculate free energies for

both clusters and bulk phases of different forms makes the AVBMC approach ideal for this

investigation.



II. METHODS

The model used in this study was based on an improved GAFF, specifically GAFF-D3,% as it
was found to be one of the best overall performing force fields in terms of predicting the properties
in both the crystal and the solution phases.'*> Most of the intramolecular parameters and all partial
charges are borrowed from this force field, whereas the van der Waals parameters are from TraPPE
(Transferable Potentials for Phase Equilibria)®® combined with the Lorentz-Berthelot?”*® mixing
rules. It is a fully rigid model with both bond lengths and angles fixed. Listed in Table 1 are the
parameters of this model. This modified model was found to reproduce well the experimental
density of the most stable form (i.e., form I) in ambient conditions. For example, at 300 K and 1
atm, it yields a density of 1.307+0.001 g/cm? compared to the experimental density of 1.33 g/cm? %
In contrast, the original GAFF-D3 force field predicted a density around 1.459+0.006 g/cm?.'?
This modified model yields the following lattice parameters: a = 5.625+0.004 A, b = 5.625+0.004
A, and ¢ = 4.819+0.001 A, compared to a =b = 5.662+0.002 A and ¢ = 4.716+0.002 A from the
experiment,** vs. a = 5.398+0.082 A, b = 5.400+0.082 A, ¢ =4.691+0.011 A by GAFF-D3.!* The
cohesive energy predicted by this model is —92.8+0.1 kJ/mol, compared to —91.9+0.4 kJ/mol by
GAFF-D3." The experimental value ranges from —87.65 to —98.58 kJ/mol. *!-> All these results
were obtained from NPT simulations using 432 particles (or 6 X 6 x 6 supercell). Spherical
potential truncation at 14 A were used for both the LJ and the real-space part of the Coulombic
interactions. While an analytical tail correction was used for the LJ interactions, an Ewald sum?®
with a kappa value of 0.23 A-! and tin-foil boundary conditions were used to treat the long-range
electrostatic interactions.

Four different crystal structures have been discovered by the experiments, i.e., forms I, III,

IV, and V, with lattice parameters only available for the first three. The results presented above



from NPT simulations are for form I, the most stable form at ambient conditions whereas the other
forms exist at high pressure conditions for the real system. According to the simulation results
obtained by Anker et al.,'* form IV, although shown by the experiments as a high-pressure form,
may have a thermodynamic stability close to that of form I as for some of the force fields
simulations starting with a form I structure show a conversion to a form IV or a distorted I/IV
structure. In addition, form IV resembles the other form found to be more stable than form I but
was named as form II (or 2) by the previous crystal nucleation studies (see Figure 1). Thus, both
form I and form IV are included in this study. Additional NPT simulations at 300 K and 1 atm
were performed for form IV using an 8 x 4 x 7 supercell, which yielded the following lattice
parameters: a = 4.024+0.002 A, b = 7.666+0.004 A, ¢ = 4.706+0.002 A. These lattice parameters
combined with the relative positions of the carbon atoms were used to construct the lattice needed
for the LB-AVBMC simulations. Specifically, the AVBMC moves, which allow particles to be
transferred from one phase to another, are directed toward a region near one of the lattice positions
adjacent to a target particle selected from the cluster. This method is naturally suited for solid
systems as each particle oscillates around its lattice position within its own volume (see Fig. 2). In
the case of urea, the carbon atom needs to be within a certain radius, , away from the lattice
position. This radius must be smaller than half of the distance between the closest pair of lattice
sites since only one particle is allowed in each spherical region centered around each lattice site.
All simulations were performed using » = 2 A. Additional simulations were performed using
regular AVBMC where particle transfer occurs at a spherical region centered around the target
particle selected from the cluster, with a larger radius R of 6 A. The acceptance rate of these
AVBMC moves can be improved by Rosenbluth sampling with the multiple insertion scheme
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commonly used in configurational-bias Monte Carlo”’~*" and further optimized with a preferential



selection of the target particle near the surface region.***° Surface particles have higher energies
than those in the interior and can be preferentially picked as the target particle using an energy-
based function. The acceptance rate would need to be modified to satisfy the detailed balance
condition (see Ref. 49). Since successful particle transfer occurs most likely at the surface, the
acceptance rate does not change much with the increase of the cluster size, ~0.5% for the cluster
size range between 200 and 800, with this preferential selection scheme. In contrast, when the
target particle is picked randomly from the cluster, the acceptance rate decreases significantly with
the increase of the cluster size as shown previously for the LJ system.’

For computational efficiency, simulations were performed sparsely over a large size range,
e.g., for clusters containing 200+2, 40042, and 800+2 particles. The grand canonical

43051 is used for all nucleation simulations whereas the cluster is physically isolated but

ensemble
thermodynamically connected to an ideal gas-phase at a certain chemical potential or density, pv.
While one third of Monte Carlo moves are spent on particle transfer using AVBMC or LB-
AVBMC, the rest are equally divided between translation and rotation around the carbon atom.
Simulations for solid clusters start with a perfect crystal structure of a rectangular shape that has
about 20% more particles than each cluster size picked for this study, e.g., an 8 x 8 x 8 supercell
for form I clusters with a target size range of 800 by evaporating the excess particles using a
simulation run at a relative low gas phase density condition. After a few iterative runs to obtain
the biasing potentials needed by the umbrella sampling® technique used by these simulations and
also to equilibrate the system, the free energy results, analyzed in terms of SAG = AG(n) — AG(n
— 4) with AG(n) referring to the nucleation free energy at the cluster size n, appear to fluctuate

around a certain value from one run to another. A few production runs are then used to estimate

both the average and the error on the free energy results. All interactions are included in these



cluster simulations. The total simulation length of the production runs has O(10'") Monte Carlo

moves.

II1. RESULTS AND DISCUSSION

Compared to LJ, urea molecules not only translate but also rotate. When the original LB-
AVBMC was used, the lattice confinement was found to be insufficient to ensure that the clusters
sampled are in the right form. As shown in Figure 2, molecules sampled using the form IV lattice
parameters orient differently from those in the bulk phase even for clusters containing 800
molecules. For example, they tend to adopt an orientation with the molecular plane parallel to (or
with the normal of the plane perpendicular to) the z-axis, like those in form I (see panel a of Figure
2). This issue can be fixed by adding an orientational constraint, i.e., restricting ¢ to be within the
range expected for the corresponding form, i.e., within 0.15 7 from © or 27 for form IV, chosen
based on the observation that the ¢ distributions of these two forms barely overlap with each other
(see panel b of Figure 2). Due to the change of the probability of choosing a ¢ angle within a small
range over the entire 27 range (or the change of the phase space volume for the rotational part of
the partition function), the acceptance rate for the AVBMC swap moves would need to be modified
accordingly. This constraint appears to be sufficient to help retain form IV in the expected
orientation even for small clusters (see panels ¢ and d of Figure 2).

Shown in Figure 3 are the SAG results plotted as function of n*”> — (n—4)** obtained at 7= 300
K and pv = 4 x 10-'! molecule/A>. This plot has been used to examine the error of the classical
nucleation theory (CNT)>*3¢ and to extrapolate the results at other cluster sizes including the
infinite size which is equivalent to the bulk phase.”#7¢> CNT derives the free energy formation

of a cluster using a simple spherical droplet model where it is assumed to behave as an infinitely



large bulk phase (either liquid or solid) on properties including density p, surface tension y, and
chemical potential p, i.e., AG(n) = nAp + n*3(36m/p*)!3y.575861 The bulk and the surface term

differs in terms of the dependency on n. In particular, the surface term is equal to y times the

surface area, which can be shown to be equal to #**(36m/p?)"”3 for a perfect spherical droplet with

a density value of p.®' Thus, a plot of SAG (= AG(n) — AG(n — 4)) as function of n** — (n—4)*?
2173

would fall onto a linear line with a slope of (361/p°) "y, and an intercept of 4 x Ay where Ap refers

to the chemical potential difference between the bulk phase and the ideal gas phase at pv (= 4 x
10" molecule/A%). For all three types of clusters studied here, the SAG results follow this linear
behavior. This linear dependence allows for a convenient extrapolation of the free energy results
for other sizes including the infinite size, equivalent to the bulk phase. Thus, the thermodynamic
stability of different polymorphs can be examined. As shown in Figure 3, linear fits to the clusters
size range between 200 and 800 yield an intercept of —18.8+0.2 for form I, —14.9+0.7 (or
—16.6+0.3) for form IV with (or without) the ¢ constraint, and —10.3+0.1 for liquid. For the model
examined in this study, form I is more stable than form IV at this ambient condition, which agrees
with the experiments.

The relatively thermodynamic stability of these two forms can be also observed from the bulk-
phase simulations or the cluster nucleation study employing the regular AVBMC approach, used
to sample liquid clusters, i.e., the form IV structure can be converted to form I in both types of
simulations. The use of periodic boundary conditions and a relatively small system in bulk phase
simulations can retain the form IV structure within the simulation length (on the order of 10* Monte
Carlo cycles) so that the lattice parameter can be obtained. However, all NPT simulations on a
slightly larger 8 x 5 % 7 supercell of the form IV structure and all cluster simulations using regular

AVBMC end at a form I structure. Even those simulations using LB-AVBMC starting with a form



IV structure show tendency to evolve into a form I structure, as indicated by the angular
distributions of Figure 2 and by the further analysis of the order parameter ¢s®*% (see Figure 4).
This is opposite to the finding of the conversion of form I to form IV for small clusters from the
previous simulation studies, which could be due to the use of different models.?!"** As shown by
Anker et al.,'’ the performance of nine models investigated there differ wildly in terms of
predicting properties such as density, lattice parameters, and thermodynamic stability. For
example, while simulations using GAFF1 with a form I structure show a conversion to form IV at
400 K, simulations using GAFF-D3 reveal that this phase change can occur in an opposite direction
(see Tables 7 and 8 from Ref. 13). Thus, quantitative determinations of the thermodynamic

stability of different polymorphs have become important to fully understand the origin of

polymorphism.

IV. CONCLUSIONS

In conclusion, this work presented an approach that has can reveal the entire thermodynamic
landscape involved in the formation of molecular crystals, i.e., free energies for clusters of different
structures and sizes including the infinite size (or equivalently the bulk phase). It was based on the
lattice-based aggregation-volume-bias Monte Carlo approach that has been shown to be successful
for quantitative determination of the thermodynamic stability of BCC and FCC crystals formed by
the Lennard-Jones systems. For molecular crystals, the original LB-AVBMC was found to be
insufficient to ensure that the crystals stay in the form intended. For the case of urea, it was found
necessary to place an additional constraint on the molecular orientation to prevent form IV from
its tendency to transform into form I. Using the size dependency of the free energy results obtained

at a limited number of clusters, the free energy for clusters at other sizes can be extrapolated. At



the infinite size, which is equivalent to the bulk phase, form I was found to be more stable than
form IV, which agrees with the experiments. This work presents the first application of LB-
AVBMC to amolecular crystal. The contradictory finding of the thermodynamic stabilities of form
I and form IV solid clusters to previous crystal nucleation studies results from the use of different
force fields. This may inspire future experimental and theoretical research to determine which form
is thermodynamically stable for small solid clusters.
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Bond parameter Angle parameter

Bond r [A] Angle 0[°]
C-0 1.250 N-C-O 120.9
C-N 1.383 N-C-N 118.2
N-H 0.965 C-N-H/H-N-H 120.0
Nonbonding parameters

Atom o [A] & [K] q[e]

C 3.72 34 0.884
O 3.05 79 —0.660
N 3.34 111 —0.888
H 0 0 0.388

TABLE. 1. Both bonded and non-bonded parameters for the urea model used in this study.

FIG. 1. Representative snapshots of form I (left) and form IV (right) from the bulk-phase

simulation viewed from the z-direction. Color notations: carbon (grey), oxygen (red), nitrogen

(blue), and hydrogen (white).
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FIG. 2. Normalized probability of finding the carbon atom as a function of the distance from the

lattice position.
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FIG. 3. Normalized distribution of the cosine of the angle 6 between the normal vector of the
molecular plane of the urea and the z-axis, and the ¢ angle between the projection of this vector
onto the xy-plane and the x-axis. Shown in panels (a) and (b) are the results obtained for both bulk
phases (lines) and clusters containing 800 particles (symbols) without the orientational constraint
for form I (red), form IV (green), and liquid (blue). Shown in panels (c) and (d) are the results
obtained for clusters containing 200 particles with (lines) or without (symbols) the orientational
constraint for form I (red) and form IV (green). For clusters, the results are averaged over those
particles if the carbon position is within 10 A from the center of the cluster, defined by averaging

the carbon positions of all particles.
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FIG. 4. 8AG (= AG(n) — AG(n—4)) as function of n** — (n—4)*? obtained at an ideal gas phase
density of 4 x 10-!! molecule/A* for form I (red), form IV with (green) or without (cyan) the ¢
constraint bee (crosses), and liquid urea (blue). For form I, a few data points obtaining using the
regular AVBMC are shown as black circles. Linear fits performed over the size range between 200

and 800 are also shown.
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FIG. 5. Normalized distribution of the local order parameter gs. For bulk phases (shown as

lines), the results are obtained by averaging over all particles. For clusters (shown as symbols)

with 800 molecules sampled with the original LB-AVBMC, the results are averaged over those

particles if the carbon position is within 10 A from the center of the cluster, defined by averaging

the carbon positions of all particles. The results are shown as red, green, and blue for form I, form

IV, and liquid, respectively. For solid, the neighbors arranged in the eight corners of the unit cell

are used for this analysis while for liquid, neighbors are defined when the distance between carbon

atoms is within 6 A.
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