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Abstract

Predictive uncertainty quantification is crucial for reliable decision-making in
various applied domains. Bayesian neural networks offer a powerful framework for
this task. However, defining meaningful priors and ensuring computational effi-
ciency remain significant challenges, especially for complex real-world applications.
This paper addresses these challenges by proposing a novel neural adaptive em-
pirical Bayes (NA-EB) framework. NA-EB leverages a class of implicit generative
priors derived from low-dimensional distributions. This allows for efficient handling
of complex data structures and effective capture of underlying relationships in real-
world datasets. The proposed NA-EB framework combines variational inference
with a gradient ascent algorithm. This enables simultaneous hyperparameter selec-
tion and approximation of the posterior distribution, leading to improved computa-
tional efficiency. We establish the theoretical foundation of the framework through
posterior and classification consistency. We demonstrate the practical applications
of our framework through extensive evaluations on a variety of tasks, including the
two-spiral problem, regression, 10 UCI datasets, and image classification tasks on
both MNIST and CIFAR-10 datasets. The results of our experiments highlight
the superiority of our proposed framework over existing methods, such as sparse
variational Bayesian and generative models, in terms of prediction accuracy and
uncertainty quantification.
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1 Introduction

Despite the remarkable accomplishments of deep neural networks (DNNs) in the field of
artificial intelligence, they encounter numerous challenges. When utilized in the context
of supervised learning, DNN models frequently struggle to accurately gauge uncertainty
within training data and only provide a point estimate regarding class or prediction.
The consequences of this limitation are profound, particularly when these models are
entrusted with life-or-death decisions. In medical domains, for instance, experts may find
it challenging to determine whether they should rely on automated diagnostic systems,
and passengers in self-driving vehicles may not receive alerts to take control when the
vehicle encounters situations it does not comprehend.

To illustrate the importance of predictive uncertainty, we present two real-world clas-
sification examples. First, in Figure 1, we compare the predicted probabilities of the
ResNet-18 (He et al., 2016) classifier with our 95% Bayesian credible intervals on four
test images from the CIFAR-10 dataset (https://www.kaggle.com/c/cifar-10/). This
dataset comprises 60,000 32x32 color images across 10 classes. We observe that the stan-
dard DNN method often assigns high probabilities to incorrect classes. In contrast, our
proposed approach, Neural Adaptive Empirical Bayes (NA-EB), offers prediction inter-
vals for the likelihood of each class label. The widths of the prediction intervals reflect
how sure or unsure NA-EB is about the correctness of its predictions while the point
estimate of the likelihood generated by the standard DNN method does not convey un-
certainty information. In the case of the deer image, our method produces similarly wide
and overlapping prediction intervals for the two potential classes, respectively, implying
the uncertainty in its predictions. In contrast, the standard DNN method assigns a high
probability to the wrong class without accounting for uncertainty. Furthermore, in the
case of the frog image, our method yields a relatively narrow prediction interval for the
correct class, whereas the DNN method assigns a high probability estimate to the wrong
class. This indicates that NA-EB not only quantifies predictive uncertainty but also en-
hances classification accuracy by implicitly specifying a correct prior for classifier weights.
Furthermore, we present comparisons in a scenario of weaker data signals in Figure 2.
Specifically, we employ a fully connected feedforward neural network as the base classifier
on an artificially noisy dataset (Basu et al., 2017) created by introducing motion blur into
the MNIST dataset (http://yann.lecun.com/exdb/mnist/). NA-EB generates narrow
prediction intervals with high probability values for certain digits but wide overlapping
intervals for others, indicating uncertainty in the model predictions. In contrast, for dig-
its such as "two” and "four”, the DNN method assigns high probabilities to incorrect
classes without providing any information about the uncertainty regarding its belief. In
summary, NA-EB offers a robust classifier capable of expressing its uncertainty through
a full posterior distribution rather than a single point estimate. This suggests potential
applications of NA-EB in the fields of medical diagnostics, such as the automated classifi-
cation of diabetic retinopathy from retinal images. Uncertainty estimation is particularly
critical in the medical domain, ensuring confident model predictions for screening au-
tomation while flagging uncertain cases for manual review by a medical expert. Bayesian
deep learning has already demonstrated its significance in medical diagnostics (Worrall
et al., 2016; Leibig et al., 2017; Kamnitsas et al., 2017; Ching et al., 2018), underscoring
the potential relevance of NA-EB in such applications due to its enhanced performance
in uncertainty quantification and prediction accuracy.

Under the Bayesian framework, given the prior of the weights of the classifier or the
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True Label: Dog Horse Deer Frog
Predicted Label Cat: 0.01% Deer: 0.01% Deer: 15.79% Cat: 99.95%
by Standard DNN: Dog: 99.93% Horse: 99.94% Dog: 52.84% Frog: 0.03%
Prediction Interval Cat: 0.01%-0.09% Deer: 0.01%-0.16% Deer: 30.25%-85.17% Cat: 0.07%-5.33%
by NA-EB: Dog: 99.78%-99.92% Horse: 99.11%-99.96% Dog: 14.67%-68.39% Frog: 86.29%-97.34%

Figure 1: A comparison of classification results between the standard DNN method and
NA-EB on four test images from the CIFAR-10 dataset.

True Label: 1 0 2 4

Predicted Label 1: 100.00% 0:99.31% 2:0.22% 4:38.61%

by Standard DNN: 7:0.00% 9:0.01% 3:98.41% 9:61.39%
Prediction Interval 1: 100.00%-100.00% 0: 99.99%-100.00% 2: 89.58%-99.98% 4:36.14%-99.98%
by NA-EB: 7: 0.00%-0.00% 9: 0.00%-0.01% 3:0.04%-0.13% 9: 14.43%-63.86%

Figure 2: A comparison of classification results between the standard DNN method and
NA-EB on four test images from the noisy MNIST with motion blur dataset.

regression model depending on the specific supervised learning task, the 95% Bayesian
credible interval can be easily constructed based on the shortest interval that contains
95% of the predictive probability. However, when prior knowledge of the weights is not
available, choosing a priori is a challenging task. Furthermore, when the weights are
believed to reside in a low-dimensional manifold in higher-dimensional space, specify-
ing the prior distribution of the weights is not straightforward since it may not have
a tractable formula. For example, if we model the MNIST data, which contain 60,000



28 x 28 handwritten digit images, using a simple 2-hidden layer neural network with 784
input nodes, 800 nodes in each of two hidden layers and 10 nodes in the output layers,
the model in total contains about 1.3 million parameters. It is not trivial to specify a
prior distribution of 1.3 million dimensions. It is also reasonable to assume that these
1.3 million parameters reside in a low-dimensional manifold.

Bayesian DNNs (BNNs) have been extensively studied by (Neal, 1992; MacKay, 1995;
Neal, 1996; Bishop, 1997; Lampinen and Vehtari, 2001; Bernardo and Smith, 2009). More
recent developments with advanced algorithms can be found in (Sun et al., 2017; Mullach-
ery et al., 2018; Hubin et al., 2018; Javid et al., 2020; Wilson and Izmailov, 2020; Izmailov
et al., 2021). BNNs promise improved predictions and yield richer representations from
cheap model averaging. The most widely used priors for BNNs are isotropic Gaussian
(Neal, 1996; Hernandez-Lobato and Adams, 2015; Louizos et al., 2017; Dusenberry et al.,
2020; Immer et al., 2021). Gaussian priors have recently been shown to cause a cold
posterior effect in BNNs. That is, the tempered posterior performs better than the true
Bayesian posterior, suggesting prior misspecification (Wenzel et al., 2020). Another well-
studied prior is placing sparsity-induced priors on network weights (Blundell et al., 2015;
Molchanov et al., 2017; Ghosh et al., 2019; Bai et al., 2020), which can be used to aid
compression of network weights. But sparsity-induced priors do not benefit prediction. In
addition, Quinonero-Candela et al. (2005) demonstrated that many priors of convenience
can lead to unreasonable predictive uncertainties. Although there are many methods
available for Bayesian computing, such as MCMC (Neal, 1996; Graves, 2011), Langevin
dynamics (Welling and Teh, 2011), and Hamiltonian methods (Springenberg et al., 2016),
computing the posterior distribution is generally intractable, making it difficult to make
inferences about the predictive distribution.

In this article, we propose a new class prior distributions called implicit generative
prior to facilitate Bayesian modeling and inference. This idea is motivated by deep gen-
erative models in the machine learning literature (Goodfellow et al., 2014; Kingma and
Welling, 2013). Prescribed explicit priors are those that provide an explicit distribution
of the classifier’s or the regression model’s weights. Instead, the implicit generative prior
represents the prior distribution through a function transformation of a known distribu-
tion to define a stochastic procedure that directly generates the parameter. We use a
low-dimensional latent variable with a known prior distribution and transform it using a
deterministic function with the hyperparameters. The deterministic transformation func-
tion is specified by a DNN, which takes the latent variable as the input and produces the
weights as the output. This formulation is commonly seen in deep learning models such
as the generative adversarial network (GAN, Goodfellow et al., 2014) and the variational
autoencoder (VAE, Kingma and Welling, 2013).

In the context of Bayesian inference, we encounter two immediate challenges. First,
the hyperparameter, the weights of the deterministic transformation function specified by
a DNN; is high dimensional, making its selection a difficult task. Second, Bayesian com-
putation becomes computationally intractable in many cases, particularly when dealing
with DNNs of any practical size. To address these challenges, we propose a variational
approach called Neural Adaptive Empirical Bayes (NA-EB). The key idea behind NA-EB
is to leverage a variational posterior distribution with unknown hyperparameters, mini-
mizing the Kullback-Leibler (KL) divergence from the true posterior distribution while
simultaneously estimating the hyperparameters and approximating the posterior distri-
bution. The notion of estimating the hyperparameters in the prior distribution from the
data stems from empirical Bayes, a concept introduced by Herbert Robbins in the 1950s



(Robbins, 1992). Empirical Bayes methods have since been extensively studied and ap-
plied in various domains (Efron and Morris, 1973; Efron et al., 2001; Carlin and Louis,
2008; Atchadé, 2011; Efron, 2012). Instead, minimizing the KL divergence between the
variational distribution and the true posterior distribution is derived from variational
inference (Hinton and Van Camp, 1993; Blei and Lafferty, 2007; Blundell et al., 2015;
Zhang et al., 2018). For training, we employ the gradient ascent algorithm along with
Monte Carlo estimates to estimate both the variational posterior distribution and the
unknown hyperparameters in the prior. This combination enables the NA-EB framework
to be well suited for complex models and large-scale datasets. NA-EB shares some sim-
ilarity with Atanov et al. (2018) that we both use a variational approximation for the
true posterior distribution of the weights and propose an implicit generative prior for the
weights. On the other hand, NA-EB is distinguished from Atanov et al. (2018) in terms
of the objective function, the training procedure for the parameters of the implicit prior,
the assumption about the parametric form of the implicit prior, and the establishment
of theoretical guarantees.
Our contributions can be summarized as follows.

e We propose a novel approach to defining the prior distribution through a DNN
transformation of a known low-dimensional distribution. This method provides a
highly flexible prior that can capture complex high-dimensional distributions and
incorporate intrinsic low-dimensional structure with ease. This approach repre-
sents a significant advancement in Bayesian modeling and inference, as it addresses
the challenge of defining meaningful priors for neural networks, which has been a
bottleneck in practical applications.

e Theoretically, we perform an asymptotic analysis in terms of posterior consistency
(Bhattacharya et al., 2020; Bhattacharya and Maiti, 2021), which quantifies the
quality of the resulting posterior as data are collected indefinitely. In contrast to
this previous work, we establish the uniform posterior consistency for a class of
nonlinear transformations when defining the prior. Furthermore, we establish the
classification accuracy of variational Bayes DNNs. Therefore, our framework is
guaranteed to provide a numerically stable and theoretically consistent solution.

e Empirically, we evaluate the finite sample performance through simulated data
analysis and real data applications, including the classical two-spiral problem, syn-
thetic regression data, 10 UCI datasets, MNIST dataset, noisy MNIST dataset, and
CIFAR-10 dataset. We extensively compare our method with other methods includ-
ing SGD (Rumelhart et al., 1986), variational Bayesian (Blundell et al., 2015), prob-
abilistic back-propagation (Herndndez-Lobato and Adams, 2015), dropout (Gal and
Ghahramani, 2016), ensembles Bayesian (Lakshminarayanan et al., 2017), sparse
variational Bayesian (Bai et al., 2020), variational Bayesian with collapsed bound
(Tomczak et al., 2021), conditional generative models (Zhou et al., 2022), and dif-
fusion models (Han et al., 2022). As a result, the proposed method outperforms
these existing methods on predictive accuracy and uncertainty quantification in
both regression and classification tasks as shown in Section 5. The source code
implementations are available in the Appendix.

This paper is organized as follows. In Section 2, we give an overview of the proposed
framework. In Section 3, we present the computational algorithm for NA-EB. In Section



4, we establish that our algorithm is theoretically guaranteed in terms of variational pos-
terior consistency and classification accuracy. In Section 5, we illustrate the performance
of our model through simulation studies and real-life data analysis. We conclude our
paper in Section 6 with discussions. Further details about our algorithm, instructions for
utilizing the code files, and the assumptions and the outline of the proofs of theorems
and corollaries are given in the Appendix.

2 Implicit Generative Prior

Let D, = {(@;,y;)}", represent the training data with sample size n, where y; € ) is
the response of interest and x; € X C RP is the covariate. As in the classical setting of
supervised learning, (x;,y;), for i = 1,...,n, are assumed to be i.i.d. from an unknown
joint distribution P,, on X x ). Consider a probabilistic model p(y | x;w), where
w € # C RP denotes the vector of unknown parameter. For example, for regression,
p(y | ;w) can be a Gaussian distribution with an unknown mean that is modeled by
a DNN with weights w. For classification, p(y | «; w) is the categorical distribution in
which the success probabilities are modeled by an unknown multivariate function with
parameter w. Let L(D,;w) be the joint conditional distribution of y; given x;, where
w is the unknown parameter. Bayesian inference will introduce a prior m(w) on w,
and compute the posterior distribution of the weights given the training data such as
p(w | D,) x m(w)L(D,;w). The predictive distribution of a future y* given a test data
x* can be obtained by

p(y" | . D,) = / D" | &5 w)p(w | D,)dw. 1)

This is equivalent to an ensemble method, which uses an infinite number of models for
prediction where the parameters of each model are sampled from the posterior distribu-
tion.

We specify m(w) through a highly flexible implicit model defined by a two-step pro-
cedure, where firstly a latent variable z € 2 C R” with » < D is sampled from a fixed
distribution my(2), and then z is mapped to w = G, (2) via a deterministic transforma-
tion G,, : R” — RP with hyperparameter 7 € R™. This defines a class of priors using
the push-forward measure,

I ={G,#mno: G, €G},

where G is the function space for the transformation function. When G, is invertible and
r = D, we recover the familiar rule of transformation of probability distributions. The
prior distribution 7(w) for this situation has an explicit formula by the change-of-variable
technique. We are interested in developing more general and flexible cases where Gy, is
a nonlinear function with » < D. Under this circumstance, the explicit density of w is
intractable, since the set {G,(z) < w} cannot be determined. The advantages of the
above formulation are the following: (a) G, (z) with z ~ 7 can represent a wide range of
distributions. In fact, for any continuous random vector w in a low-dimensional manifold,
there always exists a G,, such that G, (z) has the same distribution as w (Chen et al.,
2022). (b) For many problems, it is reasonable to believe that the high-dimensional w
lies in a low-dimensional manifold and the dimension r can be much smaller than D. (c)
The mapping G,, is unconstrained, considerably simplifying the functional optimization
problem.



Without loss of generality, we choose a normal distribution on each entry for z =
(z1,...,2.)" of the form

rale) = [T = oo { -5zt — ). )

902
=11/ 27TC]2 2CJ'

where z = (21,...,2,)" and each z; requires a separate mean ; and variance ;. We will
provide conditions on g = (1, ..., )" and ¢ = (¢q,...,¢-)" in Section 4 to ensure the
posterior consistency of both Bayesian and variational approaches.
If n is known, the posterior distribution of z given D, is
L(Dn; Gy(2))m0(2)

Pz [ Do) = T 00D G (2))mol2)d2 (3)

Selecting the hyperparameter 7, in particular, the high-dimensional hyperparameter, is
very difficult. Instead, the empirical Bayes method will estimate 1 from the data based
on the marginal likelihood, and obtain

) = argmax Luarg(17; D), (4)

where the marginal likelihood is given by

Luaeg(11: D) = / L(D,; w)r(w)dw / L(D,; Gy(2))mo(2)dz. (5)
4 3
However, the main difficulty of the optimization problem (4) is evaluating (5) and its
gradient with respect to 1. The exact evaluation of Lyarg(n;D,) is intractable since, in
general, the integral is high-dimensional and does not have a closed form. In the next
section, we introduce a novel algorithm based on the variational method to efficiently
estimate m and approximate the posterior distribution.

3 The Algorithm

The conventional MCMC implementation suffers from high computational cost, which
limits its use for large scale problems. To avoid computational issues, we adopt the vari-
ational approach to estimate 1 and derive the posterior distribution. The key difference
between the current setting and the regular variational inference is that there involves an
additional unknown hyperparameter 7 in the prior. Variational inference starts from a
variational family, which is used to approximate the true posterior distribution p,(z | D,,)
in (3). Given several options, we work with a simple and computationally tractable vari-
ational family, which is a mean field Gaussian variational family of the form

r

1 1
Q=< 0qa(2): qa(z) = exp {——(z — m~)2} ,
J-E[l 2103 205 ’

where a = (myq,...,m,, 01,...,0,)" € R? represents all unknown parameters in qq.
Instead of maximizing the marginal log-likelihood 10g Lyarg(1; Dy,) in (5), we maximize
the evidence lower bound (ELBO), defined by

L(e,n) := ELBO(e,n) = 10g Lunarg(17; Pn) — KL (ga(2) || pn(z [ Dn)), (6)

7



Algorithm 1 Stochastic gradient method for updating o and i

Input: Training data D, = {(=x;, y:)}",, learning rate sequence {3}, sample size H
Output: Parameter estimates (&, 1)
1: Initialization: a®, n©

2: fort=0,...,T—1do
3 Simulate H samples 2V, ... 2z from g, (.)
4:  Compute
H
va(t>£(a(t)> n(t)) = Hil Z[va(t) log{Qa(t) (z(h))}] * (D
h=1
where (I) = log{ L(Dy; G, ("))} + log{mo(2™) /qum (2"}
H
Voo L n®) = H'Y "V, 0 log{L(Dy; Gy (z™))}
h=1
5:  update
6: end for

7. return & = oM, 7 =™

where the last term in (6) is the KL divergence between the variation posterior g, (z) and
true posterior p,(z | D,,), which is always nonnegative. So, L(a,n) is a uniform lower
bound for 10g Lnarg(1; Dy). If L(cx,m) is taken as the objective function to maximize,

then the result corresponds to variational inference. It is straightforward to demonstrate
that the ELBO can be simplified as

Le,n) = =KL (qa(2) || m0(2)) + Eznga(z) [l0g{ L(Dn; Gn(2))}] - (7)

Note that the ELBO in (7) can be evaluated efficiently. This is because the first KL
term in (7) has an explicit solution, since both ¢, and 7y are normal densities, and the
second term can be unbiasedly estimated by the Monte Carlo average. Let (&, n) be the
maximizer of (7). Then, ¢* := g4 is the estimated variational posterior for z and the
push-forward measure 7* := G»#q* is the empirical Bayes variational posterior for the
weights w, which is the approximation of the true posterior p(w | D,,) in (1).

In practice, the gradient ascent will be adopted to obtain the estimates, and our
algorithm computes the gradients as

Val(en) = Exvnie) ([Valos{aa(2)} [ls{L(D Golz)} +log {ZF ).
VnL(o,n) = Ezgo(z) [Valog{L(Dy; Gy (2))}] -

The detailed algorithm is given in Algorithm 1. This is an iterative algorithm that
updates the estimated & and 7 at each iteration. In practice, for variational parameters
(01,...,0r), we apply the reparameterization trick p; = log(1 + e”), for j = 1,...,7,
and update the quantities p; in each step instead of p; as this guarantees non-negative
estimates of standard deviation p; (Ranganath et al., 2014; Blundell et al., 2015). Further
details about the algorithm can be found in the Appendix.
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4 Theoretical Analysis

In this section, we investigate the theoretical properties of the variational posterior. We
have established the uniform variational posterior consistency over a class of transfor-
mations G, with some smoothness conditions on G,. We have also established the
classification accuracy of the variational posterior.

4.1 Consistency of variational posterior

We will mainly focus on binary classification, and the conditional density of y given x
under the truth is

lo(y, ) = exp{yfo(z) — log(1 + @)}, (9)

where fp : R? — R is an unknown continuous function of the log-odds ratio. Let f,, be a
neural network approximation of f; with network weights w. Write

lw(y, ®) = exp{y fu (@) — log(1 + @)}, (10)

Without loss of generality, assume x; ~ Unif[0,1)P, for i« = 1,2,...,n, which implies
p(x) = 1 and p(x | w) = 1. Define the Hellinger neighborhood of the true density
function gy = ¢y under the true model fy as

U = {w : du(lo, lw) < e}, (11)

where the Hellinger distance dy({o, £.) is expressed by

2

dy (o, lw) = %/we[o . Z {\/ﬁo(y,zc) — \/ﬁw(y,a:)}2dw

ye{0,1}

Similarly, the Kullback—Leibler neighborhood of the true density function ¢, under the
truth fy is defined as
N = {'w L dir (o, luw) < 5}7

where the KL distance dky, (g, {) is given by

[log {%} boly, w>} iz,

In the following, we use the notation Py to denote the true distribution of D,, = {(x;, y;) }",
under the true density ¢5. Regarding the asymptotic analysis of NA-EB, we assume that
both r and D, the dimensions of z and w, respectively, depend on n and thus rewrite
r=r,, D=D,.

Assume G, € G and we put some smoothness conditions on the functions in G through
the constraints on the Jacobian of the function. Details of the conditions are given in
Assumption 1 of the Appendix. The intuition is to improve the stability of the model,
which avoids the situation where infinitesimal perturbations amplify and have substantial
impacts on the performance of the output of G,,. In practice, a Jacobian regularization
can be added to the objective function, and a computationally efficient algorithm has been
implemented by Hoffman et al. (2019). The prior parameters in (2) satisfy |u||3 = o(n)
and

il ) = |

z€[0,1]P ye{0,1}

€l = O(n),  [I€7 [l = O(1), (12)



where ¢* = (1/(y,...,1/¢,)". This assumption, which is Assumption 2 of the Appendix,
imposes restrictions on the prior parameters so that the KL distance between the varia-
tional posterior ¢* and the true posterior p(w | D,,) is negligible.

Theorem 4.1. Suppose r,, ~n*, D, ~n*, 0<a <wu<1. Then, under Assumptions 1
and 2 in the Appendiz,

sup 7 (UL) 10,

Gn€g

Theorem 4.1 indicates that, under some regularity conditions, for any G, € G and
any v > 0, 7*(U°) < v with probability tending to 1 as n — co. Under the conditions
of Theorem 4.1 with less restrictive assumptions on G, it can be proved that the true
posterior satisfies p(U¢ | D,) < 2e~"*/2 with probability tending to 1 as n — co as shown
in Theorem F.1 part 1 of the Appendix. This implies that the probability of the e-small
Hellinger neighborhood of the true function ¢y for the true posterior increases at a rate
of 1 — 2e~"*/2 in contrast to the slow rate of 1 — v for the variational posterior. On the
other hand, the consistency of the variational posterior requires more conditions on the
implicit model G,, than that of the true posterior, since the Bayesian posterior is hard to
compute due to the intractable integrals.

Although we have established the uniform posterior variational consistency for any
transformation function G,,, our numerical experiences demonstrate that better predictive
performance is achieved using the estimated n of our algorithm than a randomly or
manually selected 7.

To establish the consistency of the variational posterior in a shrinking Hellinger neigh-
borhood of ¢y, we need to modify Assumptions 1 and 2. Compared to Assumptions 1
and 2, the square of the Frobenius norm of the Jacobian in Assumption 3 and the rate
of growth of Ly norm of the prior mean parameter in Assumption 4 are allowed to grow
slower since the consistency of the variational posterior in a shrinking Hellinger neigh-
borhood of ¢ is more restrictive in nature. Furthermore, it requires the existence of a
neural network solution that converges to the true function ¢y at a sufficiently fast rate
while ensuring controlled growth of the L, norm of its coefficients. These assumptions
are summarized in Assumptions 3, 4, and 5 of the Appendix.

Theorem 4.2. Suppose 7, ~ n®, D, ~n*, 0 <a<u<1lande ~n? 0<§<
1—wu <1—a. Then, under Assumptions 3, 4, and 5 of the Appendiz,

sup 7 (UL,,) 0.
Gn€G
A restatement of Theorem 4.2 is for any G, € G and any v > 0, 7*(US, ) < v

with probability tending to 1 as n — oo. Under the conditions of Theorem 4.2 with
less restrictive assumptions on Gy, it can be established that the true posterior satisfies
pUs. | D) < 2e~"*4/2 with probability tending to 1 as n — oo as shown in Theorem
F.2 part 1 of the Appendix. This implies that the probability of the e¢,-small Hellinger
neighborhood of the true function ¢, for the true posterior increases at the rate of 1 —
2e~"=*n/2 in contrast to the slow rate of 1 — v for the variational posterior.

4.2 Classification accuracy

In this subsection, we establish the classification accuracy of the variational posterior.
A classifier C' is a Borel-measurable function C' : R? — {0, 1}, which assigns a sample
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x € RP? to the class C(zx). The misclassification error risk of a classifier C' is given by
R(C) = / 1(C(x) # y)dPy,,. (13)
RPx{0,1}

where 1(-) denotes the indicator function. The Bayes classifier is defined as

CBayes(fB) _ {17 U(f0<w)) > 1/2

. (14)
0, otherwise,

where o(x) = e*/(1 + €*) is the sigmoid function.
As the predictive distribution of Algorithm 1 can be estimated in (16) of the Appendix,
the classifier based on the variational posterior is given by

O(a) = {1, o(f(x) >1/2 (15)

0, otherwise,

where f(x) = o ([ 0(fa, (=) (x))q*(2)dz) is the variational estimator of fo(z).

Although the Bayes classifier is optimal in terms of minimizing the test error in (13)
(Hastie et al., 2009), it is not useful in practice, as the truth fy is unknown. We compare
the classification accuracy of the Bayes classifier in (14) and the variational classifier in
(15) in Corollaries 4.1 and 4.2 under different assumptions on the prior parameters and
the deterministic transformation function Gj,.

Corollary 4.1. Under the conditions of Theorem 4.1,

sup |R(C) — R(CPes)| 224 ¢,

GneG

Corollary 4.1 can be rephrased as for any G, € G and any v > 0, |[R(C) — R(C®°%)| <
v with probability tending to 1 as n — oco. As part 2 of Theorem F.1 in the Appendix
shows that the true posterior gives the classification accuracy at the same consistency
rate under the conditions of Theorem 4.1 with less restrictive assumptions on G, which
indicates that there is no harm using the variational posterior approximation.

Corollary 4.2. Under the conditions of Theorem 4.2, for every 0 < rk < %

sup €. |R(C) — R(C®e%) Pe g,
Gneg

A restatement of Corollary 4.2 is for any G, € G and any v > 0, 0 < k < %,

|R(C) — R(C®°%)| < ve® with probability tending to 1 as n — co. As part 2 of Theorem

F.2 in the Appendix shows, under the conditions of Theorem 4.2 with less restrictive

. . . A Py
assumptions on Gy, the true posterior satisfies €, "|R(C') — R(C®%)| —% 0 for every

0< k<1

5 Numerical Results

In this section, we evaluate our NA-EB in regression and classification experiments. For
these two classical types of supervised learning problems, we illustrate the performance
of our proposed framework and algorithm in terms of predictive accuracy and predictive
uncertainty with real data analysis and synthetic datasets, respectively.
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Figure 3: NA-EB, SGD, VBNN, and SVBNN classifying maps using 2-10-10-1 MLP, 2-
20-20-1 MLP, and 2-50-50-1 MLP respectively. Black and white points denote training
data for two spirals. Red and blue regions indicate the two classified classes.

5.1 Two-spiral problem

Consider the classification problem of learning a mapping for the two-spiral dataset
{(x,y:)} 127 in which the samples (z;, ;) € R? X R are generated from:

x;ig = 6.5 x (—1)t (mod2)} 5 [1 _ M] % sin ([i—{i (mod 2)}]7r)’

208 32
Tin = 6.5 x (—1)li (mod 2)} 5 [1 _ W} % COs ([i—{z‘ (mod 2)}1n)’

yi =1 (mod 2),

where i (mod 2) is the remainder after dividing ¢ by 2, for i = 1,...,194, and the sample
points on two intertwined spirals are shown in Figure 3.

Since no structural information is assumed for the mapping, a feedforward neural
network, which is also known as the multiple layer perceptron (MLP), can be used to
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Figure 4: Difference maps of the predicted probability from four groups of weights sam-
pled from the variational posterior of NA-EB. The yellow and dark blue areas in each map
indicate the regions classified as different class by two groups of weights, respectively.

distinguish between points. We adopt fully connected two-hidden-layer MLPs consist-
ing of two input units, h hidden units for both layers, one output unit, and the ReLu
activation function denoted by the 2-h-h-1 MLP (h = 10,20, 50). Besides, we employ a
one-hidden-layer MLP comprising 128 rectified linear units as the deterministic transfor-
mation function G,. For comparison, the results of a standard neural network optimized
by stochastic gradient descent via backpropagation (SGD) (Rumelhart et al., 1986), a
variational Bayesian algorithm (VBNN) (Blundell et al., 2015), and a sparse variational
BNN (SVBNN) (Bai et al., 2020) are also reported in Figure 3. The comparison indicates
that NA-EB outperforms SGD, SVBNN, and VBNN in terms of predictive performance.
NA-EB can find perfect solutions that distinguish between points on two intertwined spi-
rals with smooth boundaries for different architectures of MLPs. However, SGD performs
rather poorly as the number of hidden units of MLPs decreases. We also observe in this
example that VBNN and SVBNN have not converged well as it requires the MLP to learn
a highly nonlinear separation of the input space.

Furthermore, we sample weights from the learned variational posterior distribution
multiple times and then compare their classification maps to illustrate the uncertainty in
the weights. In particular, we generate 4 groups of weights {w®), w® w® w®} of the
2-20-20-1 MLP from the variational posterior and display the maps of differences between
predicted probability from these groups {p(fuw () = 1| ) — p(fuo(xz) =1 | x)}i,
respectively in Figure 4. As can be seen, the absolute values of the probability differences
tend to be 1 in the middle of two intertwined spirals and 0 elsewhere. This indicates
that the variational posterior prefers to be uncertain in the middle of two spirals, as it is
reasonable to classify this region as either of two classes.

5.2 Synthetic 1D Experiments

In this subsection, we consider synthetic regression problems and demonstrate the pre-
dictive distribution obtained by NA-EB in toy datasets. We generate two datasets that
consist of different nonlinear functions. We sample the inputs z uniformly from the
interval [—4, 4] and then generate training data from the first curve:

=24+ 22+ 3 +e,
where € ~ N(0,9). We also generate sample points from the second curve:

y =z — 0.3s8in(27x) + €,
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Figure 5: Regression of two toy datasets with credible intervals using 10 sample points
and 100 sample points made by NA-EB, SGD, SVBNN and VI.

where the inputs x are uniformly sampled from the interval [0, 0.6] and € ~ N(0,0.02?).
We compare our method with the standard stochastic gradient descent via backpropa-
gation (SGD) (Rumelhart et al., 1986), with the sparse variational BNN (SVBNN) (Bai
et al., 2020) and with a variational inference (VI) approach (Graves, 2011). The neural
network architecture includes two hidden layers with 100 and 50 hidden units for each
hidden layer. Besides, we use a one-hidden-layer MLP with 128 rectified linear units as
the deterministic transformation function G,. We use 300 training epochs for all methods
on the training data.

Figures 5a and 5b show the predictions and credible intervals generated by each
method. Noisy training samples from two datasets are shown as black crosses, with
true data-generating functions depicted by black continuous lines and mean predictions
shown as dark blue lines. The light blue areas represent credible intervals at 3 standard
deviations. In the sample interval, NA-EB and SGD give mean predictions that are much
closer to the true data-generating function than VI and SVBNN given the same sample
size for both datasets. On the other hand, in the regions of the input space where there
are no data, NA-EB generates a diverged confidence interval reflecting that there are
many possible extrapolations, while SGD fits a specific curve with the variance almost
reduced to zero. This indicates that NA-EB prefers to be uncertain when nearby data
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is unavailable, in contrast to a standard neural network that can be overly confident.
Furthermore, as the number of sample points increases, the prediction accuracy of NA-
EB improves, and the approximated uncertainty of NA-EB decreases.

5.3 UCI datasets

We further evaluate the predictive accuracy and uncertainty quantification of NA-EB on
real-world datasets for regression tasks. We adopt the same set of 10 UCI regression
benchmark datasets (Dua and Graff, 2017) as well as the experimental protocol proposed
in Herndndez-Lobato and Adams (2015) and followed by Gal and Ghahramani (2016);
Lakshminarayanan et al. (2017); Han et al. (2022). These datasets are available at https:
//archive.ics.uci.edu/datasets.

Each data set is randomly divided into training and test sets with 90% and 10% of
the data, respectively. The splitting process is repeated 20 times for all datasets except
that for Year dataset and Protein dataset, we do the train-test splitting only one and
five times, respectively, due to their large sample sizes. Also, we normalize all datasets
so that the input features and targets have zero mean and unit variance in the training
set, and remove the normalization for evaluation. Furthermore, for both the Kin8nm
and Naval dataset, we multiply the response variable by 100 which is the same as Han
et al. (2022) to match the scale of other datasets. We compare our method with four
BNN methods: probabilistic back-propagation (PBP) (Herndndez-Lobato and Adams,
2015), the dropout uncertainty (MC Dropout) approach (Gal and Ghahramani, 2016), the
deep ensembles (Ensembles) Bayesian method (Lakshminarayanan et al., 2017), and the
sparse variational BNN (SVBNN) (Bai et al., 2020). We also compare our method with
two deep generative model approaches: the generative conditional distribution sampler
(GCDS) (Zhou et al., 2022) and classification and regression diffusion models (CARD)
(Han et al., 2022). To be consistent with the results summarized in Han et al. (2022),
we adopt the same experimental setup: a two-hidden-layer network architecture with
100 and 50 hidden units, the ReLLU activation function, the Adam optimizer, the batch
size varied case by case and 500 training epochs. Besides, we specify the deterministic
transformation function G, by a two-hidden-layer MLP comprising 128 rectified linear
units for each layer.

Recent BNN approaches (Hernandez-Lobato and Adams, 2015; Gal and Ghahramani,
2016; Lakshminarayanan et al., 2017) employ the negative log-likelihood (NLL) to quan-
tify uncertainty. However, NLL computation assumes a Gaussian density for the con-
ditional distributions p(y | «;w) for all &, which may not hold for real-world datasets.
Therefore, we adopt the quantile interval coverage error (QICE) metric proposed by Han
et al. (2022) as a measure of uncertainty for regression tasks. Simultaneously, for classi-
fication tasks that will be discussed in detail in the subsequent sections, we maintain the
use of NLL to quantify uncertainty, aligning with the metrics reported in classification
experiments of Han et al. (2022). As stated in Han et al. (2022), QICE is defined as the
mean absolute error between the proportion of true data contained within each quantile
interval of generated samples of size N and the ideal proportion:

M N
1 1 1 ,
QICE == Z 'm — —‘ , where r,,, = — ]1(% > Qiow’“)ﬂ(?/n < @zlghm)’
M~ M N anl

where - and g)ﬁigh‘“ represent the low and high percentiles of the mth quantile interval,
respectively, of our choice for the predicted v, outputs, forn =1,..., N, given the same x

15


https://archive.ics.uci.edu/datasets
https://archive.ics.uci.edu/datasets

Table 1: Test RMSE of UCI regression tasks. Boldface indicates the method with the
smallest test RMSE.

Average Test RMSE and Standard Errors

Dataset

PBP MC Dropout  Ensembles SVBNN GCDS CARD NA-EB
# Parameters/Hyperparameters ~ 2D ~ D ~ 5D ~ 3D ~ 2D ~ D ~ 100D
Boston 289 £0.74 3.06 +£0.96 3.17 £ 1.05 3.17 £ 0.57 2.75 £ 0.58 2.61 +0.63 2.18 £+ 0.27
Concrete 555 £ 046 5.09 +0.60 4.91 £ 047 557 +0.47 539+ 055 4.77 £0.46 3.87 £ 0.59
Energy 1.58 £ 0.21 1.70 £0.22 2.024+0.32 1.924+0.19 0.64 £ 0.09 0.52 &+ 0.07 0.39 £+ 0.05
Kin8nm 942+ 029 7.10£0.26 865 +047 9.37+0.26 883+ 042 6.32 £0.18 6.74 +0.13
Naval 041 £0.08 0.08 +0.03 0.09 £ 0.01 0.21 +0.05 0.14 £ 0.05 0.02 +0.00 0.02 £+ 0.00
Power 410+ 0.15 4.04 £0.14 4.024+0.15 4.01 £0.18 4.11 £0.16 3.93 +0.17 3.52 £+ 0.14
Protein 4.65 £0.02 4.16 £0.12 4.45+0.02 4.30 £ 0.05 4.50 £0.02 3.73+0.01 3.65 £ 0.04
Wine 0.64 £0.04 0.62+0.04 0.63+0.04 0.62+0.04 0.66 +£0.04 0.63+0.04 0.57 + 0.04
Yacht 0.88 +0.22 084 +£0.27 119+£049 1.10+£0.27 0.79 +£0.26 0.65+0.25 0.23 £ 0.05
Year 8.86 = NA 8.77 £ NA 879 £+ NA 887+ NA 920+ NA 8.70 £ NA 8.76 = NA

Table 2: Test QICE (in %) of UCI regression tasks. Boldface indicates the method with
the smallest test QICE.

Average Test QICE and Standard Errors

Dataset
PBP MC Dropout  Ensembles SVBNN GCDS CARD NA-EB

Boston 350 £0.88 3824082 337+0.00 418+1.24 11.73+1.05 3.45+0.83 3.36 +0.73
Concrete 252+ 060 4.17+£1.06 2.68 £0.64 350=£0.76 1049 £+ 1.01 2.30 £ 0.66 2.51 £+ 0.66
Energy 6.54 £+ 0.90 5224+ 1.02 3.62+058 549 +058 741 +£219 491 +094 4.89 + 0.82
Kin8nm 1.31 + 0.25 1.50 £032 1.17+0.22 587 +045 7.73+080 0.92 +0.25 1.38 +0.26
Naval 4.06 £ 1.25 1250 +£1.95 6.64 +0.60 0.78 + 0.28 576 +2.25 0.80 +£0.21  3.90 + 1.06
Power 0.82 +£0.19 1324+037 1.09+026 1.07+028 1.77+£033 092+021 1.00=+0.33
Protein 1.69 +£0.09 282+041 217+£0.16 122+021 233+£0.18 0.71 £ 0.11 0.96 £ 0.19
Wine 2.22 + 0.64 279 +£0.56 237+ 063 255+065 3.13+£079 3.39+069 2.154+0.71
Yacht 6.93 +1.74 1033+ 134 7224141 840+ 1.70 5.01 +1.02 8.03+1.17 4.99 + 1.42
Year 2.96 + NA 243 £+ NA 256 &£ NA 1.64 = NA 1.61 £ NA 0.53 =+ NA 1.52 £ NA

input. Ideally, when the learned conditional distribution perfectly matches the true one,
the QICE value should be 0. QICE is an empirical metric that does not impose Gaussian
restrictions or any specific parametric form on the conditional distribution. Similar to
NLL, it relies on the summary statistics of samples from the learned distribution to
empirically evaluate the similarity between the learned and true conditional distributions.
To be consistent with the results presented in Han et al. (2022), we use the same parameter
M = 10 quantile intervals to calculate QICE.

Tables 1 and 2 summarize the average test root mean squared error (RMSE) and
QICE with their standard deviation across all splits for each method, respectively. We
observe that NA-EB obtains the best results in 8 out of 10 datasets in terms of RMSE
and 4 out of 10 for QICE, and it is competitive with the best method for the remaining
datasets. It should be noted that although we do not explicitly optimize our model
with respect to MSE or QICE, we still outperform existing models trained with these
objectives. We also list the number of unknowns for all alternative methods in Table 1
for fair comparison. It is important to note that we assume that all methods employ
the same base classifier, with the weights of this classifier being of dimension D. The
key difference between NA-EB and other BNN methods is how we define the prior. In
NA-EB, we define the implicit prior by w = G,(2), where z follows a standard Gaussian,
and 7 is the so-called hyperparameter in statistics. A subjective Bayesian will choose
a known 7, but the performance is poor in this setting. Instead, we incorporate the
concept of empirical Bayes to estimate these hyperparameters from the data. This will
cause another approximately 100D hyperparameters in our UCI examples.
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Table 3: Test RMSE of 4 UCI regression datasets based on NA-EB using different latent
dimensions. Boldface indicates the latent dimension with the smallest test RMSE.

Average Test RMSE and Standard Errors

Sample  Feature
Dataset Size Dimension Latent Dimension
20 60 100 140
Yacht 308 6 0.25 +0.09 0.23 £ 0.05 0.23 +£0.07 0.24 +0.08
Wine 1599 11 0.59 £0.04 0.60 £0.04 0.57 £0.04 0.58 +£0.04
Power 9568 4 3.56 £ 0.15 3.52 £0.14 3.52 £ 0.18 3.59 £ 0.16
Protein 45730 9 3.73 £0.03 3.65 £ 0.04 3.72£0.03 3.72 4 0.02

Table 4: RMSE of 4 UCI regression datasets based on NA-EB using different param-
eterizations of the deterministic transformation function G, with or without Jacobian
regularization. Boldface indicates the architecture of G, with the smallest RMSE.

Average Test RMSE and Standard Errors

Dataset Architecture of Transformation Function G,
r-128-D MLP r-64-64-D MLP r-128-128-D MLP 7"‘1.28'128‘19 M.LP.
Jacobian Regularization
Yacht 0.45 £+ 0.12 0.24 £ 0.09 0.23 + 0.05 0.33 £ 0.12
Wine 0.60 + 0.04 0.60 + 0.04 0.57 + 0.04 0.60 £ 0.05
Power 3.70 £ 0.19 3.62 £+ 0.21 3.52 + 0.14 3.54 £ 0.17
Protein 3.75 £ 0.06 3.68 =+ 0.06 3.65 + 0.04 3.72 £ 0.05

Furthermore, we conduct experiments on UCI regression datasets to demonstrate that
NA-EB is robust to the dimension 7 of the latent variable z. We select four datasets with
various sample sizes and feature dimensions and consider different latent dimensions in an
appropriate range. As shown in Table 3, the average test RMSE changes insignificantly
with different latent dimensions. With our network architecture, the empirical results
show that NA-EB obtains the best result when the latent dimension is approximately 10
times the feature dimension and its predictive performance is robust within a suitable
range of the latent dimension.

We further investigate the impact of different parameterizations of the deterministic
transformation function G, on the model performance. As described previously, we
employ a fully connected feed-forward neural network with r input nodes and D output
nodes as Gy. We explore different parameterizations of G, by changing the number of
hidden layers and the number of hidden units within a layer. The test RMSE results
using different architectures of G, obtained from 20 runs on the four UCI datasets are
summarized in the first three columns of Table 4. Our findings indicate that the r-128-
128-D MLP architecture consistently achieves the lowest test RMSE results across all
select UCI datasets. This suggests that higher complexity of this architecture allows for
a more versatile and flexible representation of Gy, resulting in better predictive accuracy.
However, it’s worth noting that the test RMSE results are quite similar between the
two-hidden-layer MLPs transformations, implying the robust predictive performance of
NA-EB within a reasonable range of parameterization complexities of Gy,.

In addition, as the asymptotic analysis of NA-EB in Section 4 suggests, the square
of the Frobenius norm of the input-output Jacobian |J(2)||% = ||0G,,/0z||F shall be
constrained. To effectively incorporate Jacobian regularization into the training process,
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Table 5: Test error rates (in %) of MNIST classification tasks with different base classi-
fiers. Boldface indicates the method with the smallest test error.

. Test Error
Base Classifier
SGD VBNN SVBNN NA-EB
400-400 MLP 1.83 1.36 1.40 1.24
800-800 MLP 1.84 1.34 1.37 1.22
1200-1200 MLP 1.88 1.32 1.36 1.21
LeNet-5 1.14 31.01 4.08 0.91

we optimize a joint loss function that aligns with (5) from Hoffman et al. (2019):

A
ﬁjoint<a> T’) = E(Ot, 77) + %H‘](Z)H%W

where L(a,n) is the ELBO as specified in (6) of our paper and A\jp is a hyperpa-
rameter that controls the relative significance of the Jacobian regularizer. Hoffman
et al. (2019) provides a computationally efficient implementation of Jacobian regular-
ization J(z). We follow its PyTorch implementation available at https://github.
com/facebookresearch/jacobian_regularizer and set values of the hyperparameter
A = 0.1 by default. The test RMSE incorporating Jacobian regularization on the four
datasets is reported in the last column of Table 4. Interestingly, the numerical results
reveal that both approaches based on the same transformation function architecture yield
similar outcomes. Consequently, we opt to proceed without Jacobian regularization to
reduce computational costs.

5.4 MNIST dataset

We demonstrate our experimental results on the MNIST digits dataset, consisting of
60,000 training and 10,000 test pixel images of size 28 by 28. Similarly to Lakshmi-
narayanan et al. (2017), our motivation for classification is to improve the performance
of a base classifier in terms of accuracy through a generative model on the benchmark
datasets instead of achieving the state-of-the-art predictive performance, as the latter
is strongly related to network architecture design. Here, we shall focus on improving
the performance of an ordinary feed-forward neural network of various sizes without us-
ing convolutions, distortions, etc. Besides, we also provide empirical results for NA-EB
based on the LeNet-5 (LeCun et al., 1998) architecture involving convolutional networks
to highlight its efficacy in the robustness of the choice of base classifier architectures.
Specifically, we repeat the protocol and the network architecture of Blundell et al. (2015)
that an MLP of two hidden layers of h rectified linear units and a softmax output layer
with 10 units, denoted by the h-h MLP (h = 400,800, 1200), is trained with the Adam
optimizer using a learning rate of 10~* and minibatches of size 128 for 600 training epochs.
On the other hand, we use the Adam optimizer, set the learning rate to 1073, employ
minibatches of size 32, and conduct training over 100 epochs in the experiment based on
the LeNet-5 architecture. In both experiments utilizing different base classifiers, we use a
feed-forward neural network with one hidden layer of 128 rectified linear units as the de-
terministic transformation G,, for NA-EB. Following Blundell et al. (2015), we preprocess
the pixels by dividing the values by 126.
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Table 6: Test NLL of MNIST classification tasks with different base classifiers. Boldface
indicates the method with the smallest test NLL.

Base Classifier Test NLL

VBNN SVBNN NA-EB
400-400 MLP 0.118 0.144 0.057
LeNet-5 0.877 0.102 0.034

Table 7: The CPU time (in s) of MNIST classification tasks with different base classifiers.
Boldface indicates the method with the shortest CPU time.

Base Classifier Epochs CPU Time

SGD VBNN  SVBNN NA-EB
400-400 MLP 600 8366.89 47201.29 352780.21 130016.78
LeNet-5 100 2328.70 10088.73 44615.34  13957.58

As summarized in Table 5, we compare the test error of our proposed method for
different base classifier architectures with the performance of SGD (Simard et al., 2003),
sparse variational BNN (SVBNN) (Bai et al., 2020) and variational BNN (VBNN) re-
ported in Blundell et al. (2015). Here, the inclusion of SGD serves as a baseline reference
to assess predictive accuracy of NA-EB and other variational BNN methods. Meanwhile,
the learning curves on the test set for these methods based on a network with two layers
of 1200 rectified linear units and on the LeNet-5 architecture are presented in Figures 6
and 7, respectively. In addition, the test NLL results based on the two base classifiers
for NA-EB, VBNN (Blundell et al., 2015) and SVBNN (Bai et al., 2020) are summarized
in Table 6. We further report the CPU time cost on a 2.30 GHz computer for each
method in Table 7 to compare the computational speed of NA-EB against other varia-
tional BNN methods. All these evaluations, carried out using different base classifiers for
each method, adhere to the same training setup, respectively, as previously described.
From the results presented in Tables 5, 6, and 7, it is evident that regardless of the
choice of the base classifier, NA-EB consistently outperforms other BNN methods in
terms of predictive accuracy and uncertainty quantification. Additionally, NA-EB ranks
the second place among the BNN methods in terms of computation time as it requires
more parameters than VBNN to characterize the implicit prior distribution. However,
it’s noteworthy that when LeNet-5 is used as the base classifier, VBNN tends to converge
to a local minimum across trials, considering all hyperparameter options for the mixing
coefficient 7 and variances o7, o3 listed in Section 5.1 of Blundell et al. (2015), as shown
in Figure 7. On the contrary, NA-EB achieves the lowest test error with reasonable com-
putational cost. Moreover, as can be seen from Figure 6, NA-EB converges the fastest
and eventually obtains the lowest test error after 600 epochs when the MLP is employed
as the base classifier. SVBNN and VBNN converge to larger test errors at similar rates.

We further investigate the effectiveness of our approach in scenarios with weaker
data signals. Specifically, we assess the performance of our method using three artificial
datasets collectively referred to as n-MNIST (noisy MNIST) (Basu et al., 2017). These
datasets are created by introducing (1) additive white Gaussian noise (AWGN), (2) mo-
tion blur, and (3) a combination of AWGN and reduced contrast to the MNIST dataset.
In the n-MNIST dataset with AWGN, we employ Gaussian noise with a signal-to-noise
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Figure 6: Test error on MNIST based on the 1200-1200 MLP classifier as training pro-
gresses: NA-EB, SGD, SVBNN and VBNN.

Table 8: Test error rates (in %) and NLL of classification tasks on different noisy MNIST
datasets. Boldface indicates the method with the smallest test error or the smallest NLL.

Dataset SGD VBNN SVBNN NA-EB

Test Error Test Error Test NLL  Test Error Test NLL Test Error Test NLL
n-MNIST with AWGN 4.98 4.79 0.17 5.87 0.29 4.75 0.13
n-MNIST with Motion Blur 1.99 1.96 0.11 1.65 0.28 1.47 0.07
n-MNIST with reduced contrast and AWGN 8.06 7.23 0.23 9.84 1.27 7.15 0.18

ratio of 9.5, simulating significant background clutter. For the n-MNIST dataset with
motion blur, we apply a motion blur filter to emulate the linear motion of a camera by 5
pixels at an angle of 15 degrees counterclockwise. In the n-MNIST dataset with reduced
contrast and AWGN, we scale down the contrast range to half and apply AWGN with
a signal-to-noise ratio of 12. This emulates background clutter along with a significant
change in lighting conditions. We repeat the training protocol for MNIST classification
tasks and summarize the test performance of our method, along with SGD (Simard et al.,
2003), VBNN (Blundell et al., 2015), and SVBNN (Bai et al., 2020). All these methods are
based on a 400-400 MLP base classifier. The results for the three noisy MNIST datasets
are presented in Table 8. It is evident that our method improves the test accuracy and
achieves the lowest test NLL regardless of types of noise. Additionally, we present four
samples from the noisy MNIST dataset with motion blur in Figure 2 to highlight the
significance of predicting uncertainty. In the left two panels, the prediction intervals for
the corresponding true labels are narrow and centered around 100%, demonstrating that
NA-EB is highly confident about its predictions. Conversely, NA-EB provides relatively
wide prediction intervals for the right two figures, particularly in the rightmost panel.
Specifically, the top two most likely labels assigned by NA-EB have overlapping and
broad prediction intervals, signifying uncertainty in its predictions. In contrast, the stan-
dard DNN method assigns an overly confident high prediction probability to an incorrect
label in the right two panels.
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NA-EB, SGD, SVBNN and VBNN. Right: An enlarged figure of the left panel for NA-
EB, SGD and SVBNN.

5.5 CIFAR-10 dataset

We evaluate the performance of NA-EB on the CIFAR-10 dataset. This dataset comprises
50,000 training images and 10,000 test images, each sized at 32 x 32 pixels and containing
3 color channels, evenly distributed across 10 distinct classes. We employ ResNet-18 (He
et al., 2016), a larger CNN architecture, as the base classifier and optimize the loss
function for 200 epochs using the default SGD optimizer with a learning rate of 0.01 and
momentum of 0.9. We examine the predictive accuracy and uncertainty quantification
of NA-EB in terms of test error and test NLL, respectively. We compare NA-EB with
other BNN methods, as reported by Han et al. (2022) in Table 9. Specifically, CMV-
MF-VI, CM-MF-VI and CV-MF-VTI are variants of a recent BNN work (Tomczak et al.,
2021) that employs a novel and tighter ELBO to conduct variational inference in BNNs.
Our observations reveal that NA-EB achieves enhanced test accuracy, primarily due to
its highly flexible implicit prior. Furthermore, our NLL result, while not the primary
objective of NA-EB, is competitive with some of the best performing methods in this
regard.

To gain a more tangible grasp of the significance of predictive uncertainty, we jux-
tapose the predicted probabilities obtained from the ResNet-18 classifier with our 95%
Bayesian credible intervals for four test images sourced from the CIFAR-10 dataset. In
the case of the deer image, the standard DNN method assigns a high probability to the
wrong class without considering uncertainty. Conversely, NA-EB yields prediction inter-
vals of similar width and overlapping for the two potential classes, suggesting uncertainty
in its predictions. Moreover, for the frog image, NA-EB provides a relatively narrow pre-
diction interval for the correct class, while the DNN method assigns a high probability
estimate to the wrong class. This highlights that NA-EB not only quantifies predictive
uncertainty but also improves classification accuracy by implicitly specifying a correct
prior for classifier weights. From the examples of the noisy MNIST dataset and CIFAR-
10 dataset, it is evident that the widths of the prediction intervals indicate the level of
certainty or uncertainty NA-EB holds regarding the accuracy of its predictions, whereas
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Table 9: Test error (in %) and NLL of CIFAR-10 classification tasks. Boldface indicates
the method with the smallest test error or the smallest NLL.

Metrics CMV-MF-VI CM-MF-VI CV-MF-VI MF-VI MC Dropout MAP CARD NA-EB
Test Error 13.75 13.34 20.22 22.92 16.36 1531 9.07 8.40
Test NLL 0.41 0.39 0.59 0.68 0.49 0.93 0.46 0.49

the point estimate of likelihood produced by the standard DNN method lacks uncertainty
information. It is reasonable to conclude that the superior performance of NA-EB, both
in terms of predictive accuracy and uncertainty quantification, can be extended to other
classification tasks within the medical domain, such as automated diagnostics on medical
images, where uncertainty estimation is of particular importance.

6 Conclusion

In this paper, we propose a general implicit generative prior for Bayesian inference. In par-
ticular, we develop the NA-EB framework to address the unsolved challenges in Bayesian
DNNs. Meaningful priors for neural network weights are defined implicitly through a
deep neural network transformation of a low-dimensional known distribution. The pos-
terior for complex models with a large data volume can be efficiently computed using
the proposed stochastic gradient method. We rigorously analyze the theoretical property
of the algorithm and demonstrate that NA-EB outperforms many existing methods in
a variety of numerical examples. Furthermore, NA-EB also takes advantage of recent
developments in computational techniques. Our programming code for NA-EB is im-
plemented using the PyTorch machine learning framework (Paszke et al., 2019), which
allows us to construct complex neural networks and compute the gradient of functions us-
ing the automatic differentiation technique. Additionally, the NA-EB code can be easily
run on modern computational hardware, such as graphics processing units, significantly
reducing the computing time for large-scale datasets.

NA-EB has adopted the empirical Bayes framework to estimate the hyperparameter
1, which brings an additional unknown quantity into the model, especially for very large
models. We will explore techniques to reduce the unknown-quantity count in NA-EB
while maintaining its advantages in uncertainty quantification. This could involve inves-
tigating model compression techniques or exploring alternative network architectures.
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Appendix

A Algorithm Details

We provide more details for Algorithm 1. First, all variational parameters mq,...,m,,

p1,-..,pr are initialized by i.i.d. uniform Unif[—1,1]. All components of n in G, are

initialized by a uniform distribution following the default initialization in PyTorch 1.9.0.

Then, in each iteration, we compute the Monte Carlo estimates of the gradients in (8)

by generating H samples from the current variational posterior distribution. In terms

of calculating Vp(‘wﬁ(at, n:), for j =1,...,7, we apply the chain rule, V, log{qa(z)} =
J

[V, 108{qa(2) }| o, —tog(1+ers)]€” (1+€77) 7", where the term in the first curly brackets is the
derivative of log[q,(z)] with respect to g; evaluated at the point o; = log(1+e”) and the
rest is the derivative of o; with respect to p;. For the next step, we update the estimates
of next iteration adopting the gradient descent method whereas the chosen learning rate
sequence {3®} follows the Robbins-Monro conditions for convergence (Ranganath et al.,
2014). The stopping criteria for Algorithm 1 is set to be a maximum iteration step.

We further investigate an additional improvement on the above algorithm. In the era
of big data, our algorithm can also adopt minibatch optimization. The training data D,
is randomly split into a partition of B subsets Dy, ..., Dp, and each gradient is averaged
over one subset of the data iteratively (Graves, 2011). For example, one can partition
D, based on 7 = (7, ...,75) € [0,1]% with 3.0, 7, = 1. The objective function in (7) is
changed to

Ly(a,n) = =1 KL(ga || 70) + Eznga () [log{L(Dy; G (2))}].

This is reasonable since Ep[>0 | Ly(a,n)] = L(cx, 1), where the expectation is taken
over the random partitioning of minibatches. In particular, we adopt the scheme 7, =
2B-t /(28 — 1) in our algorithm which puts more weights on the first few minibatches as
little data are seen.

As we obtain the estimated DNN transformation function Gy and the variational
posterior distribution g4 (z) from Algorithm 1, the predictive distribution can be obtained
by multiple forward passes on the network while sampling from the weight posteriors.
Given a new input &*, the predictive distribution p(y* | *, D,) can be estimated by

COMESR ST SV FONCHER) (16)

with 2, sampled from ¢4(2) independently, for m = 1,..., M, and M being the number
of Monte Carlo samples.

B Instructions for utilizing code files

We provide source code of numerical experiments in Section 5 at https://github.
com/yjliu7/Neural-Adaptive-Empirical-Bayes. The implementation of NA-EB re-
lies on the PyTorch deep learning framework. In terms of data, we use simulated data
in two_spiral.py for the two-spiral problem and utilize the MNIST dataset provided
by the torchvision package. The ten UCI datasets can be downloaded from https:
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//archive.ics.uci.edu/datasets. Regarding the model, we specify the deterministic
transformation function G, by a fully connected feedforward neural network in determin-
istic_transformation.py. We provide a Gaussian variational sampler for the latent variable
z in gaussian_variational.py. The base classifier f,, and the loss function £(a, ) are given
in Bayes.py. Furthermore, we include detailed explanations and comments within each
Python file for reference.

C Assumptions for Theoretical Analysis

To take advantage of the representation power of the DNN, we approximate fy by a DNN
fw, defined in the following way:

fw=Ag000A3 10---000 Aj, (17)
AL €AY, Ay, Agr € AY, Ag € Ay, (18)
o((z1,...,28)") = (o(21),...,0(xN))",

where N and d are the width and depth of the DNN;, respectively, A2 stands for affine
transformations R™ — R of the form x,,x1 — Wpyxn, T + by,x1, 0 is the nonlinear
activation function, and w € # C RP represents all the parameters in the DNN. In (18)
a constant width N is used in each layer merely for simplicity of notations; in practice
the dimensions of A; can vary from layer to layer. Other popular modes such as CNN
(Krizhevsky et al., 2017) and ResNet (He et al., 2016) are special cases of (17). DNN
models allow for great freedom in selecting the activation function. Popular choices
include the rectified linear unit (Glorot et al., 2011), o(z) = max{z, 0}, and its smoothed
version o(x) = log{1 + exp(z)} ~ max{z,0}.

Due to the universal approximation property of DNNs (Hornik et al., 1989a), for
any € > 0, there exists a DNN fy of the form (17) with weights Y € # C RP» such
that || fo — frlleo < €/4, where || - || is the Ly norm of a function defined as || fl. =
SUPgey |f(x)]. In addition, there exists an s = (s1,...,5,,)" € Z C R such that
YT = G,(s). A neighborhood of s is defined as

Ve | }
PE—{Z:Z<—5<< =1, 19
% =l < T Do+ p + DI} 19)

where || - ||; is the L; norm of a vector defined as ||Y||; = ZkD;Ll |Tk| and w is given
in Theorems 4.1 and 4.2 measuring the order of magnitude of D,. Let {F,} denote a
sequence of sieves defined as

Fo={z:l5<Cni=1,....m.}, (20)

where C,, is a parameter related to n. In the following, we write Gy, = (Gy1, Gao, - - ., Gyp,, )"
where G, : 2 — R is the deterministic transformation function such that wy, = G,(2),
fork=1,...,D,.

In Theorem 4.1, we establish that under some conditions, the variational posterior
concentrates in e-small Hellinger neighborhoods of the true density ¢,. The conditions
on the deterministic transformation G, and prior parameters are summarized below.

Assumption 1. The deterministic function G, is twice differentiable at z € 2. For
z € F,UP. with C,, = e’ /™ where b is a constant, the first-order derivative satisfies
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10Gy, /0|3 = o(en'™") where u is given in Theorem 4.1 and || ||r denotes the Frobenius
norm of a matriz A defined as |[Allp = (32,3, |ai|*)/?. The second-order derivative

satisfies {3 1" (0?Gp/ 023)2}1/2 = o(v/Dy S (0G i /02;)?) at s, for j=1,...,7,.

Assumption 2. The prior parameters in (2) satisfy the assumption (12) and ||p||3 =
o(n), where || - ||5 is the Ly norm of a vector defined as ||pll2 = (375, ;1,?)1/2.

Assumption 1 puts some smoothness constraints on the Jacobian of ;). The intuition
is to improve the stability of the model, which avoids the situation where infinitesimal
perturbations amplify and have substantial impacts on the performance of the output of
G,. In practice, a Jacobian regularization can be added to the objective function, and
a computationally efficient algorithm has been implemented by Hoffman et al. (2019).
Furthermore, the second-order derivative condition in Assumption 1 is mild, since it
only requires that the square root of the mean square of the second-order derivative be
insignificant compared to the sum of the squared first-order derivative at a fixed point
s. As long as a substantial fraction of 0Gy,/0z; among k = 1,..., D, evaluated at this
fixed point is nonzero, the condition is satisfied. Assumption 2 imposes restrictions on
the prior parameters so that the KL distance between the variational posterior ¢* and
the true posterior p(w | D,,) is negligible.

In Theorem 4.2, we establish the consistency of variational posterior for shrinking
neighborhood sizes of the true density ¢;,. However, since Theorem 4.2 is more restrictive
in nature than Theorem 4.1, it requires additional assumptions on the approximation of
the neural network solution to the true function fy,. Therefore, we modify Assumptions
1 and 2 as follows.

Assumption 3. The deterministic function Gy, is twice differentiable at z € 2. For
z € F,UP.2 with C, = en’en/™ where b is a constant, the first-order derivative satisfies
10Gy,/0z||3 = o(ee2n'~*) where u is given in Theorem 4.2. The second-order derivative

satisfies {2521(82Gnk/8z?)2}1/2 = o(v/ Dy S0 (0G i /02))?) at s, for j=1,...,7,.

Assumption 4. The prior parameters in (2) satisfy the assumption (12) and |p||3 =
o(ne?).

Assumption 5. There exists a sequence of neural network functions fy of the form (17)
with X = Gy(s) satisfying || fo — frll = ole), X3 = o(ney), [[s]3 = o(ney).

Compared to Assumptions 1 and 2, the square of the Frobenius norm of the Jacobian
in Assumption 3 and the rate of growth of L, norm of the prior mean parameter in
Assumption 4 are allowed to grow slower since the consistency of the variational posterior
in a shrinking Hellinger neighborhood of ¢y is more restrictive in nature. Furthermore,
Assumption 5 requires the existence of a neural network solution that converges to the
true function ¢, at a sufficiently fast rate while ensuring controlled growth of the Ly norm
of its coefficients.

D Overview of The Proof

We focus mainly on the proof for the binary classification in (9). Without loss of general-

ity, we consider f,, in (17) as a single layer neural network: fy,(x) = Z;l:l ajo(w;"x+b;)
where w = (w],...,w],b1,...,bg,a1,...,a4)", a;,b; € R, w; € RP, j =1,...,d. We
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briefly outline the main steps in the proof of Theorems 4.1 and 4.2 and Corollaries 4.1
and 4.2. We borrow a few steps and notations from Bhattacharya et al. (2020).

To establish the consistency of variational posterior, we use the following inequality
as the foundation of the proof for Theorems 4.1 and 4.2 and its derivations are given in
detail in the proof of Theorem 4.1 in the Appendix:

¢ (VA < di(q" pn(- | D)) + |B] +log 2, (21)
where V. is defined in (23) and

D” f z L Dnvf z
{fw Lf”( ) mo(z )dz}, B = —log{f %Wo(z)dz}. (22)

Then we get the following main steps towards the proof:

1. We construct the upper bound of the first term A by decomposing its exponential
term as

oA :/ {L(Dy; fa,(2))/ Lo}mo(z)dz +/ {L(Dy; fa,(2))/ Lo}mo(2)dz
VenFn VenFe

where {F,}>, is a suitably chosen sequence of sieves (see the proof of Proposition
5 in the Appendix), which gives the lower bound of —¢*(V¢)A.

2. We control the second quantity B by the rate at which the prior my gives mass
to a shrinking KL neighborhood of the true density £y (see step 1 (c¢) of the proof
of Proposition 6 in the Appendix for Theorem 4.1 and step 2 (c) of the proof of
Proposition 6 in the Appendix for Theorem 4.2).

3. We construct the upper bound for dxy,(¢*, py (- | D,)) by bounding dkr,(q, py(- | Dr))
below by

it 4 m>+\ [ 108D o)/ odatz)iz|+

08 | [ (LD foo)/ Lol

for a suitable ¢ € Q (see the proof of part 1 of Proposition 6 in the Appendix for
Theorem 4.1 and the proof of part 2 of Proposition 6 in the Appendix for Theorem
4.2).

4. Based on the relation (21) and the results from steps 1, 2 and 3, we can control
q*(V¢), which is equal to 7 (UY).

In addition, in terms of the proof for Corollaries 4.1 and 4.2, we first derive that the
difference in classification accuracy R(C) — R(C®°#) is bounded above by the logit links
f(x) and fo(x). We further bound the logit links by di(?, ¢,). Finally, we establish that
R(C) — R(C®°=) is bounded by a constant with probability tending to 1 as the sample
size increases to infinity.

E Theoretical Properties of Variational Posterior

E.1 Proof of Theorem 4.1

First, we define the Hellinger neighborhood of the true function density function gy = ¢,
in terms of z as

V. = {z:Gy(2) € U}, (23)
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In view of (11) and (23), we notice that
(U = q (Vo).

Therefore, we now turn to prove the posterior consistency of ¢*(z).
Next, we construct the main inequality (21) related to ¢*(z) as follows:

dald" - 190) = [ ') log{ (qz(u)a >}dz+ / ﬂ“'zﬂog{z% }dz

—r) [ e PEE e

~r 0 [ e {1 e
)
v

£

{0 B

gV
> q" (Vo) log{q" (Vo) } + ¢ (VE) log{q"(V5)} — ¢"(V5) log{py (V< | D)}
> —q

(Vo) log{pn(VZ | D)} — log 2

4" (V%) log { / g L(Dni S () <D”5LJ; G"(z))m)(z)dz}

L(Dn; fau(=
+q* (V) log{/(L—fG"())wo(z)dz} —log 2,
0

where the third inequality holds by Jensen’s inequality, the fourth step follows since
pn(V: | D,,) < 1 and the fifth step follows since x log(z) + (1 — x) log(1 —z) > —log2. In
the above proof we have assumed ¢*(V.) > 0, ¢* (V<) > 0. If ¢*(VS) = 0, there is nothing
to prove. If ¢*(V.) = 0, then we will get 2 = op,(1) which is a contradiction.

By Assumption 2, the prior parameters satisfy

lullz = o(n), ¢l = O(n),  [I¢7]loo = O(1),  ¢"=1/¢.
Note r, ~n% 0 <a < 1and D, ~d, ~n* 0 < u <1 which implies r, log(n) = o(n),

D, log(n) = o(n).
By part 1 of Proposition 6,

dxL(q", py(- | Dn)) = opy(n). (24)
By step 1 (c) of the proof of Proposition 6,
B = op,(n). (25)

Since r, ~ n%, r,log(n) = o(n®), a < b < 1 and D, ~ n*, D,log(n) = o(n’), u <v < 1,
using Proposition 5 with €, = 1, we have

—q"(V)A = ne’q"(VE) — log 2 + op, (1) = ne’q" (VE) + O, (1). (26)
Therefore, using (24), (25) and (26) in (21), we obtain

ne’q” (VE) + Op, (1) < op,(n) + op,(n) = 7 (UE) = ¢"(V5) = op,(1).
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E.2 Proof of Theorem 4.2

We assume the relation (21) holds with A and B same as in (22). We also turn to prove
the posterior consistency of ¢*(z), as 7* (U, ) = ¢*(VE. ) where V., is defined in (23).
Note r, ~n%, 0<a<1, D,~n“ 0<u<lande? ~n?% 0<d<1—u<1—a. This
implies 7, log(n) = o(ne?), D,log(n) = o(ne?).

By Assumption 4, the prior parameters satisfy

ullz = o(ney),  [¢lle = O(n), 1€ =O(1), ¢ =1/¢.
In addition, by Assumption 5,
1fo = frllw = olen), XI5 = olney,), Is[lz = o(ney,).
By part 2 of Proposition 6,
dx1.(q",pn(- | Da)) = op,(ne;,). (27)
By step 2 (c) of the proof of Proposition 6,
B = op,(ne2). (28)

Since r, ~ n? r,log(n) = o(n%2), a+ 46 < b < 1 and D, ~ n* D,log(n) = o(n’e),
u+ 9 <wv <1, it follows, by using Proposition 5 that

—" (Ve JA = ne’eq" (Ve ) —log 2+ op (1) = nee " (Ve ) + Op, (1), (29)
Thus, using (27), (28) and (29) in (21), we get

ne'e,q" (Vee,) + Opy(1) < op(ney) + o, (ney) = 7 Uz, ) = 0" (Vi) = or, (1).

E.3 Proof of Corollary 4.1

Note that
R(C) = R(C*™) = B, [Byo {1(C(=) # y) — 1(C™**(x) # y) }
= B, (Eyu [{1(C(@) = 0) = 1(C™(@) = 0) } o (fo(@))] )
+ By (Eye [{1(C(2) = 1) - 1(C™ (@) = ) } {1 = o(fo(2))}] )

Let



Then

dys (0, €o) = dyy (/egn ¢*(2)dz, eo)

/ (la, (), %0)a"(z)dz by Jensen’s inequality

du(le,(2):Lo)d” (z)dz+/ du(la,(z), 0o0)q" (2)dz
Ve Ve
<e+ 0P0(1)7

where the last inequality is a consequence of Theorem 4.1.
Taking e — 0, we get du(, o) = op,(1). X
Note that f(x) = o ({(y,x)) = log{¢(0,z)/l(1,x)}, then

2du(l, by) = /01 Z{\/T \/T} dz

ye{0,1}

_2_2/ 0.1]p Z \/ y> 60317

ye{0,1}

—2—2/ - > exp[ {yf —log(1+ /@) 4 yfy(x) — log(l—l—eﬁ’(“’))}} dx

ye{0,1}

—2-2 [ [Vati@netiten + i - o@D H1 - olien)] de
2—2/M¢1—”0 et

(AV4
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=
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(32)
where the fifth step holds because

{\/%+\/(1—a)(1—b)}2zzab+1—a—b+2\/ab(1—a)(1—b)
= o2Vab{Vab+ /1 —a)1 =0} +1—a—b
gQ@{a;bJr<1_a);<1_b)}+1—a—b
=2Vab+1—a—b
— 1 (Va- VB

The sixth and seventh steps hold because /1 — 2 < 1 —2/2 and |a—b| < |/a+Vb||\/a—
Vb| < 2|\/a — \/b| respectively.
By the Cauchy—Schwartz inequality and (32),

2

/ o (fo(@)) = o(f(=))|da < U {o(fo(x)) — o(f(a))} dw
x€[0,1]P x€[0,1]P

< 2v/2dy (0, ) = op, (1).

(33)
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The proof of part 2 is completed by (30).

E.4 Proof of Corollary 4.2
Let D, ~n%and ¢, ~n~° 0 < § < 1—wu. This implies D, log(n) = o(ne2). Additionally,
D, log(n) = o(n"¢2), u+ § < v < 1. This implies D, log(n) = o(n’e*), 0 < k < 1.
Thus, using Proposition 5 with €, = €/, we have
—q" (Vi) A 2 ne® e q" (Ve ) — log 2+ op (1) = ne’e;"q" (Vo) + Opy(1).
This together with (27), (28) and (21) implies
q" (Vi) = on, (e ™).

By (31),

dH(‘éa EO) - dH </ an(z)q*(z)dz7€0)

< /dH(ﬁgn(z),ﬁo)q*(z)dz by Jensen’s inequality

).

K
E€n

dH(EGn(Z),EO)q*(Z)dZ + / dH(EGn(Z),EO)q*(Z)dZ
VC

eely
)

< een +op,(e
Dividing by € on both sides, we have

1 A
—dH(f, fo) = Opo(l) + OPO(GQ_SH) = Opo(l), 0 S Y S 2/3

er "
By (33), for every 0 < k < 2/3,

[ let@) — of@)ldw < - 2v3du(l, o) = o, (1)

K
€n Jxelo,1)r n

The proof completes following (30).

F Theoretical Properties of True Posterior

Theorem F.1. Suppose r, ~ n®, D, ~n", 0 < a < u < 1. Assume that the deter-
ministic function G, is differentiable at z € 2 and the first-order derivative satisfies
10G,/0z||3 = o(en'™") for z € P. defined in (19). Besides, the prior parameters in (2)
satisfy Assumption 2. Then, as R is defined in (13),

1. B (p(u; | D,,) < 26_”62/2) —1, n—oo.

) (]R(O) — R(CPres)

§4\/§5>—>1, n — 0o.
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Proof. The proof of this theorem is comprised of two parts.
Proof of part 1. In view of (11) and (23), we note that

Also, note that,
B fv L(Dy; fa,(z)m0(2)dz
[ L(Dy; fa,(2))m0(2)dz
. fv§{L(Dn; fG'r](Z))/LO}ﬂ-O(Z)dZ
f{L(Dn§ fGn(z))/Lo}Wo(z)dz )
By Assumption 2, the prior parameters satisfy
I3 = o), [I¢lle = Om), 6"l = O(1), ¢ =1/C.

Note 7, ~ n 0 < a < 1 which implies r, log(n) = o(n). And D,, ~n", 0 < u < 1 which
implies D,, log(n) = o(n). Thus, the conditions of Proposition 2 hold with ¢, = 1.

P, </ L(Dn;fGn(Z))’iTo(Z)dZ < e_nv)

Ly
SPO(

L(Dy; fan(=
1Og{/wﬂo(z>dz}
Ly
where the above convergence follows from (67) in step 1 (c) of the proof of Proposition 6.
Additionally, since 7, log(n) = o(n®), a < b < 1, the conditions of Proposition 5 hold
with ¢, = 1.

Pn(V | Do)
(35)

(36)

>nv>—>0, n — 00,

L Dn; z e
Py (/ %ﬂo(z)dz > 2e "¢ ) — 0, n— oo, (37)
Ve

where the last equality follows from (60) with €, = 1 in the proof of Proposition 5.
Using (36) and (37) with (34) and (35), we get

Py (p(Ue | D) = 2e7 %) = Py (py(VE | D) 2 267 2) 50, o0,

Taking v = £2/2, the proof is completed.
Proof of part 2. Let
(0.2) = [ tae (v 2lpn(z | Do)z (39)

Then
. t0) = i ( [ to (= | D)z o)

< /dH(EGn(Z),éo)pn(z | D,,)dz by Jensen’s inequality

:/ dH(an(z)aKO)pn(z | Dn)dz —I—/ dH(an(z)aEO)pn(z | Dn)dz

g Ve
<e+ 2677152/2
< 2e¢ with probability tending to 1 as n — oo,

where the last inequality is a consequence of part 1 of Theorem F'.1.
The proof of part 2 is complete after (30) and (33). O
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Theorem F.2. Suppose r, ~n% D, ~n*, 0<a<u<l,e&~n?0<i<l—u<
1 —a. Assume that the deterministic function Gy, is differentiable at z € Z and that the
first-order derwative satisfies ||0G,/0z||% = o(eezn'™") for z € P.z defined in (19). In
addition, the prior parameters in (2) satisfy Assumption 4. Then

1Py (U, | D) <2e75902) 510 om0,

) (]R(é) — R(CPres)

< 4\/§€€n) —1, n— oo

Proof. The proof of this theorem consists of two parts.
Proof of part 1. In view of (11) and (23), we notice that

p(uscen | Dn) - pn(Vgen | Dn)' (39)
By Assumption 4, the prior parameters satisfy
lllz = o(ney),  [I¢lle = O(n), [I¢7]lo = O(1), ¢ =1/¢.
Also, by Assumption 5,

1fo = Frllso = o(en),  IXIlz = o(ney),  llzllz = o(ne,).

Note r, ~n*, 0<a<1 D,~n" 0<u<landeZ ~n?° 0<d<l—u<l-—a,
therefore, r,, log(n) = o(ne?), D, log(n) = o(ne2). Thus, the conditions of Proposition 2

hold. LD
PO (/ ( ”’fGn(z))ﬂ_O(z)dz S e—ne%v)

Lo
L(Dy; fa, (=
< F ( log {/ wﬂo(z)dz}‘ > neiv) —0, n— oo,
0
where the above convergence follows from (70) in step 2 (c) of the proof of Proposition 6.
Also, since 1, log(n) = o(nbe2), a+§ < b < 1, D,log(n) = o(n'e2), u+ 6 < v < 1, the
conditions of Proposition 5 are satisfied.

L Dn; z —ne2e2
Py </ Mﬁo(z)dz > 2e e ) —0, n— o0, (41)
v

(40)

Lo

where the last equality follows from (60) in the proof of Proposition 5.
Using (40) and (41) with (39) and (35), we get

Py (pUe | Dy) 2 2674 0/2) — By (pg(VE | D) > 2e7"4E70/2) 150, s o,

Taking v = €2?/2, we complete the proof.
Proof of part 2. By (38), we get

(o) = di ( jE Dn>dz,eo)

< /dH(EGn(Z),EO)pn(z | D,)dz by Jensen’s inequality

= / dH(fGn(z),fo)pn(Z | Dn)dz —|—/ dH(EGn(z),KO)pn(Z | Dn)dz
Veep,

c
cen

92 22
§5€n+26 2nes e

< 2¢ with probability tending to 1 as n — oo,
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where the last inequality is a consequence of part 1 of Theorem F.2 and €, ~ n7°.

Dividing by €, on both sides, we get
e;ldH(é, ly) < 2e with probability tending to 1 as n — oc.

The remainder of the proof is followed by (30) and (33). O

G Lemmas

Lemma 1. Assume that the deterministic function Gy, is twice differentiable at z € &
and the second-order derivative satisfies

(S (0%C/02) Y2 = o(n/ Dy S (0Gu/02)7),
k=1 k=1

forg=1,...,r,. For

hz) = [peoaplo(fo(@){fo(®) — fa,:) ()} +log{l — o (fo(x))} — log{1 — o(fc, ) (x))}dz,
we have

Y I(VPh(2))y5] < Da(26 +1)[|0Gy, /02|l

where Aj; denotes the jth diagonal entry of a matriz A and c is a constant.

Proof. Note that

Vi) = [ (@) ol @) Ve @)
, 91‘(,93)

- / oy Va0 @NHT = 0o @D}V fan(a) (1 foy e (@)} da

g2(x)

(42)

First, note that

_ 8fc,,( 0 fuy Owy,
(Ve (@) = =5 Z duy, 0z

where v; denotes the jth element of a vector.

(Vo) @V fa,=)(x)}");; = < owy, 0z awk 0z

8 fw 8Gnk
= { 8wk } { 0z; } (43)

<D, maxatZ( G )

k=1

fw 8wk) afw 8wk)
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where the second inequality holds by the Cauchy—Schwarz inequality. And the last in-
equality follows since (0 fy,/0wy)? < max; a? by combining 0 < o' () < 1,0 < zy < 1
and

0 f() 1, wg = a; for somet=1,...,d
aw ={ a0 (Wfe+b)xry, wp=w, forsomet=1,....dt =1,....p
Wk atcr/(th:c + by), wp = b, for somet=1,...,d.

On the other hand,

8w1 @UJD 8w1 awD B
2 o n 2 n

J/

0

0 fw(@
+ Z ﬁwk

(1)

owq owp. \ " OG i,
. n <D,
(82]- 7 ’ azj ) maX|at| Z ( aZ] ) 7

where Apay is the largest singular value of V2, f,,(x) and the first inequality is based on the
spectral norm of a matrix. The last inequality follows by the Gershgorin circle theorem

Note that

(I) < )\max

where ZkD;’:l(Vifw(m))kle < D, max; |a;| for any k; = 1,..., D, since
(ngfw(m))klkZ
P fuw(x)
N (9wk18wk2
(o' (wfe +by)wy, Wy, = Wy, Wy, = a;  forsomet =1,....d,t =1,...,p
a0 (W + b)),z Wy, = Wy, Wy, = Wy forsomet=1,....d,t, t=1,....p
a0 (wie 4 b))z, Wy, = Wy, Wy, = by forsomet=1,....dt =1,....p
= 0/(thw+bt), Wy, = by, w, =a; for somet=1,...,d
a0 (wle 4 b))z, wg, = by, wy, = w,y for somet=1,....d, t=1,....p
a0 (Wi + by), Wk, = by, wg, = b, for somet=1,...,d
L 0, otherwise
< m?X‘atfa

where the last inequality follows using 0 <o (1) <1,0<c (1) <1,0< 2, < 1.
Also, note that

D 2 D 2 D 2
" (Ofw " [ 02Go S (DG,
s {5 G S (5) s (oo (52

=1 k=1 J

where the first inequality follows by the Cauchy—Schwarz inequality.
Therefore, we get

oG O (2C
(V2 fan =) (@));; < Dy max|at|z< "k) + Dnmgxa?Z( 8z;7k) (44)

k=1
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Note |g1(x)| < 2, |go(x)| < 1 and combining (43) and (44) and replacing (42), we get
rn D, oG 2
2 nk

Z|(Vh ]\<Z{ maxat—l—maxlatDZ( 5z, ) }
]21 k=1

+Z max [ar| | Dn Z (8 G"k)

D 2
~ (0G
< Z{ maxat +max|at| kz:; ( az;yk) }
rn Dn 2
< Dy Qmaxat +1) ZZ( 92, )

=1 k=1

< Dn(2¢2 +1) H%

F
where the second inequality follows by

{Z (0*Gyi/022)*}2 = o(\/ D, Z OGi/02)?)

and the third inequality in the above step uses |z| < z? 4+ 1. The last inequality follows
by letting max; |a;| < c. O
Lemma 2. Let F, = (Ve b, )y, ),z € Fp} where g, (y, ) = lw(y,x) is the
same as in (10) and F, = {z : |z;| < Cn,j = 1,...,1,} is defined in (20). Assume
that wy, = Gpi(z) satisfies |wy| < Cy, for k = 1,...,D,. Furthermore, assume that

the deterministic function G, is differentiable at z € 2 and the first-order derivative
satisfies ||0G,/0z||F = o(ee2n*™") for z € F,. Then

V3 : .
/2/8 \/H(uv"rna |- ll2)du < 6\/2Tn{10g(7“n) +log(Dy) + log(Ch) + log(C,) — log(e)},

where H(u, Fy, || -||2) is the natural logarithm of the bracketing number defined in Pollard
(1990) and ezplained in detail in the proof below.

Proof. As stated in Pollard (1990), for any two functions [ and u, we define the bracket
[[,u] as the set of all functions f such that [ < f < w. Then an e-bracket is defined as a
bracket with ||u —{|| < e where || - || is a metric. Define the bracketing number of a set of
functions F* as the minimum number of e-brackets needed to cover F*, and denote it by
N(e, F*, || - ||). Finally, the bracketing entropy, denoted by H (e, F*,|| - |), is the natural
logarithm of the bracketing number.

Note that by Lemma 4.1 in Pollard (1990),

3C

N(E;fna || : ||oo> < (Tnyn

For zy,z, € F,, let {(u = Vluzi+(1-w)z (Y, T).
Following equation (52) in Bhattacharya and Maiti (2021), we get

Hzl - zZHoo < F(JI,y)HZl - z2H00 (45)

\/ zZ1 y7 \/gzl ?J; < n Sup aa_g
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where the upper bound F(z,y) = r,D,C,/2. This is because |0//0z;| is bounded as
shown below:

10 (@ efan=) (@)
_ |1 9fey(x) {y 7 Lexp {nyn(z)(w) ~log(1 + efGn(z)(m)>}

or

6_2’]- 2 0z, 1 + efen= @)

1 efan(= (@) - afw( )8G k
! {y——}exp{yfan<z><w>—log<1+efcn<z>< )}y Ynle) e

1 + efon= (@) = owy, 0z
oS () (® Dn a fuo(®) OG
1+ efcv(z) 1+ efcﬂ(z) Qwy, 0z

IN

olome (@ 3fw( N\ % G i ’
1+ efGn(z) 1+ efGﬂ(z) dwy, £~ \ 0z '

Also, note that

0f() 1, wyp =a; for somet=1,...,d
‘ 5" < oo (Wi +b)ry|,  wp=w, forsomet=1,....dt =1,...,p
Wk a0 (Wi + b)), wg =b for somet=1,...,d.
Using |o'(-)| < L, Joy| < 1, |a,| < Gy,
awk B

Thus, using e/én=® /(14 elen=®)) <1 1/(14elen=®)) < 110G, /0z||% = o(ee2n'—"),
we get

ol
azj

1
< \/D C2ee2nl—u,

By using D,, ~ n%, €2 ~n° 0 < § < 1—u and letting ¢ = 1, the bound F(z,y) follows.
In view of (45) and Theorem 2.7.11 in Vaart and Wellner (1996), we have

~ 37"nD C C r TnDnCnén
N Fus lll - l2) < (=)™ = He, Fos |l [l2) < 7 log <f) :

Using Lemma 7.3 in Bhattacharya et al. (2020) with M,, = raDnCLCy, we get

/08 \/H(u7 For |- l2)du S 5\/Tn[10g(rnDnCnC’n) — log(e)].

Therefore,
Ve . Ve .
VH@E e [T H@ F )
€2/8 0
< ﬁs\/rn{log(rnDnCnCN’n) —log(V2¢)}.
The proof follows by noting that log(v/2¢) > log(e). O
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H Propositions

Proposition 1. Let ¢(z) = N(s,1,, /\/n) and mo(z) = N(pu, X), where ¥ = diag(¢) and
¢* =1/¢. Let né2 — oo, rylog(n) = o(ne?), ||s||3 = o(ne?) and ||p||3 = o(ne2), then for
any v > 0,

dxr(q, o) < 71631%

provided ||Clloc = O(n), [|¢*[lec = O(1).
Proof.

Tn 1 ] _ ] 9 1
dk (g, m0) = Ezj {bg(ncj) toat (s Q;ﬁ ) _ 5}

g—{log —1}—|—210ng ZC2+QZCQ+QZ———n

. .
< 3{10g(n)—1}+rnlog(||C|loo)+g||C oo + 2[|8[1311¢ oo + 22 l1311¢7 [l

= o(nei),

where the second last inequality uses ¢* = 1/¢. The last equality follows since [|{]|c =
O(n), [[¢*]lsc = O(1), ralog(n) = o(ney), |Isll3 = o(ne;) and ||p|3 = o(ne;). O

Proposition 2. Let mo(z) be as in (2). Define

Nz = {w : dxi(lo, lw) < €},

L.={z:Gy(z) € N/}, (46)

where

daltnt)= [ oth@) (@)~ fute)) 1o { 1700 i

Let ||fo — frllo < c€2/4, ne2 — oco. Assume that the deterministic function Gy is
differentiable at z € Z and the first-order derivative satisfies ||0Gy,/0z||3 = o(eeZn'~*)
for z € P2 defined in (19). If r,log(n) = o(ne2), Dylog(n) = o(nez), ||s||3 = o(nez),
10N = o(nez). ||pll3 = o(ney), then for any v > 0,

/ mo(z)dz > e ",
z€L_ o

provided |[Cl[oc = O(n), [|€*[loc = O(1) where ¢* = 1/¢.

Proof. Let fy(x) = Zj yafo((w)f) x4 b)) be the neural network such that

2

[ fx = folli < %, (47)

and let Y = G,(s). Such a neural network exists since || fx — foll1 < || fr — folleo < €2 /4.
Next define a neighborhood M. as follows:

ce? }
M.z =qw: |w, — T < L ,k=1,....,D, ;.
: { o= Ykl < S T i+ DI
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For every w € M., by Lemma 7.7 in Bhattacharya et al. (2020), we have

2

o = Felly < 5. (48)

Combining (47) and (48), we get for w € M.z, || fuw — foll1 < e€2/2.

Thus, in view of Lemma 7.8 in Bhattacharya et al. (2020), dxr,({o, lw) < €€2.
Thus, for every w € M., we have w € M.

Now define a neighborhood P, as follows, which is the same as (19):

ge?

2
1 =1, 0.
8Vran'!={ Dy + (p+ DIIT[1} }

Pez = {z e — s <

Then, for k=1,..., D,,

jwi, = Ti| = [Gar(2) = Goi(s)|
= [(VGn(8))" (2 —s)|

—~ 0G
Z asnk( Sj)

B J{Ze )
0G| Vel 2
- H [8\/W{Dn+(p+1)HT|I1}]

2
g€,

~ 8D+ (p+ DX}

where £ € 2 and the last inequality follows by the Cauchy—Schwarz inequality.
Thus, for every z € P2, w = Gy(z) € M. C N.2. Additionally, by (46), for every
z € P.e2, z € L.2. Therefore,

/ mo(2)dz > / mo(2)dz.
ZEESE% ZE’PSE%

Let § = /ee2/[8v/r,n'={D,, + (p+ 1)|| X||1}], then

s;+6 _ <Zjﬂ;j>2
/ / Y de
zEPs 2 Sj 27TC2

:H CQ , 8, €[s;—0,8;+0] (49)

2
— 1 log( 2 )—log(6)+log(;)+ W}

_ 27
- ’
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where the second last equality holds by the mean value theorem.
Note that §; € [s; — 0, s; + 9], since 6 — 0, therefore,

(35 — 1y)? < max{(s; — p; — 1)?, (s — p; +1)%} < 8- 1) n 1
T 2 Tt
where the last inequality follows since (a + b)? < 2(a® + b2). Therefore,

Zl( 2@ QZC”QZ +Z<2
] (50)
< 2(|Isll3 + [leell3 + 1)[1¢* oo

2
< nve,,

since ||s]|3 = o(ne?), ||u||? = o(ne?) and ||¢*||o = O(1) and ne? — oo. Furthermore,

—log(6) +log(¢;) = log 8 + log{D,, + (p + 1)|| X |1 }+log(r,n' ™) + log(¢;) — %log(se )
<log8 + log{ D, + (p+ 1)/ Do | X [o}+ log(run' ™) + log((;)

~ 5 los(<) log(c,)

< log8 +log(D,) + log(1 + [ T[|2)+log(r,n' ™) + log(¢;)

1
~ 5 log(e) — log(en),

where the second inequality is an outcome of the Cauchy—Schwarz inequality and the
third inequality follows since p + 1 < +/D,,, n — oco. Therefore,

1 2

—=log | = | —log(d) + log(¢;
; 5 log (W) 0g(0) + log(¢;)
< 1, log8 + r,, log(D,,) + 1y log(1 + || X ||2)+7y log(r,n' ™) + 1, 1og([|€]] ) (51)

1
- §Tn IOg(g) —Tn log(en)
< TLVG?L,

where the last inequality follows since D, log(n) = o(ne?), r,log(n) = o(ne?), |[¢|lw =
O(n), | X|l2 = o(y/ne,) = o(n) and 1/ne = o(1) which implies —21og(e,,) = o(log(n)).
Combining (50) and (51) and replacing (49), the proof follows. O

Proposition 3. Let ¢(z) ~ N(s,1,,/\/n). Define

=/ e le) ~ Foo @)+ { ) j) e

Assume that the deterministic function Gy, is twice differentiable at z € 2 and the first-

order derivative satisfies ||0G,,/0z||% = 0(562711 “) at s, and the second-order derivative

satisfies {Zsz"l(aQGnk/ﬁzf-)z}l/Q = 0(v/Dy 0 (0G i/ 02;)?) at s, forj =1,. . Let
HfO_fGn(s)Hoo < &€ /4 where ne2 — co. If r,log(n) = o(ne2), D, ~ n*, ||T||2 = 0(n€2)
then

/h(z)q(z)dz < eei,
provided ||€]|c0 = O(n), ||€*||cc = O(1) where * = 1/<.
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Proof. Since h(z) is a KL-distance, h(z) > 0. We shall thus establish an upper bound.
Let A= {z:M, [z — s;| < /€€ /rn}, then

/h(z)q(z)dz = /Ah(z)q(z)dz+/Ch(z)q(z)dz. (52)

By the Taylor expansion, the first term is equal to
1
- / {h(s) + (z —s)"Vh(s) + §(z — 8)"V2h(s)(z — 3)} q(2)dz + o(e€2)
A
1
< |h(s)| + 3 / (z — 8)"V?h(s)(z — 8)q(z)dz + o(ec2)
A

= E; + ; /A(z —8)"V2h(s)(z — s)q(z)dz + o(ce?) (53)
= 7 + o(e€?)

3ee?
S

where the second step holds because ¢(z) is symmetric around s. The third step holds
in view of Lemma 7.8 in Bhattacharya et al. (2020) and the fact that s satisfies || fg, (s) —
folloo < €€l /4.

The final step is justified next. With J = {1,...,7,}, let V?h(s) = ((b;;)) es >

z—8)"V2h(s)(z —s zdz:m b zj — 85)°q(z;)dz;,
[ (&= vhis)(z - s)a(z) > L&t

where the cross-covariance terms disappear since z; are independent and ¢(z) is symmetric
around s. Therefore,

/A (2 — 8)"V2h(s)(% — 8)q(2)dz < Zbﬂ / a(z;)dz; — Z by

Using Lemma 1, we get
2
Vs

where the last equality holds since D,, ~ n* and [|0G,,/0z||% = o(ee2n' ™).
We next handle the second term in (52). Using Lemma 7.8 in Bhattacharya et al. (2020),
note that

[z [ ([ 16 - fon @i ) o

< 2/936[071]? fola )|daz/ dz+2/AC /me[o » Hono @)dea(z)dz.

First, note that using |o(-)| < 1, we get |fq, (=) ()] < thl laf|. Thus, |fe, @ (x)| <
Zle laX| + Zle la; — a¥| which implies

3

(2 — 8)"V*h(s)(z — s)a(2)dz < = { D22 + 1) || L
/ |

d

. / h(=)a(=)dz < QUAY) (/me[o,l]p'f“w)dw’*2'“30 / (th—at) 2)dz.

) (54)
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First, note that A° = U™, A where A; = {|z; — s;| < \/e€?/r,}. Therefore,
QM) = QA < 3004 = 3 / ()2
j=1

|zj—sj|> asn/rn
2
—2rn{1—<1>< ”5€">}.
Tn

Using (55) in the first term of (54), we get

A [ e dm|+z|a <2 folli + Iy 41— @ [ 4/ 25
z€[0,1] Tn

nee’
2([follx + v/l Cll2)rn {1 -0 ( . n)}
. nee?
<dne,r,q1—o
T'n

nee?
§4nrn{1—q)( ”)}
T'n
’r‘n _nse% . , .
~ 4dnr, >€¢ 2 by Mill’s ratio
neez

2

neey

<dnrp,e”Tn = o(ne2),

(56)
where the second step follows by the Cauchy—Schwartz inequality, the third step is sat-

isfied because ||YX||2 = o(\/n€2) and /7, = o(y/ne2) and || fo||1 are fixed and the fourth
step is satisfied because €2 < 1. The last equality in the above steps holds because

2 2 2
—n—i” +log(ry,) 4 log(n) —log(e) < —% +3log(n) = —log(n) {Tnfbo—eg() 3} T,
(57)

where the first inequality holds since r,, < n.
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For the second term in (54),

d
/‘(Eyw—nt) Az =3 [ oo aTla(z)az
c — 1 Ac

Dn

r£§j i — w]l |q(z)dz

<zz/ % = sla(z
k=1 j=1 (58)
Dn T n e

=>.> / \/—!Zj—sjle 2ol
k=1 j=1 |zj—s]> Ee%/rn 27

Dy 7Tn

o0 u 1.2
ry
\f;;,@mﬁf !

2
€€n

< 2D,rpe 7 = o(e€2),

where the last equality is a consequence of (57) and D,, ~ n".
Combining (54), (56) and (58), we get

/C h(z)q(z)dz = o(ge?) < -

This together with (53) completes the proof. O

Proposition 4. Let ne, — oo. Suppose mo(z) satisfies (2) with ||u|5 = o(ne}) and

I¢lle = O(n). Suppose that for some 0 < b < 1, r,log(n) = o(n’?), then for C, =
e/ and F,, as in (20), we have for any € > 0,

2

/ mo(2)dz < e ",
zeFE

Proof. Let Fj, = {2 : |2] < Cy}.
Fo= M Fin = Fo = Fy

Note that

7uj)2
2)dz < / 25 dz
/ZE}—C Z ]n \/27TC2 ’
R Ny =
= Z/ e 9 dz —i—Z/ e % dz
j=17 - /27‘(CJ2 j=1 Ch 4/271'6]2

e (G S o (Gt
S ()b st (5}
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Since ||p||3 = o(ne?), this implies |||l = o(v/n€,). Also, ||€|lcc = O(n), which implies
for some M > 0,

n ’Cn - MJ' ‘Oﬂ + :u]| > (Cn — \/ﬁ) > 6log(C~’n)—210g(n) . 1 ~ eftn log(n) 00
G G - oonM T vnM ’
(59)
where the last asymptotic relation holds because 1/y/n — 0 and R,, = (n%?)/{r, log(n)}—

2 — oo since 7, log(n) = o(nbe2).

Thus, using Mill’s ratio, we get

T ¢  (Cnpj)? <én+uj)2
j 2 2
/ mo(z)dz < E = —c % 4+ E *

_(én_\/ﬁ)Q 2
< 2rpe 22z S e

where the last asymptotic inequality holds because

(C'n B \/ﬁ)

1 Fn 9]

2 n

In the above step, the first asymptotic inequality holds due to (59) and 7, < n. The last
inequality holds since R,, — oo and log(n)/n — 0. O

Proposition 5. Let ne2 — oo. Suppose r,log(n) = o(n’2) for some 0 < b < 1,

D, log(n) = o(n’¢) for some 0 < v < 1 and my(2) satisfies (2) with ||p||3 = o(nen).
Assume that w, = Gui(2) satisfies wg| < C,, for k=1,...,D,. Furthermore, assume
that the deterministic function Gy, is differentiable at z € Z and the first-order deriative
satisfies ||0G,/0z||% = o(ce2n'™") for z € F,,. Then, for every e >0,

L(D,; 2
Vv

Proof. In this direction, we first show
L(Dy; fan(= _
Fy (/ %Wo(z)dz > 2e 82”63> —0, n— 0. (60)
c 0

een

Note that

L(Dy; z 22
P, (/ Mwo(z)dz > 2e ¢ "€n>

Vc LO

een

L(Dy; z 22
< PO (/ ( fGn( ))Wo(Z)dZ > e € nen>
Ve, NFa Ly

cen

Dr; [ (= _
+ F (/ —( LfGn( ))Wo(z)dz > e 52"16%) .
< 0
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. . v 2 = b 2
Using Lemma 2 with € = e¢,, and C,, = ™'/, C,, = e™ /™

V2e —
[ V@ Fa -
€2/8

< een\/Zrn{log(rn) +log(D,) + log(C,,) + log(é’n) —log(en)}

< ee,0(max{\/r, log(ry), \/rn log(Dy), /7y log(C rnlog(Ch), v/ —log(en)})

< ee, max{o(y/ne,), o(y/ne,), O(vVnve,), O(Vnb en) ( log(n))}
< e*e/n.
The first inequality in the third step follows because D, < n, D, log( ) = o(ne,) and
r, log(n) = o(nen) r, log(Cp) = rn(n¥eé® /r,) and 1, log(C,) = rn(n € /rn), 1/e2 = o(n),
then —log(e2) < log(n). The second inequality in the third step follows since n¥/n = o(1),
n®/n = o(1) and log(n) = o(ne2).
By Theorem 1 in Wong and Shen (1995), for some constant C' > 0, we have

L Dn, 2z L Dna z -
P, / Mﬁo(z)dz > e ) < P sup —( Jn(=) > e nen
¢ NFn LO z€Ve. NFn LO

gen €€n

< dexp(—Ce’ne?) — 0.

(61)
Using Proposition 4 with € = 2¢, we have

/ WQ(Z)CZZ S —2na262
z€FS

Therefore, using Lemma 7.6 in Bhattacharya et al. (2020) with ¢ = 2e2¢2 and € = &2¢2,
we have LD

P, (/ —( anG"(Z))WO(z)dz > 652’“%) < e~ (). (62)

TCL 0
Combining (61) and (62), (60) follows.
Finally, to complete the proof, let (I) =log[ .. {L(D, | Gy(z))/Lo}mo(z)dz].
M) = (1) x L((T) <log2 — &%) + (I) x 1((I) > log2 — &%¢2)
<log2 —e% + (I) * 1((I) > log 2 — £%€?)
(m

=log2 — &2 + op, (1),
where the last equality follows from (60) as below
Po(J(I)| > v) < Py(1((TI) > log2 — %) = 1) = Py((I) > log2 — e%¢2) — 0.
[l

Proposition 6. Let my(z) satisfy (2) with |||l = O(n) and ||¢*|| = O(1), ¢* = 1/¢.
Assume that the deterministic function G, is twice differentiable at z € 2 and the first-
order derivative satisfies ||0Gy,/0z||% = o(ee2n'™") at s, and the second-order derivative

satisfies
Dy,

(> (0°Gi/023)°}? = o(\/D Z OG i/ 02)?)
k=1
at s, for j=1,...,1,.
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1. If r,log(n) = o(n), D,log(n) = o(n) and |p||3 = o(n), then
dxr(q", pn(- | Dn)) = opy(n).

2. If r,log(n) = o(ne?), D,log(n) = o(ne2) and ||u||3 = o(ne?) and there exists a

n

neural network such that ||fo — fr|e = 0(€2), | X2 = o(ne?), ||s||3 = o(ne2), then
dxi(q", Py (- | Dn)) = op,(ney).

Proof. For any q € Q,
dKL(Qapn

Jlog{a(=)}dz — / 4(2) log{p( | D.)}dz

= [t

)lo )dz — z)lo L(Dn;fG"(z))WO(z) dz
/ g{q(2)} /Q( ) g{ }
= dk

J L(Dy; fa,(z)m0(z)dz
(¢, m0) — /log {m%’L—j;G"(Z))} q(z)dz

L(Dn; fau(=
—l—log{/%ﬂo(z)dz}

< dxw(q,m) + /log {L(’%’L—J;G"(Z))} q(z)dz

e [ A )|
(63)

Since ¢* satisfies the minimized KL-distance to p,(- | D,) in the family Q, therefore,

PO(dKL<q*>p77<' ’ Dn)) > K,) S PO(dKL(Q7p?7(' ‘ Dn)) > ’%)7 (64)

for any k > 0.

Proof of part 1. Note that r,, log(n) = o(n), D, log(n) = o(n), |||z = o(n), ||{]le = O(n)
and ||¢*||oc = O(1). We take q(z) = N(s,1,., /\/n) where s is defined next.

For N > 1, let fy, be a neural network that satisfies || fxy — folloo < €/4. The existence
of such a neural network is always guaranteed by Hornik et al. (1989b). Define Y as

Y {a;rN, j:l,...,dN T:{w;-rN, j:l,...,d]v

0, j=dy+1,...,d 0, j=dy+1,....d,

and let dy = r,/2, we could rewrite YT as

_ (G"I(S))k’? k= 17'--arn
Tk‘{o, k=r,+1,...,D,,

where (G, (s))r is the kth element of the vector ¥ = G, (s). This choice guarantees

| fan(s) = folloo = [Ifx — follo < €/4.

Step 1 (a): Since || Y]|3 = ||Xx||3 is bounded, which implies || Y||2 = o(n).

By the expression of ¥ = Gy (s), Gy(:) is invertible at s and thus s = h(Y) where
Gp(h(Y))=T.

Denote h(:) = h(-) — h(0). By the Taylor expansion,

s~ h(0) + (Y — 0)"Vh(0)
= h(0) + YT{VGy(s0)} ",
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where sy = h(0) the last equation follows by the inverse function theorem.
Therefore,
Isllz < lIsollz + IV G (s0)} Il

which implies ||s]|3 = o(n) since || X3 = o(n) and [[{VG,(s0)} |3 = O(1).
Using Proposition 1, with ¢, = 1, we get for any v > 0,

dx(q, mo) < nv,
where the above step follows by ||s||3 = o(n). Therefore,
Py(dkr(q, m) > nv) = 0. (65)
Step 1 (b): Next, note that

dalto o) = [ ot ion{ AP 4o

z€[0,1]P (fan(z)(x

L~ o(fy())
* /we[o,up“ ~olfol®))} log { T ooy @) } e

- /mE[Orl]P {UUO(:B)){fO(m) — fen = (@)} + log{ L= U(fo(x)))) H de.

1 —o(fa,=(x

Since || fx — folleo < €/4, using Proposition 3 with €, = 1 and ¢ = ¢,

/dKL(€07€Gn(z))Q(Z)dZ <eg,

where the above step follows since || Y||3 = || Y y]|3 is bounded, which implies || Y]|3 = o(n).
Therefore, by Lemma 7.4 in Bhattacharya et al. (2020),

P (’/log {L(’%L—Jf‘”)} o(2)dz

Step 1 (c): Since || fxr — foll < €/4, therefore, using Proposition 2 with ¢, = 1 and
v =¢, we get

<

> m/) < S (66)

/ mo(z)dz > exp(—ne),
zE€L,

where the above step follows || Y||3 = || X x||3 is bounded which implies || Y||3 = o(n) and
Is[13 = o(n).
Therefore, using Lemma 7.5 in Bhattacharya et al. (2020), we get

P, (‘log {/L(%L—"(Wno(z)dz}‘ > m/) < = (67)

v
Step 1 (d): From (63) and (64), we get

Po(dxr(q™, pn(- | Pn)) > 3nv) < Poldxr(g; py(- | Dn)) > nv)

s ( /log {L@L—];G“)} o(2)dz
s ( log {/ Mmzm}

Ly
2e
< =

> ny)
> nu)

9
14
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where the last inequality is a consequence of (65), (66) and (67). Since ¢ is arbitrary,
taking € — 0 completes the proof.

Proof of part 2. Note that r,log(n) = o(ne?), D,log(n) = o(ne?), ||u|? = o(ne?),
1€]loc = O(n) and ||¢*||ec = O(1). We take q(z) = N(s,1,.,/\/n) where s is defined next.
For N > 1, let fy, be aneural network that satisfies || fxy — folloo < €€2/4. The existence

of such a neural network is always guaranteed by Hornik et al. (1989b). Define Y as

(ITZ a;rN, jzl,...,dN w'r: w;rN, jzl,...,dN
0, j=dy+1,....d j 0, j=dy+1,....d,

and let dy = r,/2, we could rewrite Y as

— (GU(S))]C’ k: 17"'7rn
T’f—{o, k=r,+1,...,D,,

where (G, (s))r is the kth element of the vector ¥ = G,(s). This choice guarantees

| fes) = follo = Ilfx = follo < e€p /4.

Step 2 (a): Since || Y]|3 = ||Xx||3 is bounded, this implies || X]|3 = o(ne?).

By the expression of X = Gy(s), Gy(-) is invertible at s and thus s, = h(Y) where
Gp(h(Y)) =T.

Denote h(:) = h(-) — h(0). By the Taylor expansion,

s~ h(0) + (X — 0)"VA(0)
= h(0) + YT {VGy(s0)} ",

where sy = h(0) the last equation follows by the inverse function theorem.
Therefore,
8112 < Isollz + ITIZI{VGarls0)} " IIE

which implies ||s]|3 = o(ne?) since || Y||3 = o(ne?) and [|[{VGy(s0)} % = O(1).

n

Using Proposition 1, we get for any v > 0,
dk1(q, m0) < nesv,
where the above step follows by ||s||3 = o(ne?). Therefore,
Py(dxr(q, ) > ne2v) = 0. (68)

Step 2 (b): Since || fyr — folloo < €€2/4 and || Y||35 = o(ne2), by Proposition 3,
/dKL(goaﬁc,,(z))CI(Z)dZ < e,
Therefore, by Lemma 7.4 in Bhattacharya et al. (2020),

P (’/log {L(’%L—J;G”)} o(2)dz

Step 2 (c): Since || fx — folloo < €€2/4, [|X||5 = o(ne2) and ||s||3 = o(ne?), by Proposition
2,

R |I™

. (69)

> neiy) <

/ mo(2)dz > exp(—ene2),
zeL,
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Therefore, using Lemma 7.5 in Bhattacharya et al. (2020), we get

(o] [ 2o

L() 14
Step 2 (d): From (63) and (64), we get

2
> nefbv) <=, (70)

Po(dxr(q", po(- | Du)) > 3neyv) < Ro(dxu(q, py(- | Da)) > neqv)

+ P, ( /log {L(’%L—{;G(Z))} q(z)dz
s ( log {/ Mﬁo(z)dz}

Ly
2e
< —

> neiy)
> neiv)

)
14

where the last inequality is a consequence of (68), (69) and (70).
Since ¢ is arbitrary, taking ¢ — 0 completes the proof. ]
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