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ABSTRACT. Purpose: Ultrasound (US) elastography is a technique for non-invasive quantifica-
tion of material properties, such as stiffness, from ultrasound images of deforming
tissue. The material properties are calculated by solving the inverse problem on the
measured displacement field from the ultrasound images. The limitations of tradi-
tional inverse problem techniques in US elastography are either slow and computa-
tionally intensive (iterative techniques) or sensitive to measurement noise and
dependent on full displacement field data (direct techniques). Thus, we develop and
validate a deep learning approach for solving the inverse problem in US elastogra-
phy. This involves recovering the spatial modulus distribution of the elastic modulus
from one component of the US-measured displacement field.

Approach: We present a U-Net-based deep learning neural network to address the
inverse problem in ultrasound elastography. This approach diverges from traditional
methods by focusing on a data-driven model. The neural network is trained using
data generated from a forward finite element model. This simulation incorporates
variations in the displacement fields that correspond to the elastic modulus distribu-
tion, allowing the network to learn without the need for extensive real-world meas-
urement data. The inverse problem of predicting the modulus spatial distribution
from ultrasound-measured displacement fields is addressed using a trained neural
network. The neural network is evaluated with mean squared error (MSE) and mean
absolute percentage error (MAPE) metrics. To extend our model to practical pur-
poses, we conduct phantom experiments and also apply our model to clinical data.

Results: Our simulated results indicate that our deep learning (DL) model effectively
reconstructs modulus distributions, as evidenced by low MSE and MAPE evaluation
metrics. We obtain a mean MAPE of 0.32% for a hard inclusion and 0.39% for a soft
inclusion. Similarly, in our phantom studies, the predicted modulus ratio aligns with
the expected range, affirming the model’s accuracy. These findings, alongside eval-
uations using the modulus ratio and contrast-to-noise ratio, confirm our DL model’s
robust generalization capabilities across diverse datasets.

Conclusions: The presented work demonstrated that provided the simulated data
are sufficiently diverse and representative of a wide variability, the algorithm trained
on simulated data would generalize well to both phantom, as well as real-world clini-
cal data.
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1 Introduction

Ultrasound (US) imaging is a widely used clinical modality, known for its ease of use, real-time
capability, portability, low cost, and low risk for patients. It uses acoustic impedance differences
to image the morphological characteristics of soft tissues.' Ultrasound elastography (USE), or
elasticity imaging, has become a powerful adjunct technique used for non-invasive assessment of
tissue pathology by evaluating the mechanical properties of tissues.” USE applications include
the detection of breast lesions,’ assessment of liver fibrosis,*® cardiovascular imaging,6 and
evaluation of thyroid nodules,’ to name a few. Currently, shear wave—based USE is more com-
monly utilized in clinical settings due to its ability to directly relate shear wave speeds to the
underlying shear modulus. However, due to the additional functionality required for shear wave
generation, improving the accuracy of strain-based compression USE, particularly in real-time
modulus imaging, could enhance its diagnostic applications in more portable, low-cost ultra-
sound systems. In compression USE, the body surface of the tissue of interest is subjected
to a compressing force, often via the US transducer itself, which induces deformation within
the tissue, an example of which is shown in Fig. 1. From ultrasound image sequences of this
deformation, the displacement fields of the imaged tissues are measured. From the displacement
fields, an axial strain field can be calculated and used to infer material properties.8 However, it
has been shown that strain alone is an inaccurate representation of material properties which
motivates the need to recover the actual property distributions using measured displacement
fields.” This leads to the elastic inverse problem, where estimates of the mechanical properties
of tissue are the desired calculation from the input of the measured displacement field.'”
Various strategies have been devised to tackle the complex inverse problem of estimating
tissue mechanical properties from imaging data. These approaches can be broadly categorized
into direct and iterative methods. A detailed review of these techniques can be found in Doyley.'!
Briefly, direct methods solve the inverse problem by rearranging the equations of motion and the
constitutive equations, typically linear elastic models, to solve for the elastic modulus directly
from the known displacement fields.'>!* Although direct techniques can be computationally effi-
cient, they are more susceptible to measurement noise'' and may require full-field data (rather
than sparse).'® In contrast, iterative techniques use numerical solutions of the forward elasticity
problem and guesses of the modulus values to predict displacement fields. The modulus guesses
are then iteratively updated, typically guided by gradient or Hessian calculations of an optimi-
zation function until optimal convergence is achieved so that the model-predicted displacement
field closely matches the observed data.'* This iterative nature makes them adaptable to a wide
range of scenarios, even when analytical solutions are unavailable. However, this flexibility
comes at the cost of being computationally expensive, limiting their utility in real-time clinical
applications. The balance of precision and computational efficiency in these methods remains a
key challenge in the advancement of elastography techniques for practical clinical applications. '’
In the past few years, significant progress development of deep learning algorithms has
opened up new possibilities for establishing a mapping function between input and output
images. With this advancement, deep learning has also begun to gain prominence in the field

/ DOWNWARD FORCE
ULTRASOUND l l l l l
TRANSDUCER

ULTRASOUND
TRANSDUCER
UNDEFORMED TISSUE
DEFORMED TISSUE

\ >/

Fig. 1 Schematics of compression elastography. Here, the tissue gets perturbed by an external
force applied by the US transducer.
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of elasticity imaging.'® In a quasi-static elastography paradigm, convolutional neural networks
(CNNs) were first used to replace or improve tissue motion estimation techniques.'”>° CNNs
have also been used successfully to directly measure strain fields from radio frequency (RF) US
images.”! Gao et al.? trained an RF to strain CNN and incorporated tissue displacement as an
intermediary step within the network. Traditional strain elastography and US B-mode images of
breast and brain masses have also been used to train CNNs to directly classify and diagnose
cancers.”*** Deep learning classification techniques have also been used with dynamic elastog-
raphy for applications in breast tumors, liver imaging, and thyroid nodules.'® Super-resolution
techniques using generative adversarial networks (GANs) have also been applied to ultrasound
elastography.” Although these works imply the effectiveness of the deep learning approach for
ultrasound elastography, relying on displacement or strain images, rather than material property
images, is still insufficient. In addition, avoiding image reconstruction, in favor of direct clas-
sification, must be a unique model developed for each specific pathology and cannot be used as a
generalized imaging technique. Although direct classification may delineate healthy from
unhealthy tissue, obfuscating the model’s decision-making process can lead to further
challenges.

Some preliminary studies have begun to develop deep learning techniques for the recon-
struction of tissue material property distributions in USE; however, they have not yet been tested
or implemented experimentally. Deep learning methods incorporating elasticity theory have been
used to recover modulus distributions from observed displacement fields.’**” Here, a cost func-
tion is created that contains a neural network predicted elasticity distribution and measured strain
fields to minimize the magnitude of the residual forces in the equilibrium equations. Then, train-
ing the neural net to minimize the cost function is synonymous with learning the elastic distri-
bution. This technique is similar to the classical optimization framework for solving the inverse
problem, without the need for calculating the gradients or Hessian’s of the cost function.
However, this technique may still suffer from similar computational limitations, as each meas-
urement requires a new neural network to be trained. Mohammadi et al. also used a classical
optimization framework with regularization, where the regularizer was trained using Wasserstein
GAN to distinguish noisy from clean modulus images.”® This technique worked effectively in
simulated data but was not tested in real data. This technique also suffers from the high computa-
tional costs of iterative techniques.”® Several groups have trained CNNs to quickly and efficiently
map displacement or strain images to modulus images.”*~! These neural networks were trained
using simulated datasets, avoiding the need for clinical training databases, and once trained, they
could be deployed on other data. Gokhale® compared CNNs trained with simulated datasets
created of various complexities (1, 2, or 3 inclusions) and types (axial displacements versus axial
strains). He found that using the axial displacement fields and adding complexity to the training
set improved the accuracy of the predicted elasticity distributions. Ni and Gao®® and Zhang
et al.’! independently introduced a discriminator network, rather than a mean squared error
(MSE)-type cost function, to create conditional GANs (cGANSs) to train their CNN. Although
the cGAN architecture may prove more accurate than using a cost function, their models were
trained on rather simplistic simulations with little complexity in the modulus images or boundary
conditions.’*3! In our implementation, we chose to start with an MSE cost function—based train-
ing and focus on the complexity of the trained dataset and its effect on the precision of the pre-
dicted modulus image.

Our previous work showed promising preliminary findings from phantom experiments,
demonstrating the feasibility of using a model trained on simulated data to accurately predict
the results of the phantom data.*” In the work presented here, we substantially enhance the capa-
bilities of our U-Net-based regression model. We first develop a novel and expansive dataset
inclusive of diverse scenarios of displacement fields achieved through finite element (FE) for-
ward modeling of corresponding modulus distribution. We then proceed to train a deep learning
(DL) model with this dataset, using an MSE loss function. We demonstrate improved perfor-
mance with this framework with respect to its ability to capture wider variability. In particular,
we examine the influence of various region of interest (ROI) windows, which correspond to the
various depths of the observations. We also conduct a noise study for the simulated data.
Furthermore, to illustrate the practical applicability of our model in a clinical setting, we apply
this DL model to phantom experiments featuring eight distinct inclusions that broaden our
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experimental scope and show that our model can generalize from simulations to realistic con-
ditions. We validate our phantom results using contrast and contrast-to-noise ratio (CNR) met-
rics. We also analyze the impact of variations in the ROI, demonstrating how our DL model
performs with displacements obtained from ROIs captured at different locations within US
images. Finally, we also incorporate the results from two clinical exams in our analysis, which
allows us to evaluate the potential application of our DL model in a real-world clinical context. In
summary, the contributions of this study are as follows: (1) development of a comprehensive
dataset, (2) DL model enhancement and ROI analysis, and (3) application and analysis of our
model on phantom experiments and clinical case studies.

2 Data

2.1 Simulated Data with Finite Element Modeling
To learn the relationship between displacement fields and their corresponding modulus distri-
butions using a data-driven deep learning approach, we created a comprehensive dataset that
covers all possible variations. To that end, we simulated data by solving two-dimensional
(2D) plane stress forward problems, that is, calculating the displacement field from the modulus
distribution, using the FE method (FEM) with an internal algorithm. The inputs for the FE model
were the spatial distribution of the 2D modulus, the geometry of the tissue sample discretized as
an FE mesh, and the boundary conditions. The FE mesh consists of evenly distributed nodes on a
homogeneous 128 x 128 Cartesian grid connected by quadrilateral elements. The modulus and
displacement fields are discretized at the nodal locations. With these inputs, the FE model outputs
the displacement field in the x and y directions. Detailed simulation methodology has been
described by Tuladhar et al.*

We generate the modulus distribution by adjusting the shape and size of each inclusion,
starting with a circle and varying its radius based on a sum of cosine functions with set ampli-
tudes and phases,* using the equation

5
r(0) = A(l + ZB” cos(2ﬂn9+y/)>, (1)
n=1

where B, is the amplitude that varies between 0.25 < B,, < 0.5, y is the phase with 0 <y < 27,
and A is the scaling factor with 0.113L < A < 0.225L. We also randomly varied the locations of
these inclusions within the distribution space. A Gaussian filter with a standard deviation uni-
formly ranging from 0.5 to 4 was applied to the modulus distribution to smooth out sharp edges.
Variations in boundary conditions are described below. Aty = 0, u, = u, = 0.0 as the bottom is
fixed. Similarly, at y = L, we have —0.005 < u, < 0.005 to account for the lateral shift of the
ultrasound probe due to human error in otherwise perfect vertical compression. Also, aty = L,
we have u, = —0.01L + mx + b, where b and x,, are chosen from a uniform random distribution
within the range —0.005 < b < 0.005 and 0.33L < x, < 0.66L, respectively, from which we also
calculate m = b/x0. In addition, the edges were set to be traction-free. A plane stress formu-
lation, assuming a Poisson ratio of 0.49, was used to model the material as a linear elastic iso-
tropic material. In this work, we use only the axial displacement field (Y direction), Uy, 10 train
our deep learning model.

In addition to the variations described in our previous work, we add another set of variations
to the domain of the Cartesian grid by increasing the domain of the FE mesh from 128 x 128 to
200 x 200 and 400 x 400 which mimics the possibility of inclusion being in a broader area of the
human body. The variability in the domain mimics the variability in the size of the body tissue
within which the inclusion is located. We get outputs in the 200 x 200 and 400 x 400 grids, from
which we extract a randomly selected window of 128 X 128 to train our model. The greater
domain size and selection of smaller windows from these domains also provide us with more
set of variability in the boundary condition. In this way, we created a dataset that captures wider
variations of displacement fields. Moreover, these new variations in boundary conditions also
incorporate edge cases, where the inclusion is not well centered in the imaged data.

In this forward modeling, as shown in Fig. 2, we keep several parameters constant. First, the
displacement boundary condition at y = O signifies that along the bottom boundary of the
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Fig. 2 FEM simulation framework. (a) FEM input model illustrating the input parameters for the
finite element model, highlighting both the variable and fixed parameters. (b) Domain variation
schema with variable domain size (L) demonstrating the variation of the ROI across different
domains, showcasing the method for adjusting ROI in the simulation.

structure, there are no horizontal and vertical movements allowed. The Poisson ratio was set to
0.49, which characterizes the material’s incompressible behavior under deformation. The back-
ground modulus (E) is set at a fixed value of 1.0, which represents the nominal stiffness of the
background of the material. These constants serve as essential assumptions in the analysis and
help simplify the modeling of the structure under specific conditions. 2D plane stress was also
assumed.

The variable elements are shown graphically in Fig. 2. We used boundary conditions to
mimic tissue compression from the ultrasound probe. The displacement boundary condition
at y = L has variations in compression (black), shear (yellow), and rotation (green). These re-
present the variations that might be realized by different technicians when applying compression.
The shape and size of inclusion were also varied with the help of enclosed circular areas (red). A
Gaussian filter, with a standard distribution uniformly between 0.5 and 4, was then applied to this
modulus distribution to eliminate sharp edges. We also randomly vary the location of these inclu-
sions within the distribution space. We note here that, as it is not possible to measure the force
applied by ultrasound boundary, the elastic modulus can only be reconstructed relative to the
elastic modulus of the background.

Our training set consists of 30,000 examples, 10,000 each from the 128, 200, and 400
domains. A total of 250,000 examples of 128 x 128-sized image pairs were extracted featuring
both hard inclusions and soft inclusions. Similarly, we created a validation and test dataset con-
taining 25,000 examples each.

We also investigate the impact of noise on the simulated data by adding Gaussian noise to the
displacement fields prior to normalization. Gaussian noise was added with different values of
standard deviations to emulate different noise levels. The amount of noise was quantified by a
strain amplitude, signal-to-noise ratio (SNR,) using strains calculated from our simulated
displacement fields.*** The SNR, is given by the equation

1 Npixels 2
Npisels i€ )
202 ’
WZ

SNR, =

where € is the strain, o, is the noise level, Ny is the number of pixels, and W is the pixel
spacing. The denominator of Eq. (2) is an approximation to the standard deviation of the noise in
the strain estimates, given the standard deviation of the displacement noise, when a finite differ-
ence calculation is used to estimate the strain. We used a value of W = 0.3 mm, corresponding to
our pixel spacing, and o, values between 1 X 10™* and 1 x 10~ mm.

2.2 Phantom Data

To ensure the robustness and precision of our technique before applying it to patient data, we
performed phantom experiments. These experiments provide a controlled environment that
closely mimics real tissues, allowing us to test our method in a predictable medical setting.
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Fig. 3 Phantom structure overview. (a) Image of the physical phantom setup. (b) Detailed sche-
matic representation of the phantom, indicating the precise locations, dimensions, and values of
each inclusion within it.
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Fig. 4 Phantom ROl selection: B-mode images showing four extracted ROls from various regions.

Here, we used a tissue-mimicking elasticity phantom, Elasticity QA Ultrasound Phantom CIRS
049, to collect data that contain both hard and soft spheres.>? This phantom has a total of eight
inclusions, each with specific values of elastic modulus as shown in Fig. 3. The elastic modulus
of the background material is 25 &+ 6 kPa. Dividing each modulus value by the background gives
us the expected contrast and the expected contrast range, as shown in Table 3. These inclusions
help simulate various tissue stiffness and size.

The experimental procedure we carried out for the phantom data is as follows. We collected
phantom RF data using a Sonix Touch ultrasound scanner equipped with an L.14-5/38 linear
probe (Ultrasonix Medical Corporation, Richmond, British Columbia, Canada). We used stan-
dard beamforming with the focal point strategically placed in the inclusion area. With the US
probe, we manually applied a slight axial compression (5% to 10%) during the collection proc-
ess, and the images were acquired at a frame rate of ~123 Hz. Each RF image frame had dimen-
sions of 2864 X 128 samples, equivalent to a physical area of 55 mm by 38 mm, with 128 RF
signal scan lines sampled at 40 MHz. The imaging pulse was centered at 10 MHz. The phantom
housed eight distinct inclusions, each subjected to five repeated measurements. For each meas-
urement, four specific ROIs were analyzed. The RF data were further processed with the image
registration algorithm to obtain the displacement field. From these displacement fields, ROIs
were selected from various regions as shown in Fig. 4.

2.3 Clinical Data
To illustrate the practicality of our method in clinical settings, we employ two patient datasets
from a study conducted by Rivaz et al.*® This dataset includes RF data collected from patients
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undergoing open surgical RF thermal ablation for liver cancer treatment between February 6,
2008, and July 28, 2009. This study included patients from John Hopkins Medicine, Baltimore,
Maryland, United States. Patients enrolled in the study had diseases that could not be surgically
removed and were selected for RF ablation after review. Patients with cirrhosis or suboptimal
tumor location were not included in the study. US images were acquired after ablation for the two
patients. Using these RF data, we first measure the displacement fields using the image regis-
tration algorithm. Consequently, we apply our neural network model to obtain modulus distri-
bution results. This application of our method to clinical data underscores its relevance and
potential utility in real-world medical scenarios.

3 Methods

3.1 Image Registration for Displacement Estimation

The axial displacement fields for the phantom and clinical RF US images were measured using a
custom image registration algorithm written in MATLAB (MathWorks, Natick, Massachusetts,
United States). The input to the algorithm is two frames, one reference image, and one target
image from the US sequence, and the output is the measured 2D displacement field within the
measurement domain (). The basic framework of the registration algorithm can be found in our
previous work.>**” The previous algorithm was adapted here to utilize a novel mechanics—based
spatial regularization to strongly penalize measurements inconsistent with plane stress deforma-
tions. The CNN model was exclusively trained with materials that deform under plane stress
conditions. Thus, we chose to develop a mechanics-based regularizer to minimize inconsisten-
cies between our simulated training data and experimental data.

The optimization function used here was

alutx)) =5 [ (1)~ B(oute) P a [ V- A ®

The first term in this function is the squared difference among the undeformed, reference
image (I,(x)) and a target image (I,(x)), which is artificially warped, non-linearly, by the 2D
displacement vector field (u(x)). The second term is a momentum equation-based regularization
and is similar to that used in Babaniyi et al.*® to post-process cross-correlation—based displace-
ment estimates. In Eq. (3), A(x) is the constitutive relation for a linear elastic, homogeneous
(u(x) = 1), incompressible material deforming under plane stress and can be written as®®

A(x) =2(V - u(x))I+ Vu+ Vaul. 4)

V - A(x), from Eq. (3), is the static equilibrium equation for such a material (Babaniyi et al.
formulated A (x) with respect to the strains, € =1 (Vu” + Vu), and €(x) and u(x) were both
discretized using bilinear FE shape functions. An additional compatibility term, also imposed
as a penalty, was used to couple the strain and displacement estimates.)*® In this work, u(x) was
discretized using bilinear, quadrilateral FE shape functions which yields a piece-wise constant
approximation (within elements) to the constitutive relation defined in Eq. (4). We further
assumed that for a piece-wise constant A (x), the regularization term can be approximated as

/|V |dQ~aZﬂk|AAk n|?, where 5)

k=1
Ly
VIAA n P +s

In these equations, K, is the number of element edges within the interior of the FE domain,
n; is the unit vector normal to the k’th edge and L, is the edge length. The tensor AA, is the
difference in A among the elements that share the k’th edge, evaluated at the midpoint of the
element edge. The 6 parameter is a small constant (6 = le — 8) to avoid a singularity in the
gradient of the absolute value function when AA, = 0. To simplify the calculation of the gradient
of Eq. (3), p; is calculated with the current guess of the displacement field but held fixed at each
iteration. The regularization parameter value was subjectively chosen, via visual inspection of

B = 6)
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several example axial strain fields, to minimize the noise without over-smoothing the solution. A
value of @ = le — 4 was used for all the phantom, and & = le — 3 was used for the clinical
measurements found in this work. Input frames were chosen for each measurement such as there
was ~1% total axial strain between the reference and target images. The functional minimization
was performed using a Gauss—Newton method described previously and output a 2D displace-
ment vector field.*** The axial component of the measured displacement field (uy(x)) was then
interpolated onto a regular grid within the appropriate ROI as input to the deep learning model to
obtain the modulus predictions.

3.2 Deep Learning for Modulus Reconstruction

We employ a deep learning architecture inspired by U-Net™ to model the relationship between
displacement fields and the modulus distribution, as illustrated in Fig. 5. This approach draws
inspiration from the Pix-to-Pix framework*' commonly used for image-to-image translation.
However, unlike the conventional Pix-to-Pix setup that utilizes both generator and discriminator
components, our approach opts for the exclusive use of the generator component and a loss
function instead.

In this architecture, we used seven downsampling layers in the encoder block and seven
upsampling layers in the decoder block. The latent bottleneck block situated between the encoder
and decoder has a dimensionality of 512, thereby capturing and learning 512 distinctive features
from the input displacement field to derive modulus distribution. Furthermore, we employ the
MSE loss function for optimization.*> The MSE loss is computed as follows:

t40

Npixels

MSE Loss = (E' = EP)2, )

pixels ;=7

where N s is the number of pixels to calculate the loss function between the predicted E” and
the ground truth E? modulus.
For the evaluation of our deep learning model accuracy, we calculated the mean absolute
percentage error (MAPE) metric
N, ixels
1 &S| EL-EP

MAPE = G

. ®)

pixels ;=1

which returns a normalized metric of modulus accuracy. Furthermore, we generate mask images
to separate inclusion from the background using Otsu’s thresholding algorithm.** With the binar-
ized mask images of the predicted BY and the ground truth B! modulus, we calculate the Dice
score using

Npixels ZB:Bf)
= Bi+ Bl

®

Dice score =

Using this mask, we also compute the relative modulus error (RME), the normalized error
between the mean ground truth and prediction inclusion values, given by the equation

Predicted Ground truth
modulus modulus

p_ —® <

- | |

‘ optimize network
parameters

Fig. 5 Deep learmning U-Net model featuring an MSE loss function for optimization.32

Displacement fields

Uy
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|Ef, — Ebl
E
in

RME = , (10)

where E_fn and E! are the mean values of ground truth modulus and predicted modulus respec-
tively within the inclusion area.

To simulate the various situations that a technician might encounter when collecting data
from ultrasound imaging, we organized the data by extracting samples from images of various
domains. Our dataset includes a total of 250,000 training images and 25,000 test images.
Specifically, we started with 10,000 samples directly taken from the 128 x 128 image domain.
To augment this, we extracted 80,000 additional samples, each of size 128 x 128 pixels, from a
collection of 10,000 images from the 200 X 200 image domain, effectively generating eight dis-
tinct samples from each image. Furthermore, from another set of 10,000 images of the 400 x 400
image domain, we derived 160,000 samples, also of size 128 X 128 pixels, by creating 16 unique
samples from each original image. For data pre-processing, we normalized the displacement
fields to values between 0 and 1. We trained our model using TensorFlow in our computing
cluster.*> We used a batch size of 128, with 200 epochs, and an Adam optimizer with a learning
rate of 2 x 1074,

During the training process, we used the validation set to monitor the model’s performance,
assessing it at regular intervals. The model with the lowest MSE score on the validation set at the
159th epoch (Fig. S1 in the Supplementary Material) was saved and used for further evaluation.
Following the completion of our DL model’s training, we proceeded to apply this trained model
for predicting new displacements obtained from the simulated test data, phantom data, and clini-
cal data to evaluate our model’s performance.

4 Results

To validate the performance of our model, we use data from our simulated test set, phantom
experiments, and clinical trials. The results were obtained from the trained DL model as
described in Sec. 3.2. Moreover, for phantom and clinical data, we used an image registration
algorithm to measure the displacement fields of the ultrasound images.

4.1 Simulated Test Data

The test dataset was used to evaluate our DL model in simulations. To estimate the elastic modu-
lus reconstruction error, we calculated the MSE and MAPE between ground truth and the pre-
dicted image. The average MSE obtained was 2.3 x 10~* arbitrary units (a.u.), and the average
MAPE was 0.33% for all test data. The processing time was on average 0.15 s per example in the
test set. The average error observed for the hard inclusions, the soft inclusions, and the homo-
geneous modulus distributions is summarized in Table 1.

The validation of our DL model on the test dataset helped us assess its effectiveness in
modulus reconstruction. The results, particularly the low MSE, signify that the predicted values
are, on average, very close to the actual values in the dataset. Similarly, the low MAPE further
confirms the model’s accuracy in relative terms, indicating that the predictions are not only close
in absolute terms but also in their deviation from the ground truth as a percentage. Furthermore,
the results for both hard and soft inclusions within the dataset help us to understand the model’s
performance across different material types. Concurrently, the high Dice scores reflect a

Table 1 Summary of the mean and standard deviation values for ground truth and reconstructed
elastic modulus for hard and soft inclusions. Comparison metrics include the mean MAPE, mean
RME, and mean Dice score.

Inclusion No. of images Mean MAPE (%) Mean RME (%) Mean DICE
Hard 11,119 0.32+0.12 1.38 £ 2.81 0.97 +£0.12
Soft 10,751 0.39+0.28 2,66 +9.15 0.99 +0.09
Homogeneous 3130 0.15+0.01 —
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Fig. 6 Modulus distribution analysis in simulated data for different inclusions: Depicts the ground
truth and predicted modulus for (a) hard inclusion situated within the ROI and (b) soft inclusion
within the ROI. Modulus distribution for a (c) hard inclusion at the ROI's boundary and (d) soft
inclusion at the ROI's boundary. The pixel size for all the images here is 128 by 128.

substantial overlap between the predicted and actual locations of the modulus, demonstrating the
model’s ability to identify the correct spatial positioning of the inclusions in the simulated data.

4.1.1 ROI variations

Examples of the predicted modulus can be seen in Fig. 6. An example of a hard inclusion is
shown in Fig. 6(a). For this prediction, the MSE was 13.2 X 1075, and the MAPE was
0.307%. The average value of the ground truth modulus is 3.65, and the predicted value was
found to be 3.67 with a relative error of 0.401% and a Dice score of 0.998. An example of
a soft inclusion is shown in Fig. 6(b). For this prediction, the MSE was 1.58 x 107>, and the
MAPE was 0.391%. The ground truth average modulus value was found to be 0.377, and the
predicted value was 0.383 with a relative error of 1.664% and a dice score of 0.998. An example
of a hard inclusion with an edge case is shown in Fig. 6(c). For this prediction, MSE was
6.69 x 107>, and MAPE was 0.249%. The ground truth average modulus value was found to
be 2.025, and the predicted was 2.005 with a relative error of 0.981% and a Dice score of
0.994. An example of a soft inclusion with an edge case is shown in Fig. 6(d). For this prediction,
the MSE was 7.13 x 107>, and the MAPE was 0.444%. The ground truth average modulus value
was found to be 0.476, and the predicted value was 0.487 with a relative error of 2.381% and a
Dice score of 0.999.

Our DL model has shown promising performance in handling a broader range of boundary
conditions. These results demonstrate its effectiveness both when the entire object of interest is
completely within the ROI and when only a portion of the object falls within the ROIL.
This versatility in handling different scenarios showcases the robustness and flexibility of our
DL model in various real-world applications.

4.1.2 Comparison to prior model

To demonstrate the advantage over our previous model, Fig. 7 shows the predictions of our cur-
rent DL modulus reconstruction with reconstruction results from Tuladhar et al.** The observed
disparity in the performance between the current and previous DL models is notably attributed to
the latter’s limited capacity to handle variations, particularly evident in challenging edge cases.
This deficiency is demonstrated in Fig. 7, where the current model exhibits more adaptability.
The evidence presented here underscores robustness in model architecture and training, affirming
the efficacy of our deep learning framework in handling complex edge cases.

4.1.3 Noise study

We evaluated the performance of our model by systematically increasing the noise and calcu-
lating the MSE and MAPE metrics of the output modulus images. The results of this study are
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Table 2 Summary of the mean and standard deviation SNR, values for different noise levels on
the test set, along with the mean and standard deviation MAPE values, illustrating the impact of
noise on our model's performance.

Input: SNR, 2.73+1.05 0.91+0.35 0.55+0.21 0.34+0.13 0.27+0.10

Output: MAPE (%) 2.04+1.20 11.67 £5.85 23.53+10.49 42.81+17.45 56.26 +22.16

summarized in Table 2. An example of a hard inclusion is shown in Fig. 8 using a sample from
the simulated dataset. The MAPESs obtained are 0.43%, 1.48%, 3.93%, 10.92%, and 13.73% for
SNR, values of 5.83, 1.94, 1.17, 0.73, and 0.58, respectively.

Our analysis showed that as the noise level increased, the performance of the model to pre-
dict the modulus distribution degraded, as shown by the increased MAPE metric as the noise
standard deviation increased.
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Fig. 8 Example modulus image predictions, from a hard inclusion, reconstructed from simulated
displacement images with various noise levels added.
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Fig. 9 Scatter plot depicting CNR values across different ROIs for various inclusion types. The
dashed lines represent the mean values.

4.2 Phantom Data

After measuring the displacement fields from the phantom, we input them into our DL model to
obtain the modulus distribution. To evaluate our phantom results, we focus on assessing the
contrast in our DL output images as a measure of ground truth with the help of modular ratio.
Modular ratio, in this context, refers to the degree of difference that makes an object distinguish-
able from the background.* To calculate this ratio we binarize the DL output using Otsu’s thresh-
olding algorithm** to separate the foreground and the background. Taking the ratio of inclusion’s
modulus to the background, we get the modular ratio by the equation

Modulus of inclusi
Modular Ratio(;y) odulus of inclusion

= . 11
Modulus of background (an
We also calculate CNR along with contrast to analyze the delineation quality of inclusions in
the reconstructions, given by

61 +65,

CNR = 12)
where §,, 5, are the mean, and 6,, 6,, are the standard deviation of the inclusion and background,
respectively.

We compute the modular ratio and the CNR for each scenario. The CNR values are pre-
sented in a scatter plot in Fig. 9. Analysis of these CNR values indicates that ROI 2 yields better
overall results. Consequently, the predicted contrast values for ROI 2 are tabulated in Table 3.

Table 3 Summary of the mean and standard deviation values for reconstructed modulus for vari-
ous types of phantom inclusions for ROI 2.

Inclusion Size Expected 7 range Expected Predicted 5 CNR
Very hard (type V) Large 2.19 10 4.84 3.2 3.86 +0.04 10.01 £ 4.50
Small 2.19t0 4.84 3.2 3.05+0.15 4.30 + 3.60
Hard (type IIl) Large 1.19 10 2.79 1.8 1.61+0.02 3.65+ 31.89
Small 1.19 to 2.79 1.8 1.45+0.12 2.62+1.32
Soft (type ) Large 0.32 t0 0.95 0.56 0.65+0.06 2.94+1.78
Small 0.32 t0 0.95 0.56 0.54 +0.01 5.57 +3.21
Very soft (type 1) Large 0.16 to 0.58 0.32 0.46 +0.03 3.94 +2.22
Small 0.16 to 0.58 0.32 0.41 £0.01 8.24+2.78
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From this table, we can see that the average predicted contrast is well within the range of
expected contrast. By conducting these phantom experiments, we establish a foundation upon
which we can confidently proceed to apply and test our method on actual patient data.

4.2.1 ROI variations

Figure 10 illustrates the measured axial displacement field, the corresponding strain, and the
predicted modulus for the type IV hard sphere. It presents the DL predictions for ROIs 1, 2,
and 3, demonstrating the depth-wise variation. The predicted contrast values are 3.91, 3.87, and
3.88, respectively, and the CNR values are 6.66, 11.38, and 11.05. Similarly, Fig. 11 shows
predictions for type I soft spheres. It presents the DL predictions for ROIs 1, 2, and 3, with
the predicted contrast values 0.25, 0.40, and 0.39, respectively, and the CNR values are
4.78, 8.60, and 8.32.

The figures indicate that with ROIs that include the ultrasound transducer point of contact
within the displacement fields, more noise or artifacts are affecting the predictions. With other
ROIs such noise is comparatively reduced, leading to clearer predictions. The time taken for the
DL model to reconstruct one displacement field was 0.15 s on average.
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Fig. 10 Very hard inclusion from phantom with variability and ROls showing reconstruction when
inclusion lies (a) at the edge of the ROI, (b) near the edge of the ROI, and (c) completely inside the
ROI. Every subfigure includes input displacement fields fed into the DL model, followed by the
strain (1% average strain) and the modulus reconstruction.
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Fig. 11 Very soft inclusion from phantom with variability and ROIs showing reconstruction when
inclusion lies (a) completely inside the ROI, (b) near the edge of the ROI, and (c) at the edge of the
ROI. Every subfigure includes input displacement fields fed into the DL model, followed by the
strain (1% average strain) and the modulus reconstruction.

In this study, we conducted five trials to evaluate the predictive performance and reliability
of our deep learning model, as reflected in Fig. 12. The figure illustrates the model’s response to a
type II soft inclusion, with an anticipated contrast of 0.56, and an observed contrast range from
0.32 to 0.95. The obtained contrasts for trials 1 through 5 were 0.63, 0.62, 0.57, 0.61, and 0.65,
demonstrating the model’s consistent predictive capability. Correspondingly, the CNR recorded
were 1.52, 1.56, 1.89, 1.67, and 1.77, further evidencing the model’s robustness and reliability in
varied measurement scenarios. This approach underscores our model’s ability to maintain pre-
diction accuracy and stability across multiple evaluations.
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Fig. 12 Predictions of repeated measurements for type Il soft inclusion phantom data from five
trials.
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Fig. 13 Predictions for patient 1 for (a) first, (b) second, and (c) third ROls.

4.3 Clinical Data

The clinical RF data were sourced from a publicly available dataset.® We applied our model to
two patients from this dataset. The displacement fields were obtained using the image registration
algorithm as described above. Upon applying our deep learning model to this, we observed
notable results that merit discussion.

We showcase two patient’s results with our model. Figures 13 and 14 demonstrate the pre-
diction for the two patients respectively. The shadow observed in B-modes of Fig. 15 is caused by
the thermal lesion. Here, it is important to note that the size and position of the lesions cannot be
accurately determined from B-mode images alone,*® but our algorithm is capable of identifying
them based on their stiffness relative to that of the background tissue.

For patient 1, the modulus ratios were 3.60, 3.25, and 3.51 for the modulus images in
Figs. 13(a)-13(c), with corresponding CNR values of 4.85, 4.57, and 5.05. For patient 2, the
modulus ratios were 4.49, 3.33, and 3.15 for Figs. 14(a)-14(c), with CNR values of 7.14,
4.34, and 2.25, respectively. The output from our model also exhibited shapes that closely
resembled those seen in their CT scans®® which shows that our model can effectively capture
the complex anatomical structures present in clinical scenarios.

5 Discussion

In this study, we generated a comprehensive simulated dataset designed to train a DL model and
improve its ability to accommodate the experimental variability of the input data. This was
achieved by simulating multiple domain sizes with inclusions at varying locations, from which
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ROIs were extracted for model training, and introducing diverse boundary conditions, within
those expected experimentally. The choice to split the ROIs was motivated by the need to manage
computational resources and optimize the performance of our deep learning model. As the deep
learning model requires, before even training, a specific choice of image dimension and with
USE, the size, and aspect ratio of the pixel have a direct effect on the input and output data
due to the direct connection to the mechanics, it made sense to begin with a ROI of fixed size
(in mm) that can be moved within an image from the US to reconstruct our modulus images.
Enlargement of the domain space allowed the incorporation of variability in boundary conditions
and ROI. A notable benefit of this approach is evident when the inclusions are located at domain
edges; the current model shows superior performance in these scenarios compared with the pre-
vious DL model, as detailed in Section 4.1.2. This is particularly significant for accurate modulus
reconstruction at the edges within the simulated data. We also conducted a noise study by adding
increasing amounts of Gaussian noise to our simulated test data. However, in real-world scenar-
i0s, noise can be more complex and varied than Gaussian noise. Ultrasound imaging systems also
introduce system-dependent artifacts that may not be fully captured by a Gaussian noise model.
To address this, we conducted experiments using data acquired using a real ultrasound system
from a tissue-mimicking phantom. These experiments allowed us to evaluate the model under
realistic noise conditions, providing insight into its performance when subjected to system-
specific noise and artifacts. Despite the increased complexity of noise, such as those emulated
by the phantom experiments, the algorithm maintains reasonable performance and reliability.

Our phantom study corroborates the accuracy of the deep-learning model, initially trained on
simulated data, in handling experimental data. As shown in Table 3, the model’s learned features
from simulations prove transferable, enabling effective adaptation to phantom data. However,
some residual noise was observed in modulus distribution predictions, possibly stemming from
noisy input images or displacement estimations output by the registration algorithm. From ROI
analysis as shown in Figs. 10 and 11, we can see that our DL model can handle edge cases.
Further ROI analysis reveals that ROI 2 delivers optimal performance, indicating the model’s
robustness, particularly in reconstructing inclusions further away from the edges. Interestingly,
ROI 1 consistently yields noisier predictions, which we hypothesize due to the proximity of the
ultrasound transducer contact point to the ROI. This may be due to the overall low strain that
exists at the surface of the transducer due to the low slip contact surface between the skin and the
rigid transducer. Furthermore, we ranked the CNR across 40 samples for four different ROIs. The
ranks are assigned in descending order of CNR quality, where rank 4 corresponds to the highest
CNR value, indicating the best performance, whereas rank 1 represents the lowest CNR value,
denoting the poorest performance. Based on the bar graph showing the average CNR ranks as
shown in Fig. 16, we see that ROI 2 has the highest average rank, as it ranks fourth most of
the time.

a b

( 5)0 Stacked value counts of Rank for CNR () CNR rank across 40 samples

Rank 3.0
Rank 4
Rank 3
Rank 2
Rank 1

40

il

w

o
N
o

Value Counts
N
=]

Average of rank
= -
o

10

©.
wn

o
(=]

ROIL ROI2 ROI3 ROI4 1 2 3
Region of Interest (ROI) Region of Interest (ROI)
Fig. 16 Phantom ROI ranking. (a) ROI ranking frequency that provides a detailed enumeration of
the rank for every ROI. Here, the ranks are assigned in descending order of CNR quality. Rank 4
corresponds to the highest CNR value, indicating the best performance, whereas rank 1 repre-
sents the lowest CNR value, denoting the poorest performance. (b) Average ranks of each
ROI across all the samples.
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We also present the application of our deep learning model to clinical data, a critical step
toward translating our research into practical clinical utility. We can see more noise in the clinical
data than in the simulated and phantom data. In general, the application of our deep learning
model to clinical data has yielded promising results, demonstrating its potential for use in medi-
cal diagnostics. The similarities in shape with CT scans and the comparable contrast values
underline the ability of the model to replicate and potentially augment traditional imaging tech-
niques. These findings pave the way for further research and development in this field, with the
ultimate goal of enhancing diagnostic precision and patient care in clinical settings. In practice,
B-mode imaging does not always clearly show the lesions. There may be cases where the lesions
appear faint, partially visible, or difficult to delineate entirely using the B-mode alone. For exam-
ple, as shown in our clinical results, lesions are difficult to identify solely from images in
B-mode. Using our method, we can detect regions of higher stiffness, supporting the utility
of our approach in real-world clinical scenarios, especially even when the lesions are only par-
tially visible or difficult to delineate using traditional B-mode images.

We recognize that the choice to use a regularized image registration technique, as opposed to
a more computationally efficient displacement estimation technique, may seem counter to our
long-term goal of real-time deployment. However, we hypothesize that using a more efficient
algorithm would come with a higher degree of noise in the measurements and that this noise
would likely need to be modeled in our training dataset. Thus, the CNN model would likely
need to be trained in modeling specific US systems or system settings and thus to be less robust
to deployment on different machines. We believe that this work is the first step toward under-
standing that trade-off.

For future work, our aim is to apply our model to training with both components of the
displacement field. We also plan to test model accuracy with different displacement estimation
techniques and compare the deep learning approach with traditional reconstruction techniques. In
addition, we aim to improve our simulation to yield more realistic data for training that mimics
the experimental US data better and perform noise studies for sensitivity.

One of the limitations of this work is that the training, validation, and test data are modeled
as 2D plane strain. In addition, the displacement data are generated directly, rather than mea-
sured, and are generally noise-free, apparent from discretization error. In future models, we
intend to investigate the feasibility of using 2D slices of geometrically three-dimensional models
as our data and use the displacement data to simulate captured ultrasound images data, with
added noise. Thus, the displacement fields used to train our NN can be measured with the same
methods as our phantom and clinical data presented here. However, the computational complex-
ity and cost of generating such data are much greater and thus left to future work. Another limi-
tation is that the ROI is constrained to a square dimension here. In future work, we also aim to
explore methods for processing larger ROIs while maintaining computational efficiency, such as
utilizing patch-based approaches or scaling the model to handle larger images without compro-
mising performance. We also plan on performing a broader hyperparameter tuning for our DL
model. Finally, we hope to obtain a larger clinical dataset and perform a more rigorous feasibility
study in vivo.

6 Conclusion and Future Work

We conducted a detailed study of how we can implement a deep learning framework to recon-
struct the elastic modulus distribution from ultrasound-measured displacement fields. Our work
includes a data simulation to train the DL model, along with controlled phantom studies and
preliminary clinical results. With this, we demonstrate the model’s capacity to generalize across
variations and learn the relationship between displacement fields and modulus distribution. The
model is also able to capture the variations in ROIs across the phantom data under different
experimental conditions. This highlights that provided the simulated data is sufficiently diverse
and representative of a wide variability, an algorithm trained on only simulated data would gen-
eralize well to real-world experimentally collected data. Finally, the clinical results offer initial
insights into the applicability of our approach on data collected in a clinical setting. However, a
larger patient dataset is necessary to draw definitive conclusions about the clinical efficacy of our
approach, which will be the subject of our future work.
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