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Abstract

For odd primes ` and number fields k, we study the asymptotic distribution of number
fields L/k given as a tower of relative cyclic C`-extensions L/F/k using the idélic approach
of class field theory. This involves a classification for the Galois group of L/k based on
local conditions on L/F and F/k, and an extension of the method of Wright in enumerating
abelian extensions. We call the possible Galois groups for these extensions generalized and
twisted Heisenberg groups. We then prove the strong Malle–conjecture for all these groups
in their representation on `2 points.

Key words. Malle’s conjecture, Heisenberg group, class field theory, distribution of number
fields, local-global principle

1 Introduction

Let G ≤ Sn be a finite transitive permutation group and k be a number field. We say that
a finite extension L/k with [L : k] = n has Galois group G = Gal(L/k) if the normal closure L̃
has Galois group G as an abstract group, and the permutation action of G on the n embeddings
of L into the algebraic closure k̄ is isomorphic to G as a permutation group.

We define Nk(G,X) to be the number of isomorphism classes of extensions L/k inside some
fixed algebraic closure of k with Gal(L/k) = G and norm of the discriminant Disc(L/k) =

Nk/Q(dL/k) bounded above by X. Gunter Malle has proposed a precise conjecture about the
asymptotic behavior of the function Nk(G,X) for X →∞.

Conjecture 1 ([24, 25]). For all number fields k and all transitive permutation groups G ≤ Sn
there exists a constant c(G, k) > 0 such that

Nk(G,X) ∼ c(k,G)x1/a(G) log(x)b(G,k)−1,

where a(G) and b(G, k) are both positive integers depending on k and G.

In this conjecture, Malle also gives a precise prediction for a(G) and b(k,G) [24, 25]. Please
see Section 2.2 for a detailed introduction of those constants.

Malle’s conjecture has been proven for abelian extensions over Q [23, 35]. For non-abelian
groups, the first case is S3 cubic fields proved by Davenport and Heilbronn and by Datskovsky
and Wright over general number fields [14, 13]. Bhargava proved this conjecture for S4 quartic
fields and S5 quintic fields in his ground breaking work [7, 8]. Later this was generalized to
general base fields by Bhargava, Shankar and Wang [9]. Bhargava and Wood [10] and Belabas
and Fouvry [6] independently proved the conjecture for S3 sextic fields. The case of D4 quartic
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fields is proved by Cohen, Diaz y Diaz and Olivier [12]. It was generalized by Klüners to wreath
products of the form C2 o H [18] under mild conditions on H. Masri, Thorne, Tsai and Wang
[32, 26] proved this conjecture for groups of the form of Sn × A for abelian groups A and
n = 3, 4, 5. Recent work of Fouvry and Koymans proves this conjecture for nonic Heisenberg
extensions [15]. Koymans and Pagano [22] prove the conjecture for a family of Galois nilpotent
extensions where the minimal index elements (see Section 2.2 for the definition) are central.

We also mention that there have been series of papers on proving the a(G)-constant in
Conjecture 1, see e.g. [20, 1, 21, 19, 22], and variations of field counting questions for more
general invariants [5, 34]. Klüners [17] has observed that the predicted b(G, k)-constant is not
correct in general.

In this paper, our main goal is to prove Conjecture 1 for Galois groups that we call generalized
Heisenberg group H(`, d) and twisted Heisenberg group H̃(`, d), see Section 2.1 for more details.

Theorem 1.1. Let ` be an odd prime number and k be an arbitrary number field. Conjecture 1
is true for G = H(`, d) ≤ S`2 and G̃ = H̃(`, d) ≤ S`2 for every 1 < d < `.

The groups H(`, d) and H̃(`, d) for 1 ≤ d ≤ ` are exactly the possible Galois groups Gal(L/k)

when L/F is a relative C`-extension over a C`-extension F/k. Theorem 1.1 covers all cases when
Gal(L/k) is not the direct product C`×C`, the abelian group C`2 and the wreath product C` oC`
(which are H(`, 1), H̃(`, 1) and H(`, `) in our classification). In particular, all cases addressed
in Theorem 1.1 are not Galois. We remark that the degree 9 Heisenberg group, H(3, 2) ≤ S9, is
also proved in [15] for k = Q, but with a different approach from ours. They also compute the
constant c(G,Q) and also they prove their result with an explicit error term.

We now give a brief introduction of the ideas of the proof of Theorem 1.1. Given a fixed
C`-extension F/k, Theorem 3.6 gives an if-and-only-if criterion determining Gal(L/k) for a C`-
extension L/F , based on finitely many local conditions for L/F . In the proof, firstly, we study
all continuous homomorphisms ρ from the idéle class group CF to C` as an F`[Gal(F/k)]-module
and prove that for each such ρ, its F`[Gal(F/k)]-module structure is completely determined by
its completions ρp :

∏
P|p F

×
P → C` for finitely many p. This will determine the parameter d

in H(`, d) or H̃(`, d) for Gal(L/k). Secondly, we consider the difference of group structures of
H(`, d) and H̃(`, d) (split or not as a group extension) to further pin down Gal(L/k) via studying
ρp where p is an inert prime in F/k. Combining the two inputs, we write down a generating
series for all C`-extensions L/F with a given Gal(L/k) for a fixed F/k.

Analytically, for a given (twisted) Heisenberg group, we first count in Theorem 4.5 the number
of extensions L/k containing a fixed intermediate field F/k via studying the analytic behavior of
the generating series of ρ with a particular F`[Gal(F/k)]-module structure, see Section 4. This
method is inspired by and extends the techniques of Wright–Wood [35, 34] on counting abelian
extensions, where the generating series of ρ : CF → C` was studied but without constraints on
the F`[Gal(F/k)]-module structure of ρ. This allows us to compare our generating series with
some Hecke L-functions and therefore we can study its right-most poles. Finally, we sum over
all C`-extensions F/k. This method of summation closely follows the ideas in [29]. At the same
time, a forthcoming work [4] of the second author and Alberts, Lemke Oliver and Wood will
apply this idea to give the asymptotic distribution for more general family of groups.

We mention that Theorem 4.5 can also be treated by other methods. A similar generating
series is also essentially studied in the appendix of [2], using an approach suggested by Wood. For
this special case, we adopt a different way to control the total Galois groups. Given Proposition
4.4, Theorem 4.5 also follows from [2, 3], which answers this question for more general family
of groups up to an existence result. See also [30, 31] on similar questions for other small degree
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groups with more explicit results.
The structure of this paper is as follows. In Section 2, we first define and describe the

generalized and twisted Heisenberg groups in Section 2.1, and then determine the constants
a(G) and b(G, k) in Section 2.2. In Section 3, we study class field theory and classify Gal(L/k)

based on the local information of ρ : CF → C`. In Section 4, we first study the generating series
of all L/F with a given Gal(L/k) for a fixed C`-extension F/k in Section 4.3 and 4.4, and finally
we complete the proof by a partial summation in Section 4.5.

2 Generalized Heisenberg Groups

2.1 Galois Groups of Relative `-Towers

In this section, we are aiming for a characterization for the Galois group we will consider in
this paper. Most results for small `-groups are standard, we only include the discussion for the
convenience of the reader and for the introduction of notation that we will also use in later parts
of the paper.

Given a base number field k, a C`-extension F/k and another C`-extension L/F , our goal is
to describe the Galois group Gal(L/k) as a permutation group. Firstly, from standard Galois
theory, the group Gal(L/k) can be embedded as a subgroup of Gal(L/F ) o Gal(F/k), in our
case, C` o C` = C`` o C` ≤ S`2 . We can canonically identify the vector space V := F`` with
F`[C`] as an F`[C`]-module from the definition of the wreath product. Let σ be a generator of
Gal(F/k) = C` and ∆ = 〈σ− 1〉 to be the augmentation ideal of F`[C`]. It follows from the fact
that F`[C`]/∆ ' F` that the linear action of σ on F`[C`] has one Jordan block with dimension `,
where the characteristic polynomial is (σ − 1)` = σ` − 1 = 0. By linear algebra, the σ-invariant
subspaces of F`[C`] are exactly the ideal ∆d for 0 ≤ d ≤ `. We will denote the ∆`−d to be Wd,
which is the unique dimension d invariant subspace of V .

Let’s denote the quotient map by κ : V o C` → C` and the projection to the i-th C`-
component in V by πi : V = C`` → C`. In order for G ≤ C` o C` to be a Galois group of L/k,
it must satisfy two conditions due to the existence of the intermediate field F : 1) the image
κ(G) = C`; 2) the image πi(G∩ V ) = C`. It follows from the first condition that G∩ V must be
a σ-invariant subspace of V , thus equal to Wd for some 1 ≤ d ≤ `, i.e., G satisfies

1→Wd → G→ C` → 1.

For each d, depending on whether the group extension of C` by Wd is split or not, we can see
different group structures for G. We first give an easy lemma which will be of use in later parts.

Lemma 2.1. Let G be a group extension of Wd with C` for d < `. Let g ∈ G \Wd. Then the
extension is split, if and only if ord(g) = `, if and only if exp(G) = `.

Proof. Say g = ((a1, . . . , a`), σ
k) ∈ C` o C` for 1 ≤ k < `. Then by computation

g` = ((
∑̀
i=1

ai, . . . ,
∑̀
i=1

ai), e).

Therefore ord(g) = ` if and only if
∑`
i=1 ai = 0 ∈ F`, which is equivalent to (a1, . . . , a`) ∈ ∆,

which is W`−1.
Since all other elements in G\Wd can be written as u · gk where u ∈ Wd ⊆ W`−1, we see

that ord(g) = ` implies ord(u · gk) = ` for all possible u and 1 ≤ k < `. Therefore we show the
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second equivalence in the lemma. On the other hand, the extension splits if and only if there
exists a section, if and only if there exists an element in G\Wd of order `, which is equivalent to
ord(g) = ` by the above argument.

If the extension is split, then G 'Wd oC` where the action is just σ acting on ∆`−d. If the
extension is non-split, it is not difficult to see that all groups of exponent `2 corresponding to
Wd are isomorphic to each other, e.g. see [33, Theorem 2] for a reference.

Definition 2.2. For 1 ≤ d < ` we define the generalized Heisenberg group of dimension d to
be the split extension of Wd by C` and denote it by H(`, d), and define the twisted Heisenberg
group of dimension d to be the non-split extension of Wd by C` and denote by H̃(`, d).

As special cases we get H(`, 1) = C` × C`, and H̃(`, 1) = C`2 . The identification of H(`, 2)

with the usual Heisenberg group of order `3 explains the motivation for this definition. We also
define H(`, `) := C` o C`.

2.2 Malle’s prediction

In this section, we are going to compute the constants a(G) and b(G, k) in Malle’s prediction
for all groups H(`, d) ≤ S`2 and H̃(`, d) ≤ S`2 for 1 < d < `. Let us first define a(G) and b(G, k)

for general permutation groups and number fields k.

Definition 2.3. Let G ≤ Sn for n > 1 be a transitive subgroup acting on Ω = {1, . . . , n}.

1. For g ∈ G we define the index ind(g) := n− the number of orbits of g on Ω.

2. ind(G) := min{ind(g) : id 6= g ∈ G}, a(G) := ind(G).

Note that a(G) here is the inverse of the a(G) defined in [24]. Since all elements in a conjugacy
class C of G have the same index we can define ind(C) in a canonical way. The absolute Galois
group Gk of k acts on the set of conjugacy classes of G via the action on the Q̄–characters of G.
That is, denote the composition f : Gal(k̄/k) → Aut(µ∞) =

∏
p Z×p → (Z/|G|Z)× where |G| is

the order of the group. Then if f(σ)(µn) = µkn, then the action of σ on an element g is σ(g) = gk

for g ∈ G. The orbits under this action are called k-conjugacy classes.

Definition 2.4. For a number field k and a transitive subgroup G ≤ Sn we define:

b(k,G) := #{C : C non trivial k-conjugacy class of G of minimal index ind(G)}.

The minimal index is attained by elements of prime order. Let G be an `-group and denote
by C be the set of non-trivial conjugacy classes of minimal index in G. Then C is closed under
taking k-th power when 1 ≤ k ≤ `−1 since ind(g) = ind(gk) for ord(g) = `. Moreover, it is clear
that g and gk are not conjugate to each other in G. The action of the absolute Galois group
Gk on C factors through the cyclotomic character Gk → Ẑ×. Let ζ` be a primitive `-th root of
unity and τ ∈ Gk, where τ(ζ`) = ζk` . Then its action on C is τ(g) = gk. Therefore it suffices to
consider the action of Gal(k(ζ`)/k) on C. By applying stabilizer-orbit formula to the action of
Gal(k(ζ`)/k) on {g, g2, . . . , g`−1}, we immediately get the following lemma.

Lemma 2.5. Let G ≤ Sn be an `-group and k be a number field. Then we have the formula

b(G, k) = b(G,Q)
`− 1

[k(ζ`) : k]
.

In this case b(G,Q(ζ`)) = (`− 1)b(G,Q) is the number of conjugacy classes of minimal index.
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Now we are able to compute the constants a(G) and b(G, k) for our groups considered as
transitive subgroups of S`2 .

Lemma 2.6. For G = H(`, d) or H̃(`, d) with 1 < d < `, we have that

a(G) = (`− 1)(`− d+ 1), b(G, k) =

(
`

d− 1

)
`− 1

`[k(ζ`) : k]
.

Proof. Firstly, we look at G = H(`, d). Recall that G is a semi-direct product

1→Wd → H(`, d)
κ→ C` → 1.

Denote by H ≤Wd an index `-subgroup with CoreG(H) = {e}. Then the left multiplication
action of G acting on the cosets of H realizes the permutation representation of H(`, d) ≤ S`2 .
Since H(`, d) has exponent `, every element has only `-cycles and fixed points. Therefore it
suffices to count the number of fixed points for each element. Let us denote by ciH the left
cosets of H in G for 1 ≤ i ≤ `2. Then g fixes cH if and only if g ∈ cHc−1. Therefore to count
the number of fixed points of g, it suffices to count the number of i such that g ∈ ciHc−1

i . Notice
that Hci := ciHc

−1
i = Hκ(ci) since G splits, so it suffices to consider the conjugation Hσ from

the semi-direct product, i.e. σ ∈ C`.
Let σ be a generator of the C`-quotient and Hi := Hσi

. Note that the number of fixed points
of an element g ∈ G is equal to

` |{1 ≤ i ≤ ` | g ∈ Hi}| . (2.1)

We now show that for arbitrary I ⊆ {1, . . . , `}, the intersection space as a subspace in Wd

satisfies
Codim(

⋂
i∈I

Hi) = min{|I|, d}. (2.2)

We prove (2.2) by induction. For |I| = 1, this holds clearly since our H has index ` in Wd. For
|I| = 2, by inclusion-exclusion, we get for arbitrary i 6= j that

Codim(Hi +Hj) = Codim(Hi) + Codim(Hj)− Codim(Hi ∩Hj).

Using Codim(Hi) = 1 and Codim(Hi +Hj) = 0 we get

Codim(Hi ∩Hj) = 2.

Now by induction for 2 ≤ |I| ≤ d, the general inclusion-exclusion formula for the dimension still
holds with the computation of codimension, so we get for a subset J(m) ⊆ I of size m:

Codim(
⋂
i∈I

Hi) =
∑

1≤m<|I|

(
|I|
m

)
Codim(

⋂
i∈J(m)⊆I

Hi) · (−1)`−m+1

=
∑

1≤m<|I|

(
|I|
m

)
m(−1)|I|−m+1 = |I|.

For the second last equality, we use by induction that Codim(
⋂
i∈J(m)⊆I Hi) = m. For the last

equality we use ∑
1≤m≤n

(
n

m

)
m(−1)n−m+1 = 0.

This shows (2.2). Note that the intersection of d different Hi is the trivial group and that for
|I| = d−1 we get dim(

⋂
i∈I Hi) = 1. Using (2.1) we see that non-trivial elements in g ∈

⋂
i∈I Hi
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all have exactly `(d − 1) fixed points, since the intersection with a further Hi has dimension 0.
Now such a g has `2−`(d−1)

` cycles of length ` and therefore we get:

ind(g) = `2 − `2 − `(d− 1)

`
− `(d− 1) = (`− 1)(`− d+ 1).

This is the minimal index using (2.1). Note that elements g ∈ G \Wd have no fixed points and
we get ind(g) ≥ `2 − ` = `(`− 1) > (`− 1)(`− d+ 1) since d > 1.

Now we consider b(G,Q). For arbitrary I with |I| = d− 1, using (2.2) we find (`− 1) many
group elements with minimal index. So the number of elements with minimal index is(

`

d− 1

)
· (`− 1).

The conjugation action from G has orbit sizes `. Therefore the number of conjugacy classes of
minimal index is equal to

b(H(`, d),Q(ζ`)) =

(
`

d− 1

)
`− 1

`
.

This gives the stated formula for G using the remark before the lemma.
For G = H̃(`, d) or G = H(`, d), notice that if an element g ∈ G ≤ C` o C` has non-trivial

image κ(g) 6= 0 ∈ C`, then the permutation action of g has no fixed point. So it suffices to
consider elements in Wd. Both the cycle structure of Wd and the action of C` on Wd stay the
same inside C` o C`. So both a(H̃(`, d)) = a(H(`, d)) and b(H̃(`, d), k) = b(H(`, d), k).

3 Arithmetic Theory

In this section, our main goal is to prove Theorem 3.6 which gives complete criteria for
determining the Galois group Gal(L/k) from various local conditions on L/F where L/F/k is a
tower of number fields and both L/F and F/k are relative C`-extensions. We denote by P(k)

and P(F ) the set of all places (including the infinite ones) of k and F , respectively.
By class field theory, C`-extensions L/F are in bijection with surjective continuous homomor-

phisms ρ : CF → F` where CF = IF /F
× is the idéle class group of F . Our goal is to determine

Gal(L/k) from ρ. We denote by G∨ := Hom(G,F`) the set of continuous group homomorphisms
from G to F`.

3.1 S-idéle Class Groups

For any finite set of places S, we define the S-idéle class group CF,S := IF,S/O×F,S , where
IF,S :=

∏
P∈S F

×
P ×

∏
P/∈S O

×
P is the S-idéle group of F and O×F,S is the S-unit group of F .

Then there is a canonical embedding CF,S ↪→ CF , it induces a map f : CF,S/C
`
F,S → CF /C

`
F =

IF /F
×I`F , and thus induces a map f∨ : C∨F → C∨F,S . By class field theory, see e.g. [34, Lemma

2.8], if S ⊆ P(F ) contains all infinite places and is large enough to generate the class group ClF ,
then CF ' CF,S . We will give a refined characterization for C∨F , the `-part of CF when ` is odd.

Lemma 3.1. Let S ⊆ P(F ) be a finite set and ` be an odd prime. Then f : CF,S/C
`
F,S → CF /C

`
F

is an isomorphism if and only if S is large enough to generate the `-primary part of ClF .

Proof. Firstly, we show that f is injective if S generates the `-primary part of the class group.
If y ∈ IF,S satisfies y = x` ·u for some x ∈ IF and u ∈ F×, then for the ideals b =

∏
P PvalP(yP)
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and a =
∏

P PvalP(xP), we have b = a` ∈ ClF . The class group has a canonical decomposition
ClF = A1×A2 where A1 = ClF [`∞] is the Sylow-` subgroup of ClF , then we denote a = (a1, a2)

and b = (b1, b2) = (a`1, a
`
2) ∈ ClF . Since ideal classes b1 and b are both generated by S,

we see that b2 is also generated by S. Therefore in a ∈ ClF the component a2 can also be
generated by S since ` is invertible in A2, thus a ∈ ClF can be generated by S. Let’s say
a′ = a · (v) has valuations supported on S where v ∈ F×, then denote x′ := xv ∈ I×F,S . Clearly
y = x`u = (x′v−1)`u = (uv−`) · (x′)` is an element in O×F,SI`F,S , here uv−` ∈ O

×
F,S since y and x′

are both in IF,S .
Secondly, in order to show that f is surjective, for an arbitrary element x = (xP) in CF /C`F ,

we need to find a representative such that xP ∈ O×P for P /∈ S. Firstly, we are allowed to reduce
to the case where 0 ≤ valP(xP) < ` by the quotient by C`F . Then for eachP where valP(xP) 6= 0,
if the order of P ∈ ClF is nP = `k · n′ where (`, n′) = 1, we can write Pn′ = a · (uP) where a

is an ideal generated by primes in S. Then multiplying by suitable powers of uP ∈ F×, we can
obtain another representative x′ of x in CF where valP(x′P) = 0 mod ` but which has the same
valuation at any other prime outside S. We can iterate this operation to kill every non-zero
valP(xP) and find a representative of x in IF,S .

Conversely, if S does not generate the `-primary part of the class group, say p is not generated
by S, then f is not surjective since (1, 1, . . . , π, . . . , 1) ∈ CF /C`F , where π ∈ Op is the uniformizer
for p, is not in the image of f .

3.2 Rank of ρ

In the remaining part of this paper σ will be a generator of Gal(F/k) = C`.
For p ∈ P(k) we denote the component of IF at p by IF (p) :=

∏
P|p F

×
P . For each ρ ∈ C∨F and

p ∈ P(k), we get a local map ρp ∈ IF (p)∨ induced by the natural inclusion IF (p) ↪→ IF � CF .
Note that IF (p) = (F ⊗k kp)×, therefore IF (p) is naturally a Gal(F/k)-module, where the action
is induced by its action on F . Thus IF (p)∨ is also a finite dimensional F`[Gal(F/k)]-module by
defining the action to be σ(ρp) = ρp ◦ σ−1. Since Gal(F/k)-action preserves the valuation, we
see

∏
P|pO

×
p and (

∏
P|pO

×
p )∨ are also natural Gal(F/k)-modules. To simplify our notation, we

will define

Up :=

{∏
P|p F

×
P/(F

×
P )` p ∈ Sk,∏

P|pO
×
P/(O

×
P)` p /∈ Sk,

whenever a set Sk is specified in the context. Notice that ρp ∈ IF (p)∨ has a natural restriction
to U∨p .

The global object CF = IF /F
× is also a Gal(F/k)-module since Gal(F/k) acts on IF (p) for

each p. This also induces a Gal(F/k)-action on C∨F where σ(ρ) = ρ ◦ σ−1.
Notice that σ` − 1 = 0 = (σ− 1)` ∈ F`[Gal(F/k)], therefore for any F`[Gal(F/k)]-module M

we have (σ − 1)`M = 0. We define the following notion of a rank for convenience of our paper,
which is not the same with the usual notion of the rank of a R-module.

Definition 3.2. Given an F`[Gal(F/k)]-module M we define the rank of M to be the smallest
integer r such that (σ − 1)rM = 0. We denote it by rk(M). We also define rk(m) = rk(〈m〉) to
be the rank of the module generated by m ∈ M . We define Md := {m ∈ M | (σ − 1)dm = 0} to
be the maximal submodule of M of rank d.

Considering C∨F and IF (p)∨ both as F`[Gal(F/k)]-modules, we have the following lemma
characterizing the global rank in terms of the local ranks. In case p /∈ Sk we remark that the
rank of ρp ∈ U∨p is smaller or equal to the rank of ρp ∈ IF (p)∨.
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Lemma 3.3. Given ρ ∈ C∨F , we have

rk(ρ) = max
p∈P(k)

rk(ρp), where ρp ∈ IF (p)∨.

Let S ⊆ P(F ) be large enough to generate the `-primary part of ClF . We denote by Sk ⊆ P(k)

the finite set containing all valuations lying below one contained in S and by Tk ⊆ P(k) the set
of ramified primes of F/k. Then we have:

rk(ρ) = max
p∈Sk∪Tk

rk(ρp), where ρp ∈ U∨p .

Proof. For the first claim it suffices to notice that the restriction map C∨F →
∏

p∈P(k) IF (p)∨ is
injective and compatible with the Gal(F/k)-action.

For the second claim, we use Lemma 3.1 to see that C∨F = C∨F,S . Since C
∨
F = (IF,S/O×F,S)∨ →∏

p U
∨
p is injective and compatible with the Gal(F/k)-action we have

rk(ρ) = max
p∈P(k)

rk(ρp), where ρp ∈ U∨p .

Note rk(ρp) = 0 for p /∈ Sk when p is unramified in F/k and we get the claim.

Note that in the second formula the sets Sk and Tk are finite sets and we reduced the
computation of rk(ρ) to a finite local computation.

Lemma 3.4. Let ρ ∈ C∨F and denote the corresponding C`-extension by L/F . Then rk(ρ) = d

if and only if Gal(L/k) = H(`, d) or H̃(`, d).

Proof. For each subgroup M of C∨F , we define H :=
⋂
ρ∈M Ker(ρ) ⊆ CF . Then M is a

F`[Gal(F/k)]-submodule of C∨F if and only if H is a normal subgroup of Gal(F ab,`/k) if and
only if the fixed field of H is Galois over k.

Let ρ ∈ C∨F and denote L/F to be the corresponding C`-extension over F . Then the
F`[Gal(F/k)]-module M = 〈ρ〉 generated by ρ will correspond to the Galois closure L̃ of L over
k. Let σ be the chosen generator of Gal(F/k). A cyclic module M has a single Jordan block for
σ since it is isomorphic to a quotient of F`[Gal(F/k)]. Then the minimal polynomial for σ acting
on M is (X − 1)d if and only if dimF`

(M) = d. Finally, notice that Gal(L̃/F )∨ = M (via quo-
tient out by H) as F`[Gal(F/k)]-module, so we have dimF`

(Gal(L̃/F )) = dimF`
(Gal(L̃/F )∨) =

dimF`
(M) = d.

Lemma 3.5. Let ρ ∈ C∨F = Hom(CF ,F`) with rk(ρ) = d and p0 ∈ P(k) be inert in F/k and not
above `. Let π be a uniformizer of kp0 . Then Gal(L/k) = H(`, d) if and only if ρ(π) = 0.

Proof. Recall that both H(`, d) and H̃(`, d) are extensions of the form

1→Wd = Gal(L/F )→ G→ Gal(F/k) = C` → 1,

where the extension splits if and only if any lift of a non-zero element of C` in G has order `.
On the other hand the extension is non-split, if every lift of a non-zero element of C` in G has
order `2. So it suffices to prove that ρ(π) = 0 if and only if any lift of σ has order `.

Let’s say p0OF = P0 is inert in F/k and FrobP0
= σ generates C`. If P0 is further inert

in L/F , then by local class field theory, the local map ρp corresponds to the unique unramified
degree `-extension U over FP0 where U/kp0 gives the unique unramified degree `2-extensions over
kp0 and has Gal(U/kp0) = C`2 , then the decomposition group at p0 is isomorphic to Gal(U/kp0)

and is generated by Frobp0
which has order `2.
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If P0 is split in L/F , then ρp0
is the trivial map and the decomposition group at p0 intersects

trivially with Wd, therefore Frobp0 has order `.
If P0 is ramified in L/F , there are two cases. On one hand, there is a unique ramified C`-

extension R/FP0
such that Gal(R/kp0

) = C`×C`. The extension R/kp0
is also the compositum

of FP0
and kp0

(π1/`). Then R = FP0
(π1/`) and π = NmR/FP0

(π1/`), therefore R corresponds
to ρp that maps ρp(π) = 0. In this case, the decomposition group at p0 is isomorphic to
Gal(R/kp0) = C` × C` and Frobp0 has order `. On the other hand, all other ramified C`-
extensions of FP0

are subfields of RU/FP0
with Gal(RU/kp0

) = C`2 ×C`
(C` × C`) = C`2 × C`,

which has decomposition group C`2 and Frobp0
has order `2.

Now combining Lemmata 3.3, 3.4, and 3.5 we get the following theorem.

Theorem 3.6. Let S ⊆ P(F ) be large enough to generate the `-primary part of ClF and Sk, Tk ⊆
P(k) be the sets defined in Lemma 3.3. Let p0 ∈ P(k) be inert in F/k and not above `. Let π be
a uniformizer of kp0

. For ρ ∈ C∨F , ρp ∈ U∨p , and the corresponding C`-extension L/F we have

1. Gal(L/k) = H(`, r) if and only if

rk(ρ) = max
p∈Sk∪Tk

rk(ρp) = r, and ρp0
(π) = 0,

2. Gal(L/k) = H̃(`, r) if and only if

rk(ρ) = max
p∈Sk∪Tk

rk(ρp) = r, and ρp0
(π) 6= 0.

3.3 Rank of u

Here we study rk(u) for u ∈ A := O×F,S/(O
×
F,S)`. We use the sets S and Sk defined in Lemma

3.3. It is clear that both A and Up are F`[Gal(F/k)]-modules. For 1 ≤ d ≤ `, we recall

Up,d := {up ∈ Up | rk(up) ≤ d}, U∨p,d := {ρp ∈ U∨p | rk(ρp) ≤ d}.

The following theorem relates rk(u) of the global unit u with rk(up) of the local units for p ∈ P(k).

Theorem 3.7. With the above condition, let u ∈ O×F,S. Then for u ∈ A, we have

rk(u) = max
p∈P(k)

rk(up),

where up ∈ Up is the natural image of u in Up. Moreover, with v := (σ − 1)du for p /∈ Sk and
split in F (ζ`)/k, denote by ℘|p any prime ideal in F (ζ`). Then we have

rk(up) > d ⇐⇒ ℘ inert in F (ζ`, v
1/`)/F (ζ`).

Proof. For the first statement, we have rk(u) ≤ d is equivalent to

v = 0 ∈ A ⇐⇒ v ∈ (O×F,S)` ⇐⇒ ∀P ∈ P(F ) v ∈ (F×P )`,

where the second equivalence comes from Hasse’s local-global principle, see e.g. [28, Theorem
9.1.11]. The last condition is equivalent to rk(up) ≤ d for every p, therefore we showed that
rk(u) ≤ d ⇐⇒ ∀p, rk(up) ≤ d, it then implies that rk(u) = maxp∈P(k) rk(up).

Let’s call K = F (v1/`, ζ`) with Gal(K/F ) ' C` o Cr where r = [F (ζ`) : F ]. Let p /∈ Sk be a
prime in k that is split in F (ζ`)/k and ℘ be a prime ideal in F (ζ`) with ℘∩F = P and ℘∩k = p.
Notice that FP = kp, and K℘ = FP(v1/`), therefore

rk(up) ≤ d ⇐⇒ v ∈ (F×P )` ⇐⇒ K℘ = FP ⇐⇒ ℘ split in K/F (ζ`).
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For any F`[Gal(F/k)]-module M , recall that M∨ = Hom(M,F`), there is a natural pairing
M∨ ×M → F`. The following statements will be important to us in Section 4.3.

Lemma 3.8. Let M = F`[C`] and M∨ be its dual. For any 0 ≤ d ≤ ` the two subspaces M∨d
and M`−d are mutually orthogonal complements under the natural pairing 〈·, ·〉 : M∨×M → F`.

Proof. For M = F`[C`] we define the submodule Md = (σ − 1)`−dM .
Recall that the induced action on M∨ is (σρ)(m) = ρ(σ−1(m)). Therefore 〈ρ, σ−1m〉 =

〈σρ,m〉. For ρ ∈M∨d andm ∈M`−d, we see that the pairing 〈ρ,m〉 = 〈(σ−1)`−dρ′, (σ−1)dm′〉 =

0 is always trivial.
On the other hand, if 〈ρ,m〉 = 0 for every ρ with rk(ρ) ≤ d, then 〈ρ, (σ − 1)`−dm〉 = 0 for

every ρ, so (σ − 1)`−dm = 0, i.e, rk(m) ≤ `− d. This shows that the orthogonal complement of
M∨d is M`−d. Similarly, we can show the other direction.

Recall from Section 2 that we have C` oC` = W` oC` and we have identified W` with F`[C`]
as an F`[C`]-module. We can identify F`[C`] and F`[C`]∨ by choosing a basis E := {gi = σi | 1 ≤
i ≤ ` } for F`[C`] as an F`-module. Therefore we can identify F`[C`]∨ with W`. Then we define
for each 1 ≤ d ≤ `,

Φd := {ρ ∈ F`[C`]∨ | ind(ρ) = a(H(`, d))}, χd(m) :=
∑
ρ∈Φd

ζ
〈ρ,m〉
` , where ζ` = exp(2πi/`) ∈ C.

Notice that χd(m) is always an integer since Φd is closed under multiplication by F×` . For each
ρ ∈ Φd,

∑
i∈F×`

ζ
〈iρ,m〉
` is either `− 1 or −1 depending on whether ζ〈ρ,m〉` is 1 or not.

Lemma 3.9. For 1 ≤ d ≤ ` we have χd(m) = |Φd| if and only if m ∈M`−d.

Proof. It follows from Lemma 3.8 that if u ∈M`−d then 〈ρ,m〉 = 0 and therefore χd(m) = |Φd|.
Conversely, notice that Φd contains (σ − 1)dσm for any m, therefore Φd generates Wd as an
F`-module, therefore if 〈ρ,m〉 = 0 for every ρ, we know that u ∈M`−d by Lemma 3.8.

Now notice that when p /∈ Sk is split in F/k, then Up ' F`[C`], therefore it follows that Up,d

and U∨p,`−d are orthogonal complements under this natural pairing. Moreover, since Up ' F`[C`],
via this identification, we can identify the ρ ∈ U∨p with those in Φd, then for u ∈ Up, χd(u) = |Φd|
if and only if u ∈ Up,`−d.

4 Analytic Theory

Theorem 3.6 has given a full description of those ρ : IF,S/O×F,S → C` with Gal(ρ) = H(`, d)

or H̃(`, d). In this section, we are going to write up a Dirichlet series for Disc(L/F ) where L/F
are C`-extensions with Gal(L̃/k) = H(`, d) or H̃(`, d) for a fixed 1 ≤ d ≤ `− 1.

We fix F/k with Gal(F/k) = 〈σ〉. Let S ⊆ P(F ) be a finite Gal(F/k)-invariant set containing
all primes above `, and which is large enough to generate the `-primary part of ClF . Furthermore
S contains a prime P0 not above (`) which is inert in F/k. We denote the prime below P0 by
p0 and we fix a uniformizer π for kp0

and FP0
. Like in Lemma 3.3 we define the set Sk ⊆ P(k)

to contain all primes below primes in S.
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4.1 Dirichlet Series for Homomorphisms

We give the generating series for all continuous homomorphisms from IF,S to C` with rk(ρ) ≤
d and ρ(π) = 0. By Theorem 3.6, to get rk(ρ) ≤ d it suffices to require rk(ρp) ≤ d for every
p ∈ Sk ∪ Tk, where Tk denotes the set of ramified places of F/k. We define our generating series
as complex functions for s ∈ C

fd(s) :=
∑

ρ∈I∨F,S ,rk(ρ)≤d,ρ(π)=0

1

Disc(ρ)s
=

 ∑
ρp0∈U

∨
p0,d,ρ(π)=0

1

Disc(ρp0
)s

 ∏
p 6=p0

 ∑
ρp∈U∨p,d

1

Disc(ρp)s

 ,

where Disc(ρp) =
∏

P|p Disc(ρP) and Disc(ρP) is the relative discriminant of the local field
extension over FP associated to ρP : F×P → C`. Similarly, we will also define

f̃d(s) :=
∑

ρ∈I∨F,S ,rk(ρ)≤d,ρ(π)6=0

1

Disc(ρ)s
=

 ∑
ρp0∈U

∨
p0,d,ρ(π) 6=0

1

Disc(ρp0
)s

 ∏
p 6=p0

 ∑
ρp∈U∨p,d

1

Disc(ρp)s


to be the Dirichlet series enumerating ρ with rk(ρ) ≤ d and ρ(π) 6= 0. Both functions are
well-defined and analytic when <(s) is large enough.

The function fd(s) is obviously over-counting the number of extensions L/F with Gal(L/k) =

H(`, d) for two reasons: not every homomorphism ρ from IF,S factors through O×S,F ; the rank
rk(ρ) can be strictly smaller than d. We solve the first issue using some character sum to test
whether ρ factors through O×S,F . In particular, in the next section, we will introduce the series
gd(s) and g̃d(s) which takes issue into consideration. This method is inspired by [35] and [34] in
counting abelian extensions over general number fields, although the analysis is more complicated
in this generalization. We will solve the second issue simply by taking the difference of generating
series for rk(ρ) ≤ d and that for rk(ρ) ≤ d− 1.

4.2 Character Sum

Recall that ρ factors through O×S,F if and only if ρ(O×S,F ) = 0 ∈ F`, i.e., for each u ∈ O×S,F
we have ρ(u) = 0. Define A := O×F,S/(O

×
F,S)`, and for each u ∈ A, we also abuse the notation u

to mean a representative in O×F,S , then it suffices to test ρ(u) = 0 for every u ∈ A.
We define the characters tu and χ to be

tu(ρ) =

{
1, if ρ(u) = 0

0, if ρ(u) 6= 0,
and χ(ρ) =

{
1, if ρ(O×S,F ) = 0,

0, if otherwise.

Say u1, . . . , un is a basis for A with tui(ρ) = 1 for each i, then χ(ρ) = 1. We can also rewrite

tu(ρ) =
1

`

∑
0≤m≤`−1

ζ
ρ(um)
` ,

then

χ(ρ) =
n∏
i=1

tui
(ρ) =

n∏
i=1

1

`
(
∑

0≤m≤`−1

ζ
ρ(um

i )
` ) =

1

|A|
(
∑
u∈A

ζ
ρ(u)
` ).

Now we are ready to give the generating series for all homomorphisms IF,S/O×F,S → F` with
rk(ρ) ≤ d and ρ(π) = 0, that is

gd(s) :=
∑

ρ,rk(ρ)≤d,ρ(π)=0

χ(ρ)

Disc(ρ)s
=

1

|A|
∑
u∈A

gd,u(s), where
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gd,u(s) :=
∑

ρ∈I∨F,S ,rk(ρ)≤d,ρ(π)=0

ζ
ρ(u)
`

Disc(ρ)s
=

 ∑
ρp0
∈U∨p0,d,ρ(π)=0

ζ
ρp0

(u)

`

Disc(ρp0)s

 ∏
p 6=p0

 ∑
ρp∈U∨p,d

ζ
ρp(u)
`

Disc(ρp)s


since Disc(ρ) and ζρ(u)

` are both multiplicative. We then define g̃d(s) and g̃d,u(s) to be exactly
the same except replacing ρ(π) = 0 with ρ(π) 6= 0. For each p /∈ Sk, we have

gd,u,p(s) =
∑

ρp∈U∨p,d

ζ
ρp(u)
`

Disc(ρp)s
.

We will denote the Euler product supported outside Sk by

gd,u(s)′ :=
∏
p/∈Sk

gd,u,p(s), (4.1)

and similarly for g̃d,u(s)′.

4.3 Poles of gd,u(s) and g̃d,u(s)

In this section, we are going to consider the right-most pole of gd,u(s) including its order.
Recall that Ad is defined in Definition 3.2. Our main theorem in this section is the following:

Theorem 4.1. Let a = a(H(`, d)) and b = b(H(`, d), k) be Malle’s constants (see Lemma 2.6)
and 1 < d < `. For each u ∈ A, the Dirichlet series gd,u(s) and g̃d,u(s) have an analytic
continuation to the right half plane <(s) ≥ 1/a except for a possible pole at s = 1/a of order
at most b. Moreover, the Euler products gd,u(s)′ and g̃d,u(s)′ (the truncated Euler products
supported outside Sk in (4.1)) have a pole at s = 1/a of order b if and only if u ∈ A`−d.

Proof. Firstly, notice that when <(s) ≥ 1/a, the two total series gd,u(s) and g̃d,u(s) only differ
by a holomorphic factor at p0 and the truncated ones gd,u(s)′ = g̃d,u(s)′ coincide completely.
Therefore it suffices to study the poles for gd,u(s).

We denote by ζL(s) the Dedekind-ζ function. For each u and d, we will show that if u ∈ A`−d
then gd,u(s)′ = gd,1(s)′ = ζL(as)b ·h(s) with h(s) being holomorphic for <(s) ≥ 1/a; if u /∈ A`−d,
then gd,u(s)′ has at most a pole at s = 1/a of order strictly smaller than b.

If u ∈ A`−d, then u ∈ Up,`−d by Theorem 3.7 and by Lemma 3.8, ρp(u) = 〈ρp, u〉 = 0. For
p /∈ Sk, recall gd,u,p(s) is the local factor for gd,u(s) at p, then

gd,u,p(s) = gd,1,p(s) =
∑

ρp∈U∨p,d

1

Disc(ρp)s
,

and

gd,u(s)′ = gd,1(s)′ =
∏
p/∈Sk

 ∑
ρp∈U∨p,d

1

Disc(ρp)s

 = ζbF (ζ`)(as) · hd(s),

where hd(s) is holomorphic for <(s) ≥ 1/a. For the last equality, we notice that only primes
p with |p| ≡ 1(`) can admit a non-trivial ρp. If p is split in F/k, then by the identification
between U∨p and W` in Section 3.3, we have Disc(ρp) = |p|ind(ρp) ≥ |p|a by Lemma 2.6. If p is
inert in F/k, then we also have Disc(ρp) > |p|a since a < `(` − 1) when d > 1. And again by
Lemma 2.6 the number of ρp witnessing |p|a is exactly |Φd| =

(
`
d

)
· (` − 1), which is equal to

b(H(`, d), k) · ` · [k(ζ`) : k] by Lemma 2.6. Then it follows that the order of the pole at s = 1/a

is exactly b(H(`, d), k).
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If u /∈ A`−d, equivalently rk(u) > `− d, then by Theorem 3.7, for every w|p in F (ζ`) that is
inert in F ((σ − 1)`−d(u)1/`, ζ`), we have rk(up) > ` − d. Recall χd(u) from Section 3.3, we can
rewrite

gd,u,p(s) = 1 +
χd(up)

|p|as
+ higher order terms in |p|−s,

for split p in F/k with |p| ≡ 1(`). Here χd(up) = |Φd| if and only if up ∈ Up,`−d if and only
if p is split in F ((σ − 1)`−d(u)1/`, ζ`)/F (ζ`), and otherwise χd(up) is an integer that is strictly
smaller than |Φd|. More precisely, for each p ≡ 1(`), say P|p is a prime above p in F , and w|P
is a prime above P in F (ζ`), for each local field FP, we will fix a generator yP ≡ ζ|P|−1 mod P

(the global roots of unity in Q̄) for O×P/(O
×
P)`, then by [34, Lemma 2.14], if ρP(yP) = m ∈ F`,

then

ζ
ρP(u)
` =

Frobw(um/`)

um/`
,

where Frobw can be considered as the local Frobenius automorphism over F (ζ`)w. If p is split
in F/k, say pOF =

∏
1≤i≤`Pi =

∏
1≤i≤` σ

i(P), then since FP ' Fσ(P) via σ, the local images
of u are related by uP = σ(u)σ(P). Denote ui := uPi

, then we can also rewrite

χd(up) =
∑
ρ∈Φd

∏
Pi|p

ζ
ρPi

(uPi
)

` =
∑
ρ∈Φd

∏
Pi|p

(
Frobw(u

1/`
i )

u
1/`
i

)mi

,

where ρ(yPi
) = mi ∈ F`. This value χd(up) is therefore completely determined by Frobw

in L/F (ζ`) where K := F (ζ`, u
1/`
1 , . . . , u

1/`
` ), therefore in general the truncated series can be

compared to a Hecke L-function of K/F (ζ`), i.e., there exists hd,u(s) that is holomorphic at
<(s) ≥ 1/a such that

gd,u(s)′ = L(χK/F (ζ), as) · hd,u(s).

We thus showed that gd,u(s)′ is holomorphic at <(s) ≥ 1/a except at s = 1/a. By Chebotarev
density theorem, the density of primes in F (ζ`) that has χd(up) = |Φd| is 1/` by Theorem 3.7.
Therefore when u /∈ A`−d, the order of the possible pole for gd,u(s)′ at s = 1/a is strictly smaller
than b.

Remark 4.2. For d = `, the series gd(s)+ g̃d(s) is exactly the Dirichlet series for C`-extensions
over F , which was studied before in [35, 34].

Remark 4.3. For d = 1, both H(`, 1) and H̃(`, 1) are abelian groups and are studied in [35, 34],
but not by understanding g1,u(s). Let a = (`− 1)` and b = (`− 1)/[k(ζ`) : k]. Using the method
above, we can see that g1,u(s)′ = g̃1,u(s)′ for u = 1 differ from ζbk(ζ`)(as) by a holomorphic factor.
The only difference is that inert primes P in F/k with |P| ≡ 1(`) can also contribute ρp with
Disc(ρp) = |p|a in this case. For general u, the series g1,u(s)′ = g̃1,u(s)′ differ from an Artin
L-function L(χK/k(ζ), as) by a holomorphic factor where K := F (ζ`, u

1/`
1 , . . . , u

1/`
` ). Overall, the

two series g1(s) and g̃1(s) both have a holomorphic continuation to <(s) ≥ 1/a and have at most
a pole at s = 1/a of order at most b.

4.4 Asymptotic Behavior of NF/k(H(`, d), X) and NF/k(H̃(`, d), X)

In this section, we give the asymptotic estimate for

NF/k(H(`, d), X) := ]{L/F | Gal(L/k) = H(`, d) ≤ S`2 ,Gal(L/F ) = C`,Disc(L/F ) ≤ X},

and NF/k(H̃(`, d), X) defined similarly when 1 < ` < d. We first state a lemma on the existence
of twisted Heisenberg extensions for any given F/k.
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Proposition 4.4 ([11], Corollary 3.7). Let F/k be a C`-extension of (abstract) fields for an odd
prime `. Then there exists an extension L/F with Gal(L/k) = H̃(`, 1) or H̃(`, 2).

Note that this proposition also guarantees the existence of extensions L/F with Gal(L/k) =

H̃(`, d) for 2 ≤ d < `, e.g. see [11, Prop. 4.1] or consider the proof of the following theorem.

Theorem 4.5. Let a = a(H(`, d)) = a(H̃(`, d)) and b = b(H(`, d), k) = b(H̃(`, d), k) for 1 <

d < ` and an odd prime `. Then for each C`-extension F/k there exist Cd,F > 0 and C̃d,F > 0

such that
NF/k(H(`, d), X) ∼ Cd,FX1/a logb−1X,

and
NF/k(H̃(`, d), X) ∼ C̃d,FX1/a logb−1X.

Proof. The partial sum NF/k(H(`, d), X) has the Dirichlet series gd(s)− gd−1(s) where gd(s) =
1
|A|
∑
u∈A gd,u(s) by Theorem 3.6, similarly for NF/k(H̃(`, d), X). It suffices to prove that both

Dirichlet series have a pole at s = 1/a of order b, then the theorem follows by a Tauberian
theorem [27, p. 121].

Firstly, notice that a(H(`, d − 1)) > a(H(`, d)) (for d = 2, we have a(H(`, 1)) = `(` − 1) in
Remark 4.3), therefore it suffices to show for each d, that the series gd(s) and g̃d(s) have a pole
at s = 1/a of exact order b. In Theorem 4.1, we have proved that for each u ∈ A, the Euler
products gd,u(s)′ and g̃d,u(s)′ have at most a pole at s = 1/a of order at most b. The series
gd,u(s) only differ from gd,u(s)′ by finitely many holomorphic local factors at S when s ≥ 1/a,
thus the Dirichlet series gd(s) and g̃d(s) are also holomorphic at <(s) ≥ 1/a with at most a pole
at s = 1/a of order at most b. On the other hand, to show the pole at s = 1/a for gd(u) has
exactly order b, it suffices to show a lower bound for the number of ρ ∈ C∨F with rk(ρ) ≤ d,
ρ(π) = 0 and Disc(ρ) ≤ X in the order of X1/a logb−1X for 1 < d < `, because otherwise we
will get a contradiction from the Tauberian theorem. Similarly for g̃d(s).

Firstly, we consider the subset S of C`-extensions of F that are split at every prime in S.
This corresponds to counting ρ : IF,S/O×F,S → F` with rk(ρ) ≤ d and ρp is trivial for all p ∈ Sk.
Notice that this subset of ρ has generating series

gd(s)
′ :=

∑
ρ,rk(ρ)≤d,∀p∈Sk:ρp=0

χ(ρ)

Disc(ρ)s
=

1

|A|
∑
u∈A

gd,u(s)′ =
|A`−d|
|A|

gd,1(s)′ +
1

|A|
∑

u/∈A`−d

gd,u(s)′,

(4.2)
where gd,u(s)′ is exactly the truncated series of gd,u(s) defined in (4.1), and the last equality
follows since gd,u(s)′ = gd,1(s)′ when u ∈ A`−d as shown in Theorem 4.1. By Theorem 4.1, the
second term in (4.2) has at most a pole at s = 1/a of order strictly smaller than b, and the first
term has a pole of order exactly equal to b with |A`−d| ≥ 1. Therefore by the Tauberian theorem,
our subset of C`-extensions has an asymptotic distribution in the order of X1/a logb−1X. The
lower bound for NF/k(H(`, d), X) thus follows.

Next we consider the lower bound forNF/k(H̃(`, d), X). By Proposition 4.4, there exists L0/F

with Gal(L0/F ) ' H̃(`, 1) or H̃(`, 2). Denote ρ0 : IF,S/O×F,S → F` to be the homomorphism
corresponding to L0/F , and S̃ := {ρ + ρ0 : IF,S/O×F,S → F` | ρ ∈ S}. Since (σ − 1)d(ρ + ρ0) =

(σ − 1)d(ρ) + (σ − 1)d(ρ0) = 0 and ρ + ρ0(π0) = ρ(π0) + ρ0(π0) = ρ0(π0), we see that all
ρ̃ = ρ+ ρ0 ∈ S̃ have rk(ρ̃) ≤ d and ρ̃(π0) 6= 0. On the other hand, at every p that is unramified
in ρ0 we have Disc(ρ̃p) = Disc(ρp), therefore there exists a constant C depending at most on
ρ0 such that Disc(ρ̃) ≥ C Disc(ρ) for every ρ ∈ S. It follows that the number of ρ̃ ∈ S̃ with
Disc(ρ̃) ≤ X is at least X1/a logb−1X.
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4.5 Summation

In this section, we sum up NF/k(H(`, d), X) and NF/k(H̃(`, d), X) over all F/k and prove
our main theorem. We first give an upper bound for NF/k(H(`, d), X) and NF/k(H̃(`, d), X)

with a uniform dependence on Disc(F ). The method closely follows the idea in [29].

Lemma 4.6. Let ` be an odd prime. For each 1 < d < `, let a = a(H(`, d)) = a(H̃(`, d)) and
b = b(H(`, d), k) = b(H̃(`, d), k). Then we have for all ε > 0

NF/k(H(`, d), X) = Ok,ε(Disc(F )εX1/a logb−1X),

and
NF/k(H̃(`, d), X) = Ok,ε(Disc(F )εX1/a logb−1X).

Proof. In order to determine an upper bound for both counting functions, it suffices to give an
upper bound for the partial sum of gd(s) + g̃d(s) with a uniform dependence on Disc(F ). The
series gd(s) + g̃d(s) is the Dirichlet series for ρ ∈ C∨F with rk(ρ) ≤ d.

Class field theory gives the following exact sequence

1→ O×F →
∏
P

O×P → CF → ClF → 1,

which induces the sequence
0→ Cl∨F → C∨F → (

∏
P

O×P)∨,

where the left term in the sequence is bounded by |Cl∨F | = |ClF [`]| = Oε,k(Disc(F )ε) for all ε > 0

by [21]. Since the maps in the sequences above are all Gal(F/k)-equivariant, for all ρ ∈ (C∨F )d,
their restriction to (

∏
PO

×
P)∨ also has at most rank d. The Dirichlet series for ρ ∈ (

∏
PO

×
P)∨d

is ∏
p

 ∑
ρp∈(

∏
P|pO

×
P)∨d

1

Disc(ρp)s

 = ζbF (ζ`)(as) · qd(s), <(s) > 1/a,

where qd(s) is a holomorphic factor that can be bounded absolutely only in terms of [k : Q] and
`. Now we denote by an be the number of ρ ∈ (

∏
PO

×
P)∨d with Disc(ρ) = n. Then by Perron’s

formula we have∑
n≤X

an ≤
∑
n

ane
1−n/X =

e

2πi

∫ 1+ε+i∞

1+ε−i∞
Γ(s) · ζbF (ζ`)(as) · qd(s) ·X

sds.

Next we shift the contour integral to <(s) = 1/a − ε. Using a similar argument as in [4], we
apply the convexity bound for the Dedekind zeta function ζF (ζ`), see e.g. [16, Equation (5.20)],

(s−1)ζF (ζ`)(s) = O[F (ζ`):Q],ε(Disc(F )(1−σ)/2+ε(1+ |s|)[F (ζ`):Q](1−σ)/2+1+ε) for 0 ≤ <(s) = σ ≤ 1,

and obtain∑
n≤X

an ≤ Res(Γ(s) · ζbF (ζ`)(as) · qd(s)
′ ·Xs)s=1/a +O[F (ζ`):Q],ε(Disc(F )ε/2X1/a−ε)

= O[F (ζ`):Q],ε(Disc(F )εX1/a logb−1X).

Now we are ready to give the proof of the main theorem.
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Proof of Theorem 1.1. Fix G to be H(`, d) ≤ S`2 or H̃(`, d) ≤ S`2 for 1 < d < `. By Theorem
4.5, for each F/k, we get that the number of L/F with Gal(L/k) ' G and Disc(L/k) < X is

NF/k(G,
X

Disc(F )`
) ∼ CF

Disc(F )`/a(G)
X1/a(G) logb(G,k)−1X.

For each Y > 0, we define an approximation of Nk(G,X) by

NY (X) :=
∑

F,Disc(F )<Y

NF/k(G,
X

Disc(F )`
) ∼ CYX1/a(G) logb(G,k)−1X,

here the asymptotic estimate follows since it is a finite sum. The constant CY is monotonically
increasing as Y increases, and is uniformly bounded from above by Lemma 4.6 via a partial
summation over F , therefore C := limY→∞ CY exists.

By definition NY (X) ≤ N(X) gives a lower bound for N(X). Therefore for any Y > 0,

CY = lim
X→∞

NY (X)

X1/a(G) logb(G,k)−1X
≤ lim inf

X→∞

Nk(G,X)

X1/a(G) logb(G,k)−1X
. (4.3)

Letting Y go to infinity, we have

C := lim
Y→∞

CY ≤ lim inf
X→∞

Nk(G,X)

X1/a(G) logb(G,k−1X
. (4.4)

This gives a lower bound for Nk(G,X).
For the upper bound on Nk(G,X), notice that

Nk(G,X)

X1/a(G) logb(G,k)−1X
=

NY (X)

X1/a(G) logb(G,k)−1X
+

Nk(G,X)−NY (X)

X1/a(G) logb(G,k)−1X
.

By the uniform bound in Lemma 4.6 and a partial summation, we have

Nk(G,X)−NY (X) =
∑

F,Disc(F )>Y

NF/k(G,
X

Disc(F )`
) ≤

∑
F,Disc(F )>Y

Ok,ε(
X1/a(G) logb(G,k)−1X

Disc(F )`/a(G)−ε )

=X1/a(G) logb(G,k)−1X ·Ok,ε(Y −`/a(G)+1/(`−1)+ε).
(4.5)

When 1 < d < `, we have a(G) = (` − d + 1) · (` − 1) < `(` − 1), therefore by letting Y go to
infinity, we obtain

lim
Y→∞

lim sup
X→∞

Nk(G,X)

X1/a(G) logb(G,k)−1X
≤ lim
Y→∞

CY = C. (4.6)

The theorem follows by combining the lower bound and the upper bound on Nk(G,X).
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