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Editorial on the Research Topic

Multimodal interaction technologies for mental well-being

1 Introduction

The world is witnessing a dramatic increase in people suffering from mental disorders

and disorders of the brain—the majority of which put a heavy burden on the quality of life

of individuals, families, institutions and society as a whole (Wittchen et al., 2011). Research

shows that mental wellbeing of patients, caretakers and healthcare professionals generally

suffers from the complicated nature of the mental disorder, the length and intensity of the

treatment, the possibility of relapse, and long waiting lists that prevent timely reception of

adequate care (Holmes et al., 2014; Roefs et al., 2022). Against this backdrop, multimodal

interaction technologies hold promise for the digital monitoring and support of relevant

stakeholders in conjunction with existing protocols and practices within the healthcare

system.

Multimodal interaction technologies are artificial intelligence (AI) applications with

automated emotion sensing and recognition capabilities. They rely on information sources

such as speech, gestures, eye-movements and physiological reactions to situational stimuli.

In recent years, progress has been made in the promotion of mental wellbeing via the rich,

unstructured and often real-time data that these technologies generate [see for instance

recent work on virtual reality (VR) exposure therapy environments (Hawajri et al., 2023)

andmobile health (m-health)monitoring devices (Linardon et al., 2024)]. Notwithstanding

these developments, the adoption of multimodal interaction technologies for mental

wellbeing is hampered by several technical and societal issues.

The following challenges we consider most critical to the promotion of mental

wellbeing via multimodal interaction technologies: first, and from a technical standpoint,

ensuring the accuracy and reliability of emotion sensing and recognition algorithms

across modalities presents a significant hurdle, especially for the effective integration of

various information sources (Senaratne et al., 2022). Second, designing intuitive and user-

friendly modes of interaction between technology and stakeholders—including effective

communication under acknowledgment of diverse needs and preferences—is demanding

(Miloff et al., 2020). In addition, facilitating mediated communications between patient

and clinician is taxing, given that interactions must be empathetic, supportive, responsive,
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and constructive. Finally, it is challenging to ensure user trust

and acceptance in light of today’s societal concerns regarding the

ethical use of multimodal interaction technologies (Luxton and

Hudlicka, 2022). Balancing innovation with regulatory frameworks

that protect individuals’ rights and mental wellbeing is currently an

open challenge.

2 Contributions

Our call for papers aimed to collect use cases demonstrating

the design and application of multimodal interaction technologies

to promote mental wellbeing. We solicited interdisciplinary

contributions focusing on specific user-technology interactions or

the adoption of multimodal interaction technologies. Four papers

were accepted for the Research Topic (Triantafyllopoulos et al.,

Lomas et al., El Kamali et al. and Zhong et al.).

The paper by Triantafyllopoulos et al. proposes a new method

to detect speaker emotion, which is crucial for supporting

personalized and timely mental health interventions. Using a

deep neural network approach, the authors show that accounting

for linguistic and paralinguistic (acoustic) information sources

in integrated fashion leads to better prediction of emotion from

speech compared to traditional—unimodal—approaches. This

finding has important ramifications for the natural processing of

written and spoken language, and for development of new mental

health applications grounded in automated speech-based emotion

recognition.

Lomas et al. address the issue of automated emotion

recognition inmultimodal interaction technologies from a different

angle. In their paper, the authors zoom in on the problem how to

align AI-generated and human emotions. They find that generative

AI models are capable of generating emotional expressions that

are well-aligned with a wide range of human emotions. However,

this alignment depends on the design parameters of the AI model

and on individual human perception. The authors argue that the

emotions such technologies express must match how humans

perceive them.

El Kamali et al. explore how older adults evaluate different

modes of interaction of a virtual agent designed to support their

wellbeing. A chatbot operating using text and images, and a

tangible coach communicating via speech and light, were evaluated

separately as well as together in several interaction models. In two

empirical studies, the authors find that this user group appreciates

virtual coaches that allow for multiple, parallel, and potentially

redundant modes of interaction. In other words, redundancy-

complement is a critical aspect of a conversational virtual agent

from the perspective of the older adult. This finding points to the

need to reckon with this often overlooked forms of multimodality

in interaction design for mental wellbeing targeted at older adults.

Finally, Zhong et al. address the responsible use of

anthropomorphism in the design of socially assistive robots

under the European Commission’s current ethical guidelines for

trustworthy AI. Through a perinatal depression screening scenario,

the authors explore the role of AI transparency and degree of

anthropomorphic conversation in patient-robot interaction. The

authors argue that the degree of information transparency a

robot shares with the patient matters under such circumstances.

This paper serves as a reminder of the challenges arising from

direct translation of ethical guidelines to real-life applications of

multimodal interaction technologies for mental wellbeing.

Taken together, the contributions in this Research Topic

emphasize that enhancing the performance of multimodal

systems remains an ongoing challenge. The quest for

efficient and convincing modes of communication and

interaction between multimodal systems and their stakeholders

will likely remain a topic of thorough investigation. We

conjecture that in years to come, especially regulatory and

ethical restrictions will gain prominence in the projects

of researchers, practitioners, and developers. Regulatory

constraints—and their likely tensions with intended system

designs—should be seen as opportunities to eventually

deliver better multimodal interaction technologies for mental

wellbeing.
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