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Abstract— This study aims to enhance brain-computer
interface (BCI) applications for individuals with motor im-
pairments by comparing the effectiveness of noninvasive
tripolar concentric ring electrode electroencephalography
(tEEG) with conventional electroencephalography (EEG)
technology. The goal is to determine which EEG technol-
ogy is more effective in measuring and decoding different
grasp-related neural signals. The approach involves exper-
imenting on ten healthy participants who performed two
distinct reach-and-grasp movements: power grasp and pre-
cision grasp, with a no-movement condition serving as the
baseline. Our research compares EEG and tEEG in decod-
ing grasping movements, focusing on signal-to-noise ratio
(SNR), spatial resolution, and wavelet time-frequency anal-
ysis. Additionally, our study involved extracting and ana-
lyzing statistical features from the wavelet coefficients, and
both binary and multiclass classification methods were em-
ployed. Four machine learning algorithms—Random For-
est (RF), Support Vector Machine (SVM), Extreme Gradi-
ent Boosting (XGBoost), and Linear Discriminant Analysis
(LDA)—were used to evaluate the decoding accuracies. Our
results indicated that tEEG demonstrated higher quality
performance compared to conventional EEG in various
aspects. This included a higher signal-to-noise ratio and
improved spatial resolution. Furthermore, wavelet time-
frequency analyses validated these findings, with tEEG
exhibiting increased power spectra, thus providing a more
detailed and informative representation of neural dynamics.
The use of tEEG led to significant improvements in de-
coding accuracy for differentiating grasp movement types.
Specifically, tEEG achieved around 90.00% accuracy in bi-
nary and 75.97% for multiclass classification. These results
exceed those from conventional EEG, which recorded a
maximum of 77.85% and 61.27% in similar tasks, respec-
tively.

Index Terms— Brain-computer-interface, conventional
EEG, grasping movements, machine learning, motor im-
pairments, tripolar EEG.
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I. INTRODUCTION

THE development of brain-computer interfaces (BCIs)
introduces a groundbreaking technology that facilitates

direct interaction between the human brain and computer
systems [1, 2]. They offer substantial benefits to individuals
with severe motor impairments, especially those resulting from
spinal cord injuries, enhancing their quality of life through
control over assistive devices and technologies [3, 4]. A key
and challenging aspect in BCI applications is decoding grasp-
related neural activity. This isn’t just about motor function; it
integrates sensory perceptions, motor planning, and cognitive
intentions [5]. The significance of accurately decoding these
activities extends beyond scientific interest, holding the poten-
tial to revolutionize assistive technologies and facilitate natural
interactions for BCI users.

The act of reaching and grasping is central to human motor
functions and crucial for daily tasks. This involves various
brain areas: the parietal regions, including the anterior intra-
parietal sulcus, the premotor regions like the ventral premotor
cortex, and the primary motor cortex [6, 7]. While grasping
plays a pivotal role in our interactions, decoding its underlying
complex neuronal mechanisms remains a primary objective
in neuroscience [8]. Achieving this can transform numerous
domains: from enhancing rehabilitation medicine [9, 10, 11]
and advancing assistive technology [12, 13, 14, 15, 16] to
designing intuitive brain-machine interfaces [17, 18]. Grasping
requires precise muscle and joint coordination, adapting to
the object’s properties. Unraveling such intricate actions from
brain signals is a challenging task. Many studies have explored
the brain patterns linked to grasping actions in non-human
primates [19, 20, 21] and humans using different acquisition
modalities including invasive, such as electrocorticography
(ECoG) [22] and noninvasive, such as functional magnetic
resonance imaging (fMRI) [23, 24]. Additionally, numerous
studies have demonstrated that noninvasive Electroencephalo-
gram (EEG) signals can effectively decode reach-and-grasp
actions. In this context, machine learning algorithms are piv-
otal in decoding complex neural data. Deep learning models
like Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs) offer advanced analysis capabilities
but usually require large datasets, which can be challenging to
collect from human participants [25]. Therefore, many studies
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prefer traditional models such as SVMs, Decision Trees, and
LDA. These traditional algorithms are more manageable with
smaller datasets and still significantly improve the accuracy
of movement decoding and prediction [26]. Iturrate et al [27]
utilized EEG to distinguish brain activation patterns during
self-paced grasping tasks involving both precision and power
grips, achieving 70% accurate single-trial decoding by using
shrinkage LDA (sLDA). Schwarz et al. [28] demonstrated that
it’s possible to distinguish between three types of reach-and-
grasp actions—palmar, pincer, and lateral grasp—using EEG
neural correlates. The study achieved classification accuracies
of up to 72.4% between grasp types and 93.5% for grasps
versus no-movement conditions, supporting the potential use
of this technique for more intuitive control of neuroprosthe-
ses. In another study by Xu et al [29], five distinct reach-
and-grasp movements were decoded using movement-related
cortical potentials (MRCPs) from noninvasive EEG signals.
The movements included palmar, pinch, push, twist, and plug
grasp. The study achieved a peak average accuracy of about
75% for grasping vs. no-movement conditions.

Despite the numerous studies utilizing EEG for decoding
grasping movements, EEG often suffers from a low spatial
resolution, complicating the precise localization of the source
of neural activity due to the blurring effects primarily from
different conductivities of the volume conductor [30]. It is
also vulnerable to physiological disturbances caused by muscle
contractions, eye movements, and heart activity, as well as
technical artifacts like power-line noises or fluctuations in
electrode impedances [31]. These limitations directly impact
the decoding of grasp-related neural activity. Such a limitation
emphasizes the need to explore advanced methods aimed at
improving the spatial resolution of EEG data and increasing
the signal-to-noise ratio. A promising solution is the use of
tEEG, a novel technique involving an additional local refer-
ence electrode. The tripolar concentric ring electrode (TCRE)
is roughly the same size as a conventional electrode. However,
it consists of a central conductive disc with two electrically
isolated rings surrounding it. The output signal from the TCRE
is derived from a weighted sum of the outer ring subtracted
from the central disc, which is then subtracted from sixteen
times the difference between the inner ring and the central disc
[32]. Compared to conventional disc electrode EEG, TCRE
offers superior performance, with roughly 2.5 times higher
spatial selectivity, 3.7 times higher signal-to-noise ratio, and
approximately 12 times lower mutual information [33, 34].
There are other studies [35, 36] that demonstrated tEEG could
effectively locate high-frequency activity in epilepsy patients,
predominantly in the seizure onset zone, suggesting its po-
tential utility in identifying epileptic brain regions. Also in
[37], authors illustrated that tEEG significantly outperformed
conventional disc electrodes in distinguishing individual finger
movements, based on movement-related potentials (MRPs).
Despite the potential benefits of tEEG, the use of tEEG in
the realm of BCIs, particularly for decoding human grasping
actions, remains largely unexplored.

In this study, we address critical challenges in decoding
grasp-related neural activity and propose novel approaches
to improve brain-computer interface (BCI) performance. The

Fig. 1. (Left) tEEG electrode. (Right) Conventional EEG electrode.

main contributions of this work are summarized as follows:
• This research systematically compares tEEG and conven-

tional EEG technologies for grasp-related tasks, demon-
strating significant improvements not only in SNR and
spatial resolution but also in decoding accuracy with
tEEG, particularly in both binary and multiclass classifi-
cation scenarios.

• The use of wavelet-based techniques alongside tEEG
electrodes improves the interpretation of neural activity
and decoding accuracy, offering deeper insights into the
dynamic nature of grasp-related brain signals.

• Despite utilizing only four electrodes, traditional machine
learning algorithms, and a cost-effective EEG headset, the
study achieves higher classification accuracies compared
to existing methods, demonstrating the feasibility of
achieving high performance with minimal hardware and
computational resources.

• The features extracted using wavelet-based techniques
and tEEG signals are demonstrated to be rich and robust,
enabling consistent performance across various machine
learning algorithms.

II. MATERIALS AND METHODS

A total of ten healthy volunteers, aged between 22 and
35 years consisting of five males and five females, partici-
pated in this study. To determine the requisite sample size
for our study, a preliminary power analysis was conducted
using G*Power [38], based on our pilot data. This analysis
aimed to identify the number of participants needed to detect
a statistically significant difference in decoding accuracies
between two conditions, and the results indicated that a total of
10 participants would be sufficient for this purpose. The study
was non-invasive and received approval from the University
of Rhode Island Institutional Review Board (IRB, #1944644-
4 on January 4, 2024). All participants had no known prior
medical conditions and possessed normal or corrected-to-
normal vision. They were thoroughly briefed about the study’s
objectives. Before initiating any recordings, each participant
provided informed consent, ensuring they understood the re-
search’s purpose and procedures.

A. Experimental Setup and Paradigm
To study the neural activity associated with natural vision-

driven grasping tasks, we established a novel and compre-
hensive experimental setup and study protocol. As illustrated
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Fig. 2. Experimental setup and paradigm for reach-and-grasp tasks. (A) Platform components and connections, (B) an illustration of a 16-channel
EEG sensor layout with the 4 electrodes(in green) which are used in the study to decode grasp movements, and (C) the experimental paradigm
based on the audio cue. (D) Objects A and B are randomly selected from a bottle and a pen that require power and precision grasps, respectively.

in Figure 2A, the setup includes tripolar electrodes, a t-
interface pre-amplifier, a g.tec Unicorn Hybrid Black amplifier,
an Arduino, and custom software developed to manage the
experiment and integrate various hardware components. A key
feature of the setup is a 3D-engineered, motorized turntable
divided into three segments, which display two objects (a
bottle and a pen) or an empty space for a no-object scenario.
Participants were seated comfortably with their hands facing
down, positioned 30 cm from the object’s center. Following
a three-second observation period accompanied by a buzzing
sound signal, participants initiated the grasping phase. The
turntable then rotated randomly to the next condition—object
A, object B, or no-object—while their eyeglasses turned
opaque to prepare for the subsequent phase (Figure 2C, 2D).

A notable advancement in our experimental design is the
incorporation of these innovative smart eyeglasses, equipped
with a special film that alternates between clear and opaque
states developed in our previous study [39]. This feature
is specifically designed to reduce potential anticipatory bias
by obscuring the participants’ view of the objects until the
experimental condition is fully set. This addition addresses
a known challenge in studies of neural activity, as prior
findings, such as those discussing the Fehrer-Raab effect [40,
41, 42], suggest that neural activities can begin before a target
becomes fully visible, influenced by prior context or subtle
visual cues. In our setup, neural activities might initiate even
before the turntable completes its rotation, as participants
could anticipate the upcoming condition. By leveraging visual
masking through the eyeglasses, our approach minimizes this
anticipatory activity, ensuring that the recorded neural signals

more accurately reflect task-relevant processes associated with
the actual execution phase.

B. Data Acquisition

EEG data acquisition was realized using the Unicorn Hybrid
Black Bluetooth amplifier, capturing data at a rate of 250
samples per second per channel. Prior to initiating each
session, skin-to-electrode impedance was assured to be below
10kΩ by impedance meter to optimize data integrity. While
Alzahrani’s work [37] demonstrated that only a single TCRE
electrode at the C3 motor area location was sufficient for
classifying imaginary finger movements, our study extends this
approach by also considering additional brain regions such as
parietal, central, and frontal areas, which play distinct and vital
roles in the various stages of grasping tasks, from planning to
execution [43]. To this end, we have placed four TCREs at
the P3, C3, C4, and F5 locations based on the 10-20 system
as illustrated in Figure 2B, concurrently capturing tEEG and
conventional EEG data [44]. Reference and ground electrodes
were fixed at the left and right mastoids, respectively. Each
participant underwent 50 trials for each condition, allowing us
to gather a detailed and extensive dataset for further analysis.

C. Preprocessing

Data analysis was executed utilizing custom Python scripts,
leveraging functions from the mne package [45]. Initially,
the data were bandpass filtered using a Finite Impulse Re-
sponse (FIR) filter of order 20, spanning a frequency range
of 1Hz—60Hz [46, 47]. Post the spectral filtering, wavelet
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denoising, an advanced signal processing technique, was im-
plemented to further refine the quality of the EEG recordings.
As shown by the authors in [48], wavelet denoising can be
beneficial in EEG signals by removing noise while preserving
salient features associated with underlying neuronal activities.
For our denoising procedure, we utilized the Daubechies
wavelet, specifically the db8 waveform, known for its localiza-
tion properties in both the time and frequency domains [49].
The db8 wavelet has been identified as the most effective
wavelet for noise reduction in EEG signals when analyzing
data from healthy subjects [50]. This particular wavelet is
distinguished by its ability to eliminate extraneous noise,
enhancing the clarity and reliability of EEG readings[51].

With the denoised signals in place, the subtraction of the
mean reference and a detrending process was performed,
aiming to counteract the introduction of spurious trends in
the spectral data [52]. To ensure a consistent scale across
data, the signals were subjected to Z-score normalization. This
technique is essential for ensuring that EEG data is uniform
across different measurements, which significantly contributes
to improving the accuracy and effectiveness of both traditional
machine learning and advanced deep learning models [53].

For a focused examination of movement-related activity,
the data were meticulously segmented to capture the temporal
window spanning 1 second before to 1 second after movement
onset. Culminating the preprocessing pipeline, an Independent
Component Analysis (ICA) was administered [54, 55]. This
technique identified and eliminated components tainted by
physiological or non-physiological noise extraneous to EEG
signals, for subsequent data analysis.

D. Comparative Analysis

The foundational aspect of this study revolves around a
comprehensive comparison between conventional EEG and
tEEG technologies. Before delving into classification-based
analyses, it is crucial to discern the inherent differences
and potential advantages one technology may offer over the
other. This section presents the methodologies employed
to undertake such comparative analyses, focusing on three
pivotal techniques: SNR, functional connectivity, and Time-
Frequency analysis using wavelets.

Signal-to-Noise Ratio (SNR): In evaluating the efficacy of
our preprocessing steps, we analyzed the SNR for both EEG
and tEEG configurations across multiple channels while par-
ticipants performed the grasping tasks. This analysis aimed
to verify if the tEEG setup indeed offers enhanced signal
quality compared to the standard EEG. For calculating SNR,
we compared the wavelet-denoised signal to the noise, which
is determined as the difference between the original signal and
its denoised version. The SNR is computed using the formula:

SNR = 20× log10

(
RMS of the Signal
RMS of the Noise

)
Here, RMS represents the Root Mean Square. In the context
of a continuous waveform, the RMS is the square root of
the mean power of the signal. For a discrete sequence, it

refers to the square root of the sum of the squares over
the total data points. Both EEG and tEEG data underwent
SNR computation across all channels. It is noteworthy to
mention that the presented results represent grand averages
accumulated from all subjects, ensuring a comprehensive
overview. The data used for this analysis was specifically
segmented around the peri-movement time frame.

Frequency-Domain Functional Connectivity Analysis: Func-
tional connectivity among channels was assessed using the
coherence method, which quantifies the degree of synchrony
between pairs of signals in the frequency domain. Specifically,
coherence elucidates the linear time-invariant relationship be-
tween two signals, offering insights into how distinct channels
may be interacting or how different brain regions may be
synchronized.

The data, obtained from the tEEG setup and organized by
channels and time points, underwent a coherence analysis
for each possible pair of channels. Given that coherence
is computed across various frequencies, an average value
was derived for each channel pair to represent their overall
synchrony. This resulted in a coherence matrix, which is
symmetric by design, capturing the relationships among all
channels.

Time-Frequency Analysis: Building upon the foundational
analyses of SNR and functional connectivity, we extend our
methodological framework to encompass time-frequency anal-
ysis by using wavelets. While features derived from the time
domain, provide valuable insights into neural dynamics, they
offer a limited perspective on the intricate oscillatory nature of
brain signals [56]. To capture a more comprehensive feature
map, it is imperative to consider both the time and frequency
characteristics of the EEG and tEEG data.

We employed time-frequency analysis using wavelets,
which allows for the decomposition of EEG and tEEG sig-
nals into time and frequency domains simultaneously. This
approach is particularly adept at identifying non-stationary
signals, which are common in EEG data associated with motor
tasks. For our analysis, we utilized the Morlet wavelet, a
commonly used wavelet in neuroscience due to its biological
relevance and ability to provide a good balance between time
and frequency localization. The continuous wavelet transform
(CWT) was applied to the preprocessed signals from both EEG
and tEEG data to obtain the time-frequency representation of
the underlying neural activity.

In our computational approach, we first determined the
power of the wavelet coefficients by calculating the absolute
value to find the energy content at each frequency and time
point. Subsequently, we averaged these power values across all
trials to yield a mean spectral density for each channel. The
resulting average power spectra were visualized as heatmaps,
which allowed for a direct comparison between the EEG
and tEEG data. These visual representations were scaled to
facilitate a clear comparison, with the color intensity indicating
the power at each time-frequency point.

The average power spectra, visualized as heatmaps, serve
not only as a tool for feature extraction but also as a means for
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a detailed comparison between EEG and tEEG. The heatmaps
facilitate a side-by-side evaluation of how EEG and tEEG
represent neural dynamics across different frequency bands
and time intervals. This comparative analysis allows us to
discern which modality provides a richer and more detailed
depiction of brain activity, thereby offering more informative
features for the classification of motor tasks.

E. Feature Extraction and Classification

The primary objective during the feature extraction phase
was to capture relevant information from the EEG and tEEG
data. The time window [-1, 1] s was defined as the time
region of interest (tROI), with 0 s corresponding to the
movement onset. Wavelets, specifically the complex Morlet
wavelet (cmor), were employed to decompose these segments
into various frequency bands: delta, theta, alpha, beta, and
gamma. For each of the identified frequency bands in every
channel, four statistical features were extracted from the mag-
nitude of the wavelet coefficients. These features are: mean
of the magnitude, variance of the magnitude, skewness of the
magnitude, and kurtosis of the magnitude.

Given that there were 4 channels, each channel containing
data from 5 frequency bands, and each band producing 4
features, the total feature count amounted to 80 for every
data instance. With the features in hand, the subsequent step
was classification. We employed four distinct machine learning
algorithms: Support Vector Machine (SVM), Random Forest
(RF), Extreme Gradient Boosting (XGBoost), and Linear
Discriminant Analysis (LDA). These techniques were used
for both multiclass and binary classification scenarios. To
assess the effectiveness of these models, we implemented a
5-fold cross-validation method. This approach helped us gain
a reliable measure of the models’ ability to generalize, as it
calculated the average performance indicators across all the
validation folds. For all comparisons and analyses in this study,
paired t-tests were employed to statistically validate the results.

III. RESULTS

A. Comparative Analysis

The comparative analysis of SNRs between the tEEG and
conventional EEG technologies revealed a consistent pattern
favoring the tEEG method across various channels. As de-
lineated in Figure 3, the grand average SNR values for all
subjects besides the p-values were assessed at channels P3,
C3, C4, and F5. Notably, the tEEG (green boxes) significantly
exhibited higher SNRs across all channels when compared to
the conventional EEG (blue boxes). Specifically, the median
SNR for the tEEG ranged from 56.24 dB at channel C3 to
59.56 dB at channel P3, which was the highest observed
across all channels and technologies. In comparison, the
conventional EEG technology presented lower median SNRs,
with the lowest at channel C4 (53.92 dB) and the highest at
channel P3 (54.57 dB). In addition to the improved median
SNRs, the tEEG also demonstrated lower variability in SNR
measurements among subjects, as evidenced by the narrower
interquartile ranges in the green boxes. This reduced variance

Fig. 3. Box plot representation of grand average SNR across P3, C3,
C4, and F5 channels, comparing tEEG (green) to EEG (blue).

Fig. 4. Heatmaps of grand average functional connectivity across EEG
channels for EEG (top) and tEEG (bottom).

suggests that the tEEG provides more consistent and reliable
SNR values, which is a critical aspect of EEG signal quality.

Figure 4 presents the grand average functional connectivity
between EEG channels, quantified across all subjects for both
EEG and tEEG technologies. The heatmaps visually compare
the connectivity strengths, with conventional EEG displayed
on the top and tEEG on the bottom. The conventional EEG
heatmap shows considerable functional connectivity, with sev-
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Fig. 5. Wavelet time-frequency maps comparing EEG (left column) to tEEG (right column) for Power Grasp (top row), Precision Grasp (middle
row), and No Movement (bottom row) conditions.

TABLE I
BINARY CLASSIFICATION ACCURACIES FOR NO-MOVEMENT VS. POWER GRASP TASKS USING VARIOUS MODELS, COMPARING EEG AND TEEG

ACCURACIES ACROSS DIFFERENT SUBJECTS.

Subjects Random For. (%) SVM (%) XGBoost (%) LDA (%)

EEG tEEG EEG tEEG EEG tEEG EEG tEEG

S1 70.00 90.00 75.00 75.56 73.33 88.89 51.67 78.89
S2 82.82 87.42 76.54 85.42 84.36 84.32 56.28 72.89
S3 71.76 92.36 74.05 83.3 76.34 90.17 50.26 84.10
S4 95.00 96.11 89.17 85.56 90.83 97.22 68.33 76.67
S5 69.58 90.56 69.17 68.06 67.08 86.11 60.42 69.44
S6 80.00 91.33 73.00 78.67 76.00 88.67 43.00 78.67
S7 94.38 98.24 93.12 96.67 92.50 98.33 84.38 89.58
S8 73.75 89.58 70.00 70.00 71.25 90.00 66.88 73.75
S9 73.12 91.67 67.50 72.92 65.62 90.00 59.38 72.08
S10 68.12 87.08 66.88 75.83 68.12 82.50 60.00 67.50

Mean 77.85± 9.47 91.43± 3.32 75.44± 8.46 79.20± 8.21 76.54± 9.16 89.62± 4.76 60.06± 10.86 76.36± 6.40

TABLE II
BINARY CLASSIFICATION ACCURACIES FOR NO-MOVEMENT VS. PRECISION GRASP TASKS USING VARIOUS MODELS, COMPARING EEG AND

TEEG ACCURACIES ACROSS DIFFERENT SUBJECTS.

Subjects Random For. (%) SVM (%) XGBoost (%) LDA (%)

EEG tEEG EEG tEEG EEG tEEG EEG tEEG

S1 76.67 90.00 78.33 85.56 78.33 90.00 51.67 71.11
S2 78.08 88.53 62.56 82.21 67.18 84.37 53.21 76.11
S3 75.03 93.22 62.35 82.56 66.99 93.19 48.95 71.20
S4 93.33 92.78 88.33 82.22 91.67 92.22 64.17 77.78
S5 70.42 88.89 72.08 76.94 69.17 84.72 63.33 69.72
S6 80.00 88.67 67.00 87.33 75.00 90.67 62.00 76.00
S7 93.75 99.17 92.50 94.58 93.12 97.92 80.62 92.92
S8 68.12 89.58 70.62 73.33 64.38 88.75 54.37 67.50
S9 70.62 89.17 68.12 77.08 67.50 88.75 65.00 70.42
S10 71.25 87.08 69.38 77.92 67.50 86.67 54.37 77.08

Mean 77.73 ± 8.67 90.71 ± 3.34 73.13 ± 9.72 81.97 ± 5.84 74.08 ± 9.97 89.73 ± 3.89 59.77 ± 8.85 74.98 ± 6.86

eral channel pairs exhibiting strong correlations, such as P3-F5
(0.82) and C3-F5 (0.8), suggesting significant shared signal
components across these channels. This is indicative of a
lower spatial resolution, where the activity from different brain

regions may be detected simultaneously by multiple channels.
Conversely, the tEEG heatmap illustrates substantially lower
connectivity values for all channel pairs when compared to
conventional EEG. This is particularly evident in the markedly
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TABLE III
BINARY CLASSIFICATION ACCURACIES FOR POWER GRASP VS. PRECISION GRASP TASKS USING VARIOUS MODELS, COMPARING EEG AND

TEEG ACCURACIES ACROSS DIFFERENT SUBJECTS.

Subjects Random For. (%) SVM (%) XGBoost (%) LDA (%)

EEG tEEG EEG tEEG EEG tEEG EEG tEEG

S1 65.00 82.22 73.33 76.67 63.33 78.89 40.00 67.78
S2 64.10 87.47 67.18 71.79 61.03 84.32 48.21 72.74
S3 73.86 89.37 78.30 79.60 71.57 87.92 60.26 76.47
S4 90.83 95.56 90.00 80.56 87.50 94.44 64.17 66.11
S5 72.92 86.94 72.50 65.56 71.25 85.83 62.50 66.39
S6 78.00 89.33 69.00 76.00 75.00 88.67 61.00 69.33
S7 91.88 97.92 88.75 85.83 90.00 97.08 80.00 77.08
S8 69.38 85.83 73.12 64.17 75.00 85.83 53.75 71.25
S9 69.38 82.92 70.62 72.92 66.25 82.08 54.37 64.17
S10 70.62 81.25 72.50 69.17 65.00 80.83 47.50 64.58

Mean 74.60 ± 9.22 87.88 ± 5.20 75.53 ± 7.47 74.23 ± 6.5 72.59 ± 9.26 86.59 ± 4.45 57.18 ± 10.54 69.59 ± 4.43

TABLE IV
MULTICLASS CLASSIFICATION ACCURACIES ACROSS DIFFERENT SUBJECTS FOR THREE TYPES OF TASKS, COMPARING EEG AND TEEG

PERFORMANCE FOR VARIOUS MODELS.

Subjects Random For. (%) SVM (%) XGBoost (%) LDA (%)

EEG tEEG EEG tEEG EEG tEEG EEG tEEG

S1 38.67 63.70 57.33 51.85 41.33 79.26 20.00 72.59
S2 36.25 70.91 56.25 58.28 47.50 76.31 33.75 63.94
S3 47.27 76.78 60.91 68.12 55.45 76.29 37.27 71.77
S4 63.33 75.19 72.00 67.04 68.00 87.04 43.33 75.56
S5 42.00 68.89 61.00 57.22 46.33 65.00 46.33 50.56
S6 53.60 72.44 59.20 63.11 58.40 79.11 35.20 61.33
S7 63.00 84.72 68.50 73.89 66.50 82.22 69.00 70.83
S8 42.50 71.67 60.00 49.17 48.00 73.89 39.50 60.56
S9 40.00 70.00 60.00 58.06 43.50 73.61 46.00 53.61
S10 44.00 70.83 57.50 54.44 46.00 66.94 38.00 53.89

Mean 47.06 ± 9.24 72.51 ± 5.27 61.27 ± 4.80 60.12 ± 7.40 52.10 ± 9.00 75.97 ± 6.28 40.84 ± 11.81 63.46 ± 8.49

reduced correlations for channel pairs P3-F5 (0.01) and C3-F5
(0.048).

Figure 5 showcases the wavelet time-frequency representa-
tions for conventional EEG and tEEG, analyzing the neural
dynamics from one second before to one second after the
onset of movement, which is marked by time zero on the x-
axis. During the Power Grasp and Precision Grasp conditions,
the time-frequency maps exhibit a high increase in activity,
particularly noticeable around 500ms post-movement onset.
The tEEG maps display a more significant increase in activity
across a range of frequencies when compared to conventional
EEG. This increased activity, especially evident in the beta
frequency band, is indicative of the sensorimotor processing
associated with the execution of the grasping tasks. In the
No Movement condition, conventional EEG exhibits minimal
activity, aligning with expectations of neural quiescence. How-
ever, tEEG reveals subtle low-frequency activities even in this
resting state, indicating its heightened sensitivity to neural
oscillations that conventional EEG may not capture.

B. Feature Extraction and Classification

Table 1 presents the binary classification accuracies for
distinguishing between No-movement and Power Grasp tasks

across different subjects using various machine learning mod-
els with accuracies reported for both conventional EEG and
tEEG. Across all subjects, tEEG consistently outperformed
conventional EEG in classification accuracy. The mean accu-
racy improvements with tEEG ranged from 3.76% in SVM to a
notable 16.30% in LDA, indicating a substantial enhancement
in the machine learning models’ ability to utilize the data
captured by tEEG. The Random Forest classifier achieved
the highest mean accuracy for tEEG at 91.53%. Similarly,
LDA showed the least improvement, yet still produced a
mean accuracy increase of 16.30% with tEEG. Individual
subject analysis revealed that Subject 7 (S7) exhibited the
highest classification accuracy with tEEG at 98.33% using the
XGBoost model, while the lowest was for Subject 10 (S10)
at 67.5% using LDA.

Table 2 details the binary classification accuracies for No-
movement versus Precision Grasp tasks, utilizing a range
of machine learning models and comparing the performance
between conventional EEG and tEEG. The data illustrate a
consistent trend where tEEG provides a marked improvement
in classification accuracy over conventional EEG. The mean
accuracies are significantly higher with tEEG, exhibiting an
increase of 12.98% for Random Forest, 8.84% for SVM,
15.65% for XGBoost, and 15.21% for LDA. The XGBoost
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classifier shows the most substantial average increase in ac-
curacy when using tEEG. Notably, every subject experienced
an accuracy improvement with tEEG, affirming its universal
enhancement of classification performance. Subject 7’s results
stand out with an exceptional 99.17% accuracy using the
Random Forest classifier in conjunction with tEEG, while the
lowest accuracy with this technology is seen in Subject 8, with
67.50% using LDA. This spread suggests that while tEEG
generally improves classification outcomes, the extent of its
impact can vary among individuals.

Table 3 summarizes the binary classification accuracies
for discriminating between Power Grasp and Precision Grasp
tasks, utilizing various machine learning models for both
conventional EEG and tEEG. A key observation from the
table is that while tEEG demonstrates an overall improvement
in classification accuracy for most models, the SVM model
with conventional EEG data exhibits a slightly higher average
accuracy (75.53%) compared to tEEG (74.23%). However, this
trend does not hold across other models. The XGBoost classi-
fier, in particular, shows a marked increase in mean accuracy
from 72.59% with EEG to 86.59% with tEEG. Subject 7’s
classification with tEEG using Random Forest underscores this
potential. For Random Forest and LDA models, tEEG also
outperforms conventional EEG, with mean accuracies higher
by 13.28% and 12.41%, respectively.

Fig. 6. Percentage improvement in classification accuracy using tEEG
over conventional EEG for binary and multiclass tasks, across machine
learning models.

Table 4 summarizes the classification accuracies for a
multiclass scenario involving No-movement versus different
grasp tasks, contrasting the performance between EEG and
tEEG across various subjects and machine learning models.
It is notable that almost all classification results exceed the
chance level of 33.33%, indicating that both EEG and tEEG
provide signals containing sufficient information to distinguish
between the classes above a level of random guessing. This is
an important baseline as it establishes that the neural signals
being classified carry task-relevant information. tEEG consis-
tently shows an advantage over conventional EEG across all
subjects and models, with the mean accuracy for tEEG being

significantly higher. The Random Forest classifier in particular
reveals a substantial mean accuracy increase from 47.06% with
conventional EEG to 72.51% with tEEG. The performance of
the SVM model exhibits robustness across both EEG and tEEG
modalities, with nearly identical average results, although
EEG displays a marginally higher accuracy. XGBoost and
LDA models further reinforce this trend, showing substantial
improvements when using tEEG data, with mean accuracies
of 75.97% and 63.46% respectively.

Figure 6 illustrates the improvement in classification ac-
curacy achieved by employing tEEG over conventional EEG
for various binary and multiclass tasks. The corresponding p-
values obtained from statistical analysis using a paired t-test
are also presented, indicating the statistical significance of the
observed performance differences. Each bar represents the per-
centage increase in accuracy across different machine learning
models. The data suggest that while SVM is relatively robust,
with smaller improvements seen with tEEG in some scenarios,
the other models exhibit significantly accuracy enhancements
when employing tEEG. Specifically, the improvement is more
pronounced for RF, XGBoost, and LDA models.

IV. DISCUSSION

This study corroborates the enhanced proficiency of tEEG
over conventional EEG in grasping movement decoding, which
is crucial for BCI systems. Aligning with prior research
[34], tEEG showed an improved signal-to-noise ratio across
various channels. This indicates tEEG’s superiority in pro-
ducing clearer, more reliable EEG signals. Specifically, as
it is illustrated in Figure 3, tEEG showed higher median
SNRs, especially notable at channel P3, and demonstrated less
variability among subjects, suggesting more consistent signal
quality. Improved signal-to-noise ratio (SNR) in electroen-
cephalography (EEG) signals can significantly enhance the
performance of brain-computer interfaces (BCIs) by increasing
the separability of neural patterns associated with different
mental tasks or intentions [57]. Higher SNR leads to better
feature extraction and classification accuracy, resulting in more
reliable and efficient BCI systems. [58] Further, the results in
Figure 4 indicate that the tEEG technology exhibits signifi-
cantly lower functional connectivity between EEG channels
compared to conventional EEG, and this finding is in line
with prior research [33]. The heatmaps show substantially
weaker correlations among channel pairs for tEEG, indicating
higher spatial resolution and improved ability to localize and
distinguish neural activities originating from different brain
regions. This lower functional connectivity and higher spatial
resolution afforded by tEEG can potentially enhance the
performance of brain-computer interface (BCI) systems by
providing more precise and localized information about task-
related neural activities.

In addition, the observed differences in the time-frequency
representations between EEG and tEEG, shown in Figure
5, underscore the potential of tEEG to provide significantly
improved temporal and spectral resolution. This advance-
ment could facilitate more precise identification of distinct
neural patterns associated with various motor tasks, thereby
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contributing to the improved accuracy of motor task clas-
sification across diverse machine learning models employed
in this study. Notably, the advantages of tEEG were par-
ticularly pronounced in binary classification tasks, where
Random Forest and XGBoost classifiers exhibited substantial
gains in accuracy when leveraging tEEG signals compared
to conventional EEG. Although the Support Vector Machine
(SVM) classifier demonstrated robust performance with both
EEG modalities, the enhancements afforded by tEEG were
less pronounced, suggesting a need for further investigation
into optimal feature selection strategies tailored for SVM
classifiers when utilizing tEEG data. Importantly, our work
achieves up to 91.43% accuracy for no-movement vs. power
grasp, 90.71% for no-movement vs. precision grasp, 87.88%
for power vs. precision grasp, and 75.97% for multiclass
tasks demonstrating comparable or superior performance to
existing research [27, 28, 29], even with cost-effective EEG
headset. The tEEG’s advantage is most evident in multiclass
classification, illustrated in Figure 6, where it significantly
outperforms conventional EEG. Specifically, improvements of
25.45% for RF, 23.87% for XGB, and 22.62% for LDA
models highlight tEEG’s capability in handling complex neural
pattern distinctions crucial for advanced BCI applications,
supporting the necessity for high-fidelity signal capture [59,
60]. These results underscore the robustness of the features
extracted using wavelet-based techniques and tEEG signals,
which consistently enable superior performance across various
machine learning algorithms. This demonstrates the effective-
ness of combining tEEG technology with advanced signal
processing techniques to enhance the decoding of complex
neural activities in grasp-related tasks.

The findings from this study underscore the significant
potential of tEEG technology to improve BCI systems. By
offering enhanced signal quality and reliability, higher spatial
and temporal resolutions, and improved discrimination of
neural activities, tEEG enables more accurate and nuanced
control within BCI applications. Furthermore, the improved
performance in motor task classification, as demonstrated
across various machine learning models, suggests that tEEG
could facilitate the development of BCIs with broader ap-
plications, from medical rehabilitation to control of external
devices. Essentially, these findings highlight tEEG’s role in
pushing the boundaries of what’s achievable with current
BCI technology, offering a pathway to more sophisticated
and accessible interfaces that could significantly enhance user
interaction with technology.

V. LIMITATIONS AND FUTURE WORKS

While our findings are promising, it is important to high-
light several considerations. The better signal-to-noise ratio
and sharper spatial resolution of tripolar EEG (tEEG) were
already shown in other studies [32], so their presence here is
not surprising. We further contributed by applying wavelet-
based time-frequency analysis to show how tEEG enhances
the spectral and temporal characterization of grasp-related
neural dynamics. Additionally, we performed the first direct
test of how much these hardware gains translate into higher

decoding accuracy for grasp-related brain-computer-interface
(BCI) tasks.

However, several limitations should be acknowledged. First,
our study involved only ten healthy adults between 22 and
35 years old, a relatively small sample that does not capture
the broader variability found in clinical or aging populations.
Second, data were collected from only four scalp locations at
a sampling rate of 250 Hz, limiting our ability to detect high-
gamma activities and potentially missing important signals
from other motor or parietal regions. Third, the task paradigm
included only three categories—power grasp, precision grasp,
and rest, whereas real-world grasping behaviors involve a
wider range of forces, intentions, and movement complexities.

To address these limitations, future work will pursue several
directions. First, we will conduct a larger-scale study that
includes a more diverse participant pool spanning different age
groups and clinical populations. Second, we aim to expand
the tEEG montage beyond four electrodes and increase the
sampling rate to capture higher-frequency components, such
as high-gamma activity, and to better characterize signals
from additional motor and parietal regions involved in grasp
planning and execution. Third, we plan to extend the task
design to include a wider range of grasp types and force levels
(e.g., soft, medium, hard), as well as intentional “null” or
“no-go” grasps. These additions will enable the development
of a more fine-grained tEEG-based decoding pipeline, better
aligned with the complexity of real-world grasping behaviors.

VI. CONCLUSION

This work delivers systematic evidence that the well-known
hardware advantages of tripolar EEG translate into meaningful
performance gains for practical brain-computer interfaces.
Compared with conventional disc electrodes, tEEG raised
signal-to-noise ratios, lowered spurious channel-to-channel
correlations, and, most importantly, boosted classifica-
tion accuracy by 12–25 percentage points across binary
and multiclass grasp-decoding tasks. These improvements
were achieved with just four scalp sites and lightweight
machine-learning models, suggesting that even modest tEEG
headsets can outperform far denser conventional arrays.

Beyond technical merit, this study provides a practical
roadmap for scaling tEEG from laboratory prototypes to ev-
eryday devices. By quantifying SNR gains, spatial-resolution
benefits, and decoder accuracy in a single framework, we
furnish design targets for hardware engineers and algorithm
developers alike. As future work extends tEEG testing to larger
and clinical cohorts, incorporates richer grasp taxonomies, and
validates real-time performance, tripolar electrodes are poised
to shift non-invasive BCIs from proof-of-concept toward rou-
tine, user-friendly solutions that bridge the gap between neural
intention and the physical world.
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