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PHASE SPACE CONTRACTION OF
DEGENERATELY DAMPED RANDOM SPLITTINGS

DAVID P. HERZOG AND JONATHAN C. MATTINGLY

When studying out-of-equilibrium systems, one often excites the dynamics in some degrees of freedom
while removing the excitation in others through damping. In order for the system to converge to a
statistical steady state, the dynamics must transfer the energy from the excited modes to the dissipative
directions. The precise mechanisms underlying this transfer are of particular interest and are the topic
of this paper. We explore a class of randomly switched models introduced by Agazzi, Mattingly, and
Melikechi (2022; 2023) and provide some of the first results showing that minimal damping is sufficient
to stabilize the system in a fluids model.

1. Introduction and motivation

Many dynamical systems of scientific importance are expected to be ergodic, where time averages of
observables with respect to the system converge in the long run to spatial averages against an invariant
measure. We are interested in settings where such statistical steady states are not in local equilibrium,
but rather have a nontrivial flux through the system. Particular examples include chains of coupled
oscillators with ends connected to heat baths at different temperatures [9; 16; 18] and Euler equations with
forcing and dissipation acting on limited degrees of freedom [6; 25]. See also [11] for graphs of coupled
oscillators with only some oscillators containing damping and random forcing. In such examples, energy
is injected in some directions in space and then transferred by the conservative part of the dynamics to
the dissipative degrees of freedom. This process typically produces an equilibrium steady state with a
flux from the forced degrees of freedom to the dissipated ones. We will refer to such forced-dissipative
systems where the dissipation only acts on a subset of the degrees of freedom as partially dissipative.

In partially dissipative systems, establishing the existence of a statistical steady state can be highly
nontrivial. One of the main goals of this paper is to prove the existence of such steady states under a
randomly modified dynamics, in settings such as finite-dimensional projections of the partially damped-
driven Euler equations.

To make the discussion more concrete, fix an ordinary differential equation (ODE)

x=V(x) (1.1)

on a Hilbert space X which is nonexplosive for all initial conditions xo € X and conserves a quantity
H: X — [0, 00). Note that conservation simply means that H(x;) = H (xg) for all + > 0. Often, the
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vector field V is the Hamiltonian flow associated with Hamiltonian H. To the dynamics (1.1), one can
then add dissipation and forcing to arrive at the forced-damped system

x=V&x)—Ax+F,

where A : X — X is symmetric, nonnegative definite and F : [0, co) — X is time dependent. When A is
furthermore assumed strictly positive-definite, in many scenarios it is not hard to show that there exist
constants « € (0, 1) and f > 0 so that, for some fixed time ¢,

H(x;) <aH(xp)+ f. 1.2)

If the sublevel sets {x : H(x) < c}, ¢ > 0, are furthermore compact in X, then (1.2) quickly implies the
existence of a stationary measure. In random systems with sufficient noise to ensure that the stationary
measure is unique, the bound (1.2) in expectation is critical in proving that the system converges to the
equilibrium at a prescribed rate.

In scenarios where A has a nontrivial kernel, proving estimates like (1.2) can be difficult because it
requires detailed knowledge of the conservative dynamics (1.1). Even in this context, however, there
are examples where the forcing allows the conservative part (1.1) to transport energy to the dissipative
directions, keeping it from building up in the undamped degrees of freedom. When this phenomenon
happens at a sufficiently fast rate, one can ensure the existence of a stationary state and its uniqueness if
additional conditions are satisfied. We refer to [6; 7; 10; 25] for concrete examples in fluid-like models on
Euclidean space and to [9; 11; 16; 18] for Langevin-like systems. More closely related to the current paper
is the very interesting work [7] which appeared after this work was finished. It considers hypoelliptic
SDEs with “generic” Euler-type nonlinearities in the degenerately damped setting. There, under the
assumption that the dimension of the damped modes is at least one third of the dimension of the phase
space, for a set of Euler-type nonlinearities of full Lebesgue measure the resulting SDE has a unique
stationary measure. Note that this result does not identify which nonlinearities within this class have
this property, but it is tantalizing because almost all of them have to have it. It is related to [25] which
also considered “generic” nonlinearities. In [25] and most other fluid models [6; 10; 25], a significant
number of directions need damping. In contrast, one needs far less dissipative directions in the situation
of oscillators provided the interaction potentials are strong enough relative to the pinning potentials
[9; 11; 16]. However, when the interactions are weak, even in the case of a short chain of oscillators, the
propagation of energy to dissipative modes can be highly nontrivial [18].

In contexts similar to [6; 10; 25], this paper will present some of the first results establishing the
existence of steady states where the dissipative directions are restricted to a small number of degrees of
freedom, even when the system’s dimension is large. This will be done for randomly split versions of
equations such as Galerkin projections of two-dimensional Euler and the Lorenz 96 model. Random
splittings are simplified models which afford stronger results at the cost of disrupting the original dynamics.
However, they are insightful as they help build intuition about the full dynamics and the finer mechanisms
involving the transport of energy to these isolated dissipative directions. For example, our main results
establish the existence of statistical steady states for the randomly split Galerkin two-dimensional Euler
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equations and the randomly split Lorenz *96 models under the hypothesis that the dissipative operator is
restricted to a finite number of well-placed modes. Furthermore, the number of dissipative modes does
not grow with the dimension of the system, which is new in these settings.

Random splittings can be thought of as a “randomly teased” version of the original dynamics at every
time step, but in way that is natural to the dynamics. One can view one cycle of the splitting as “generic
in some sense” evolution that is close to the true evolution. On each time step, we chose a different flow
nearby to the true flow. On average, the resulting random dynamics is very close to the deterministic
dynamics and all of the fluctuations are built from the base vector fields that define the dynamics, but in a
different mixture than the deterministic system. To build the random splittings, we choose elements of
the dynamics that are thought to be fundamental to the structure of the flow of the base dynamics. For
example, for the two-dimensional Euler equation, we use the three-mode resonant interactions as our
dynamical building blocks which maintain many of the invariant structures of the original system. This is
in contrast to more traditional stochastic agitation methods which use additive Brownian forcing.

Although some unlikely stochastic realizations are leveraged in the proof of the existence of a stationary
measure, we will see that the arguments leading to energy dissipation align well with the scenarios people
often invoke in heuristic explanations of why such systems with partial dissipation should be stable.
In particular, we will see how energy transports via the building blocks, e.g., the three-mode resonant
interactions in Euler, to the dissipative directions. Additionally, the probabilities of the identified dissipative
events scale sufficiently well with the energy that the implied convergence rates would be geometric for the
Lorenz 96 system and stretched exponential for the Euler system. The stretched exponential convergence
is not completely surprising given that the fixed points of Euler and their nearby slow dynamics persist in
the random splitting. It is also worth noting that we make no use of any additional stochastic forcing.
Consequently, we do not deduce any convergence-to-equilibrium theorems. Rather, we only give existence
of stationary measures. In existing, related works [2; 3; 25], the uniqueness of the invariant measure for
a stochastically switched Euler system was shown within the class of measures absolutely continuous
with respect to Lebesgue measure on the constraint surface. While these results could almost certainly be
adapted to this setting, they do not preclude the system converging to one of the fixed points preserved by
the random splitting. Random forcing is important to show that the system leaves the neighborhood of
the fixed points in an efficient way. In future work, it would be interesting to combine random switching
and random forcing, though we do not explore that here.

Paper organization. In Section 2, we introduce some general results for proving the tightness needed
to guarantee the existence of an invariant measure for the system. We also make some comments on
the return times to compact sets that give an indication what the rates of convergence to equilibrium
might be. In Section 3, we introduce randomly split systems and the first of our two examples; namely,
the Lorenz *96 model. We demonstrate most of the ideas introduced in this section by proving the needed
assumptions for the Lorenz 96 model. In Section 4, we establish the required uniform lower bound on
the probability of entering into a dissipative region in the Lorenz 96 model. In Section 5, we turn to the
Euler equations and prove all of the needed estimates in that setting by adapting the calculations used for
the Lorenz *96. In many ways, however, the Euler setting is significantly more complicated.
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2. General results for partially dissipative systems

In this section, (X, p) denotes a complete, separable metric space and B its associated Borel o -algebra of
subsets. We let (X,,) be a discrete-time Markov chain on the state space X with transition semigroup (7,)
defined over the probability space (S2, F, P, E). The operator P, acts on bounded measurable functions
¢ : X — R and finite B measures u via

(Prg)(x) :=Ex¢(X,) and (uPn)(B):= /XPX(Xn € B) n(dx) 2.1

for x € X and B € B. In (2.1), the notation E, and P,, means E and P, but indicates that the Markov chain
has initial state Xo = x. For any n > 0, B € B and x € X, we let

Pu(x, B) = (Pp1p)(x) =Py(X, € B) (2.2)
denote the Markov transition probabilities. Throughout, P; will be denoted by P.
The following elementary result is the beginning of our analysis.
Proposition 2.3. Let H: X — [1,00) and p: [1, 0c0) — (0, 1] be measurable, and let a € (0, 1) and fi,
f2 >0 be constants. Suppose for any x € X there is an event A = A(x) € F such that P,(A) > p(H (x)) and
E.[H(X1)14] < aH(x)P:(A) + fi, (24
E.[H(X1) 14c] < H(X)Px(A) + f2 (2.5)
for every x € X. Then the global estimate
PH—-—H=-(1-a)p(H)H + fi+ /> (2.6)
holds on X.
Proof. Observe for any x € X we have
PH(x) =Ex[H(X1)1a]+ Ex[H(X1) 14c]
< [aPe(A) + (1 =P (AD]H @) + fi+ f
=H-PAA-)]HX)+ fi+ f2
<[1-=A=a)p(Hx)|H@) + fi+ fa. g

The next lemma shows that the conclusion of Proposition 2.3 guarantees the existence of (at least one)
stationary distribution for the Markov chain provided x — p(H (x)) H (x) has compact sublevel sets and the
semigroup (P,) is Feller; that is, x — P¢ (x) is continuous whenever ¢ : X — R is bounded, continuous.

Lemma 2.7. Assume (P,) is Feller. Suppose there exist measurable H: X — [1, 00) and G: [1, 0c0) —
(0, 00) such that {x € X : G(H (x)) < a} is compact for every a > 0, and for some constant f > 0 we
have, on X, the estimate

PH—-—H<-GH)+f. (2.8)

Then the Markov chain (X,) has at least one stationary distribution.
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Remark 2.9. The result above remains true if we replace (2.8) with the perhaps more familiar bound
PH—H<-H+ f, (2.10)

where H : X — [1, co) is any measurable function such that {x € X: H (x) < R} is compact for every
R > R, > 0, for some R, > 0. In other words, the right-hand side of (2.8) need not be a function of H,
but we will use this specific form several times below. Weaker bounds than (2.10) are sometimes used to
show the existence of a stationary distribution, but they usually follow the Hasminskii cycle construction
which is different than the Krylov—Bogolyubov existence method used below. See, for example, [23].

Proof of Lemma 2.7. Because this result is essentially the well-known Krylov—Bogolyubov theorem for
Feller Markov semigroups, we sketch the proof and refer the reader to [12; 19; 22] for further details. Fix
x € X and define the sequence of B-probability measures (i,) by

n—1
Un(B) = ZPX(XgeB) n>1, BeB.
Z 0

Using (2.8) and the Markov property we find that

n—1
Y E.G(H(X)) < H(x) =P, H(x) +nf < H(x) +nf.
=0
Hence for any R > 0,
1 1 A E.GH (X)) _H@+f
un(x:G(H(x)) > R) = ;;P G(H (X)) > R) < - ZX: R < R

which shows that the family of measures (u,) is tight since {x : G(H (x)) < R} is compact by hypothesis.
Let o be a weak limit point of this family and, when they exist, let 1, (¢), i, P(¢) and u(¢) denote the
expectations of B-measurable ¢ : X — R with respect to u,, u,P and u. To see that u is stationary,
observe that for any bounded, B-measurable ¢ : X — R we have, by definition of w,,

1
[tnP(@) = tin(@)] =~ [Ex§(X) — ()| = 0

as n — oo. Hence if (u,,) is a subsequence converging weakly to u, then the Fubini—Tonelli theorem,
the Feller property and weak convergence implies

HP(¢) = w(Pd) = lim i, (P) = Im (tin, P($) = s ($)) + Um 1in, (§) = 11(¢).

Thus, uP(¢) = u(¢) for all bounded, continuous ¢ : X — R, finishing the proof. Il

Remark 2.11. Suppose that (2.8) is satisfied and G () — oo as t — oo. Then for any € € (0, 1) there
exists R > 0 large enough so that

PH—H<—-(1-¢)GH)+(1+e)flin<g).
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Thus under this hypothesis on G, the bound (2.8) is equivalent to the bound
PH—HS_G(H)+f1{H§R} (2.12)
provided the terms G and f on the right-hand side of (2.12) are redefined accordingly.

2.1. Return times and convergence. Let R, f > 0 and suppose that (2.12) is satisfied for some H : X —
[1, oo) measurable and some concave nondecreasing differentiable function G : [1, co) — (0, c0). We
next consider implications of this estimate for return times of the Markov chain (X,,) to the set

H.p={xeX:H(x) <R}. (2.13)
Let
Tg =min{n >0: H(X,) < R} (2.14)

and note that in the special case when G (¢) = at for some constant « > 0, relation (2.12) implies
E,e*’® <00 forall x € X. (2.15)

This fact is well known. However, when G is a general concave, nondecreasing function, the corresponding
form of the moment bound changes.
To describe how the estimates change in this more general context, define K : [1, co) — [0, c0) by

"1
K(t):/l Go) ds. (2.16)

Since G is assumed concave, we have that

Gt)<G)+G'(H(r—1).

This fact, along with the condition that G is nondecreasing and positive, implies that K is strictly
increasing and K (t) — oo as t — oo. In particular, K has inverse function K~ : [0, 00) — [1, 00) with
K~1(0) = 1 which is also strictly increasing. Furthermore, K itself is concave as G is nondecreasing.
Define r : [0, o0) — (0, 00) by

r(t) = (K@) =GK ' 1)). (2.17)

It is worth noting that the properties of » and K ~! imply that K ~!(n), n € Z~1, is comparable to Y iy rk).
In particular, it holds that

K'n)—1= /nr(s)ds <> r@. (2.18)
0 k=1

The following result also holds:

Theorem 2.19. Let R, f > 0 and suppose that (2.12) holds for some measurable H : X — [1, 00) and
some concave nondecreasing differentiable function G : [1, 0o) — (0, 00). Then, for all x ¢ H<g,

Tr—1
Ex[ Z r(k)] < H(x) (2.20)

k=0
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and, forall x ¢ H<g,n > 0,
Hx)+1
P.(Tg > < ———. 2.21

The bound (2.20) follows directly from [14; 24] while (2.21) follows from (2.20) using (2.18). If in

addition to the conclusions of Theorem 2.19 one has a minorization condition of the form
inf P(x, -)>cA(-)
XEHfR’

for some constant ¢ > 0, R’ > 2R and B-probability measure A, then one can prove that (see [14; 24])
P.(x, -) converges in total variation to the unique stationary distribution of the chain as n — oo at a rate
proportional to 1/r(n). In Examples 2.22 and 2.23 below, this will in turn correspond to exponential,
polynomial and stretched exponential rates of convergence to equilibrium, depending on the structure
of G. This fits with the intuition that one mechanism slowing convergence to a subexponential rate is
slow return times to the minorizing set H<g. See also [15; 17] for subgeometric rates of convergence for
Markov processes in the continuous-time setting.

Example 2.22. Suppose that G() = a¢? for some o > 0 and a € (0, 1]. Thus G is strictly increasing and
concave on [1, 00) and K, K~! are given by

Llogt ifa=1, e ifa=1,

K(1) = d K't)=
" [(1——_1) racon M0 {<a<1—a>r+1>”“—“> ifae 1),

Furthermore,
ot

ae ifa=1,
r(t) = l—a) -
a(@(l —a)t+1)41=9 ifa e (0, 1).
In particular, in the case when a = 1, the bound (2.20) recovers (2.15).
The next example will be particularly important in this paper.

Example 2.23. Let o > 0 and Gy : (1, 0c0) — (0, 00) be given by

Golt) = ot
O Jogt
and note that G is nondecreasing and concave for ¢ > e?. For t > 1, we define G(¢) = Go(t + ¢*) and
observe that

B t 1 _ 1+e? 1 B 1 s n
K(t)_/l o ds_/Hez Gl ds_Z[(log(He ) — (log(1+¢%))7],

and it follows that

1 2y12 %
K_l(t) — eXp((ZO[t + [10g(1 +e2)]2)§) _ ez and r(t) _ anp((Zat + [log(l +e )] l) ) ‘
(2t + [log(1 + €2)]2)?
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3. Random splittings

We now specialize to the setting of a discrete-time Markov chain (X,,) with state space (X, p) = R, |-D
where | - | is the usual Euclidean distance. In order to describe the specific Markov chains to be studied in
the rest of the paper, we first fix some notation convenient to this setting.

3.1. Notation. For x,y € R?, we use (x, y) to denote the standard inner product between x and y so that
|x| = /{x, x). The symbol ¥, denotes the set of complete, C* vector fields on R?; that is, ¥; denotes
the set of C* vector fields whose flows are defined globally in time (on R) and space (on R?). For any
Ve welet (¢, x) — (p,v (x) : R x R? — R? denote the flow map associated to the differential equation

X =V(x). (3.1

That is, for (r, x) e R x R¢, (ptV (x) denotes the solution of (3.1) at time ¢ with initial condition xy = x € R¥.
We emphasize that since V is complete, the mapping (¢, x) — ¢; (x) is defined for all 7 € R and x € R?.

For any V € ¥, we say that a finite collection .’ = {V|, Va, ..., V;,,} C ¥ is a splitting of V provided

m

> V,i=V.

i=1
We will use S, to denote the set of permutations of {1, 2, ..., m}. Given a splitting ¥ ={V1, ..., V,} C %
of V e ¥;, we will often use (pf (x), x € R4, to denote <p,V" (x). In this setting, for any o = (071, ..., 0;n) € Sy,
xeRandt = (11,...,1,) €[0, 00)™ we let

D7 (x) :==¢;" o0 (x) (3.2)

where o denotes composition. In words, ®7 (x) is the result of flowing along the vector fields in the
splitting .7 in the order prescribed by the permutation o starting from x € R?, with corresponding times
spent along each trajectory given by t = (t1, t, ..., t,). Form e Nasin ¥ = {V{, V2, ..., V,}, we let

Up :(ulnsMZn, ---,umn)» n eZan (33)

denote a countably infinite collection of independent, uniformly distributed random variables on §,,,.
Also, let
T = (Ttns T2ns -+ > Tin)s 1 € iz, 3.4

be an independent collection of random vectors such that for each i and j, 7;; ~ exp(1/ h). We furthermore
suppose that the collection {t, : n € Z>} is independent of the collection {u,, : n € Z>¢}. Throughout the
paper, we let T be a generic exp(1/h) distributed random variable.

3.2. Random splittings. We can construct a discrete-time Markov chain (X,) with state space R?
associated to the splitting .# inductively by

Xn+] — q)?: ° Xn — (pumn O+-- o(p";tll: o Xl’l (35)

Tmn

That is, starting from state X,,, the state X, 1| is determined by selecting a uniformly distributed ordering
of the vector fields in . and then flowing along each of these in the selected order for an independent,
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exp(1/h) amount of time. We call the Markov chain (X,,) the random splitting associated to .. For
notational convenience, we will also make use of the random variables X, x, n >0,k =0,1,2,...,m,
defined by

X, ifk=0, n>0,
go“k"o-~-o<p?11:oXn ifk=1,2,...,m,n>0.

Xn,k = {
Tk

Note that the stochastic sequence (X, )}, keeps track of the dynamics between steps n and n + 1 of

the random splitting. The sequence (X, x) will be referred to as the random dynamics associated to

the splitting .. Dynamics generated by a random splitting can be understood as a random dynamical

system [4] or a collection of random maps [20]. We use the term “random splitting” to emphasize the

origin of the random maps and because we will vary the time step parameter /4. The concept of a random

splitting is also closely related to piecewise deterministic Markov processes (PDMPs) [5; 8; 13].

3.2.1. Random splitting of Lorenz "96. As a nontrivial, illustrative example in this section, we consider a
splitting of the forced and partially damped Lorenz 96 equation on R?

Xi = (Xit1 — Xi—2)Xi—1 — Suxi + Bi, (3.6)

where i =1, ...,d, d > 4. The indices in (3.6) live on the discrete circle so that, in particular, x741 = x1,
X0 = x4, and x_; = x4—1. We assume that the system (3.6) is forced externally by real-valued constants
Bi #0,i=1,...,d, and that dissipation enters through the first mode only; thatis, §;; =1 ifi =1 (mod d)
and 81; = 0 otherwise.

To define the splitting, let {e,~}f.l:1 denote the standard orthonormal basis of R? and introduce the
following vector fields on R¢:

d
Vix) =xip1xi—1€; —xixi—1ei41, i=1,...,d, Vi(x) = —xie1 + ) Biei, (3.7)
i=1
d
V(x) =Y [(xig1 —xi—2)Xi—1 — 81;:X; + Bile;. (3.8)

i=1

One can show that each of the vector fields in (3.7)—(3.8) belongs to ¥; since the flows along each V;,
i=1,2,...,d, conserve the Euclidean length | - |. Furthermore, . := {V1, ..., Vy, V,} forms a splitting
of V € ¥, since

d
V(x) = Vi(x) + 3 Vi(x). (3.9)
i=1

Let (X,,) denote the random splitting associated to . and (P,) be the associated Markov semigroup.
If H:RY — [1, 00) is given by
H(x)=|x|+1, (3.10)
one of our main goals below will be to prove the following result.
Theorem 3.11. For every h > 0 small enough but independent of the dimension d, there exist constants

a=u(d, h)e(0,1)and f = f(d, h) > 0 such that

PirtHx)<aHx)+ f forall x € RY. 3.12)
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The proof of Theorem 3.11 will be established partly here in Section 3 and partly in Section 4 by
validating the hypotheses of Proposition 2.3 with a constant function p = p, > 0. Surprisingly, even
though damping is externally present only on the first mode, it propagates through the random dynamics
to produce the globally contractive-type estimate (3.12) for the random splitting. In this regard, the
randomization of the ordering of the vector fields is important in the arguments, as it allows us more
easily see how energy is transported from one direction to another using a convenient ordering of the
fields. Such an ordering necessarily happens with positive probability.

Remark 3.13. We recall that Theorem 3.11 ensures the existence of a stationary distribution for the
random splitting and also implies that return times to large compact sets have exponential moments (see
Section 2). In [3] it was shown that the randomly split dynamics in general converges on finite time
windows to the underlying deterministic ODE as the switching rate tends to infinity (equivalently, as the
mean step size h > 0 converges to 0). This implies that finite segments of the stochastic trajectory will,
as h — 0, increasingly look like the solution of the deterministic ODE. Consequently, the random splitting
will likely affect the structure of the associated invariant measure since this is a “time infinity” object.
Nonetheless, studying the random splitting helps illuminate some of the mechanisms involved with the
transfer of energy leading to dissipative effects.

3.3. Section overview. Returning to the setting of a general random splitting, in Sections 3.4, 3.5 and 3.6
we describe the important structural features that produce the bounds required by Proposition 2.3, and in
particular those that lead to estimates like (3.12). Namely:

« We study a quantity approximately conserved under each vector field in the splitting, i.e., the function H
in this discussion. This will be further elaborated in Section 3.4 using the notion of subconservation.
Importantly, subconservation produces the bound (2.5) for some constant f> > 0, for any event A € F.

 In Section 3.5, we discuss dissipation present in at least one vector field in the splitting .. This
structure allows one to establish a bound of the form (2.4) for a collection of events A = A(x). These
events correspond to certain entrances of the random dynamics to a “dissipative region” D in space.

 Such entrances to the dissipative region D must have sufficient probability so that the estimate P, (A) >
p(H (x)) in Proposition 2.3 is satisfied for all x R? for some “reasonable” function p:[1,00)— (0, 1].
In the case of the splitting for the Lorenz *96 equation above, we need to be able to take p in Proposition 2.3
to be a constant function, i.e., p = p, > 0. This point will be discussed in more detail in Section 3.6.

Unless otherwise specified, let ¥ = {Vy, V», ..., V,,} C ¥; be a splitting of V € ¥, and let H : R? —
[1, o) be measurable.
3.4. Subconservation. Perhaps the most basic structural feature of the splittings considered in this paper
is that each vector field in . “approximately conserves” the function H. To be more precise:

Definition 3.14. We call a splitting .¥ subconservative with respect to H if foreveryi =1,2,...,m
there exists measurable F; : [0, o0) — [0, co) such that f; := EF;(r) < oo and

H(¢!(x)) < Hx)+ Fi(t) forall xeR? 1 >0. (3.15)
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Remark 3.16. Observe that if a vector field W € ¥, conserves H, then H ((p,W (x)) = H(x) for all x e R,
t > 0. Thus subconservation is a slight deviation from this concept where the function H along all of the
vector fields in the splitting does not grow “too fast”.

Example 3.17. Consider the splitting . = {V1, ..., Vy, V,} of the Lorenz 96 equation (3.6) introduced
in (3.7), and let H be as in (3.10). We claim that . is subconservative with respect to H. To see why,
note first that, fori =1,2,...,d and t > 0,

H (¢! (x)) = H(x)

since each of the vector fields Vi, V,, ..., V; conserves length |x|. In particular, we can take F; =0
in (3.15). On the other hand, letting ¢} (x) := gotv* (x) and using the triangle inequality we have

H(pf(0) =[(ex1+ (1 —e™Br.x2+ ot ..., xa+ Bat)| + 1
<Hx)+I(B1, B2, ..., Ba)It, 1=0.
Hence we can take F,(t) = |(B1, ..., B4)|t as in (3.15) and the claim is established.
As a basic consequence of subconservation, we have the following result. See also (2.5).

Proposition 3.18. Suppose that H is subconservative for . and let (X,,) denote the random splitting
associated to .. Then

m
E (14 H(X,)] <PL(AHE) +n ) f; (3.19)
i=1
forallx e R, n>0and A € F. In the above, f; =EF;(t) > 0is as in (3.15).
Proof. The bound (3.19) is trivially satisfied when n = 0. Thus suppose n > 1. Since .7 is subconservative

with respect to H, let F; and f; be as in (3.15) and observe that for any i € {1, 2, ..., m — 1} we have by
definition of the random splitting and subconservation

H(Xp)=HXp_t1m) SHXpotm-)+ Y. Fupuyy (Tea-1))

k=m—i+1
m
<SHXn-D)+ Y Fuy (Ten-1))- (3.20)
k=1
Hence using independence it follows, for any A € F,
m
E[14H(X,)] <E:[14H(X, )1+ ) _ fi. (3:21)
i=1
The bound (3.19) follows by iterating (3.21). U

3.5. Partial dissipation. We next explore the basic structural feature of the random splittings in this
paper which give rise to estimates of the form (2.4). Recall that B denotes the Borel measurable subsets
of the state space X = R,
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Definition 3.22. Let D € B be nonempty. We call the splitting . partially dissipative for H on
the set D with index ¢ € {1, 2, ..., m} if there exists a measurable function G, : [0, c0) — [0, c0)
with g := EG¢(1) < 00 and a strictly decreasing function «; : [0, co) — (0, 1] for which

H((pf(x)) <a;t)Hx)+Ge(t), xeD,t>0. (3.23)

Notationally, we set ag = Eap(t) € (0, 1). The set D will be called a dissipative region for the random
splitting (X,,). The index £ will be called a dissipative direction.

Example 3.24. Consider again the splitting . = {V1, ..., V4, V,} of the Lorenz 96 equation (3.6)
introduced in (3.7), and let H be as in (3.10). Fixing n € (0, 1), we claim that . is partially dissipative
with respect to H on the set

D,={x eR":|xi > = n|x*) (3.25)
with index £ = . Indeed, if F,(¢) = |(B1, ..., Ba)|t, then for t > 0 we have
H(p;(x) = |(e"x1+ (1 —e )B1, xa4 Pt ..., xa+ Bat)| + 1
<H(e 'x1,x2,...,xq) + F.(1)
=V =D+ kP + 1+ F(1)
< VI=n(—e™2) x|+ 1+ Fo(1) < au()H(x) + Fuo(0) + 1,

where a, (1) =+/1 — (1 — e=2) is strictly decreasing on [0, 00) and maps [0, co) into (0, 1]. This finishes
the proof of the claim.

Our next result relates partial dissipation and subconservation to an estimate of the form (2.4). To
state it, recalling that (X, ;) denotes the random dynamics associated to the splitting ., for any D € B,
Lef{l,2,...,m}and n >0, let

T, p=min{k €{0,1,...,m—1}: X,x € D},

where we understand min & = oo, and

m—1 m—1
ALD) = U (Tup =k} N = ugsnn) = U AL (D). (3.26)
k=0 k=0

Note that Af;, (D) is the event that the random sequence (X, j)’;.’:_o1 first enters the set D after the k-th
flow and the next flow, namely the (k+1)-st flow, follows the vector field V,.

Proposition 3.27. Let D € B be nonempty and suppose that the splitting .7 is subconservative for H and
partially dissipative for H on the set D with index £, and let a; € (0, 1) be as in Definition 3.22. Then
there exists constants f, > 0 such that

E.[1,0pyH (Xp)] < aP (A (D) H (x) + fok (3.28)
forallx e R k>n+1.
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Proof. Let D € B be nonempty and suppose that the bound (3.23) holds for some index ¢ € {1, 2, ..., m},
measurable Gy : [0, 00) — [0, co) with g, = EG(7) < oo and strictly decreasing function «; : [0, 00) —
(0, 1] with a; = Eay (7). Since .¥ is subconservative, suppose the bounds (3.15) hold for some F; :
[0, c0) — [0, 0o) measurable with f; = EF;(r) < oo. For simplicity in the arguments below, set
A=Al(D)and A; = Aﬁ,j(D).

Since k > n + 1 and the union (3.26) is disjoint, (3.21) gives

m

EAAH(Xp) <ExIyH(Xpr) +(k—n—1 3 fi
i=1

m—1 m
= Y Edy HX )+ k—n—DY fi
j=0 i=1
m—1 m
< > EdpgHXp j11) +(k—n) ) fi. (3.29)
j=0 i=1

Next, observe that
14, H(Xy j+1) < 1a;00(t+1n) H(Xn i) + 14, Ge(T(j+1)n)-
Using independence of 7(; 1), and 1 A H (X»,j), and independence of (1), and 1 Ajs WE thus obtain
Ecla, H(X, j+1) < aBolla, H(X, )]+ g0P(A)). (3.30)
Hence, this estimate with subconservation implies

Eda H(Xy,j+1) < aEx[14, H(X,,j)]1+ geP(A))

<aP(A)HX)+n+1) i fi+gP(A)). (3.31)
j=1

Combining (3.29) with (3.31), we obtain the claimed estimate (3.28) with f; ; given by

m
fn,kzgz+((m—1)n+m+k)z%f,~. O
i=
3.6. Entrances to a dissipative region. As we have seen in the case of the random splitting of the
Lorenz 96 equation (3.6), checking subconservation and partial dissipation for the random splitting
is relatively straightforward. See Examples 3.17 and 3.24 for further details of this point. By way
of Proposition 2.3, the central difficulty in showing a bound like (2.6) is estimating P, (Afl(D)) for a
dissipative set D and a dissipative direction € € {1, 2, ..., m}. Such an estimate comes from the specific
nature of the dynamics of the splitting, as the system transports an initial condition x € R to D in a
certain number of steps n. The way in which this transport happens inherently depends on x. In this
section, we provide the condition (Theorem 3.33 below) we will check in subsequent sections to establish
the needed lower bound on this probability.
To state the result, define, for R > 0,

H.gp={xeR:H(x) > R}. (3.32)
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Theorem 3.33. Let D € B be nonempty and suppose that the splitting . is subconservative with respect
to H and partially dissipative with respect to H on the set D with index £. Suppose there exist n € 21,
R >0and p:[1, 00) — (0, 1] such that

P.(AL (D) = p(H(x)) forall x € Hp, (3.34)

for some index j(x) < n — 1. Then the Markov chain (X i) == (Xj,) satisfies the hypotheses of
Proposition 2.3 with the same choice of p.

Remark 3.35. We emphasize that the index j(x) in (3.34) depends on the initial state x but has the
uniform upper bound j(x) <n —1 over all x € H. p.

Proof of Theorem 3.33. Since . is subconservative with respect to H, pick F; and f; = EF;(t) < o0
so that the bounds (3.15) hold fori = 1,2, ..., m. Since . is partially dissipative with respect to H
on D with index ¢, suppose that the bound (3.23) is satisfied for some measurable G, : [0, c0) — [0, c0)
and oy : [0, 00) — (0, 1] with «, strictly decreasing and g, = EG,(t) < oo and a; = Eay (1) € (0, 1).
By hypothesis, pick n € Z>; and R > 0 such that for every x € H. p we have (3.34). We claim that the
Markov chain (f( ;) = (X,) satisfies the hypothesis of Proposition 2.3.

For x € H. g, define the event A = A(x) in the statement of Proposition 2.3 by A(x) = A‘;.(x) (D). Then

P.(A) =P(A(x)) > p(H(x)) forall x € H.g.
On the other hand, for x € H<g we define A = A(x) = , so that
P,(A)=P(A(x))=1> p(H(x)) forall x € H<p.
Next, by Proposition 3.27, for any x € H. p we have
Ed4H(X1) = EaH(X,) < alPy (A H(x) + ¢,

for some constant ¢, > 0. By Proposition 3.18, we have, for any B € F and x € R,

EdpH (X)) =EdpH(X,) <P(BYH(x)+n Y  fi.

i=1

In particular, for any x € H<g we also have the estimate

EA H(X) <H@) +n)  fi <aP(AH@) +1 —adR+n)_ f;. O
i=1 i=1

4. Entrance probabilities to the dissipative region: the Lorenz 96 splitting

Recall the random splitting (X,) of the Lorenz 96 equation (3.6) introduced in Section 3.2.1 and
discussed in Example 3.17 and Example 3.24. In this section we finish proving Theorem 3.11 by way of
Theorem 3.33. In particular, we have left to show the required lower bound on the entrance probabilities
as in (3.34).
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To setup the precise statement of the result to be proven in this section, pick 4, € (0, w/12) small
enough so that for & < h, each of the following conditions are met:

|sin|y|| <h implies ||y|— jm|<3h forsome j € Zso,

e >3 and 1—e " —3he™" > h.

4.1)

Throughout this section, we fix & € (0, h,] and recall that & corresponds to the exponential clocks
7;; ~ exp(1/h). Also recall the set D, introduced in (3.25). Using Examples 3.17 and 3.24, to show
Theorem 3.11 it suffices to show the following result by Theorem 3.33.

Theorem 4.2. There exist n € (0, 1), R > 0 and a constant p, > 0 such that, for every x € H-p,
P, (A% (D) = . 4.3)
for some index j(x) <d.

To prove Theorem 4.2, we first deduce some key lemmata below in Section 4.1. These results explain
how “energy” is transferred and/or maintained along each of the vector fields in the splitting . under
certain assumptions on the initial data. Afterwards, we will use the lemmata to conclude Theorem 4.2.

Remark 4.4. We expect the conclusion of Theorem 4.2 to hold for general & > 0 not necessarily
satisfying (4.1). The choice of & € (0, h.] is for convenience in the proofs below and because our primary
interest is in the regime where i > 0 is small, fixed.

Remark 4.5. Although we assume nontrivial forcing on every direction in the random splitting for
Lorenz *96 (see Section 3.2.1), we believe a similar result holds even if less forcing is present. However,
the argument used would likely be more complicated because more nontrivial combinations of the V;’s
would have to be used to propagate energy to the damped direction. Furthermore, with less forcing, the
structure of the dissipative bound (3.12) may also change to reflect longer return times to the center of space.

4.1. The key lemmata. In what follows, we let 77 : R¢ — R denote the projection onto the j-th coordinate.
The first lemma describes how energy is transferred downward from mode j to j — 1 along V;_; as
in (3.7). An analogous result holds going upward from j — 1 to j, but we provide only the result below
for expeditiousness.

Because of the cyclical nature of the vector fields Vi, V,, ..., V;, we adopt the convention that their
indices are defined modulo d, e.g., V441 = Vi, with the appropriate shifts in the definition of the vector
field. Recall also the notation

or(x) =g (x), 1>0, xR

Lemma 4.6 (downward energy transfer). Let x € Rio’ and suppose that for some j =1, ...,d (modd),
there exists constants ¢y > ¢ > 0 such that |x ;| > ¢y |x| and |xj_1| < coh |x|. If |xj—2| > c3 > 0 for some

constant c3 > 0, then with probability at least p1 = p1(c3) > 0 depending only on c3 we have

|10l )| = (e1 — )b |x| = (c1 — )b |l ™ ().
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Proof. Note that
z1:=7j-1(@) 7 () = xj-1 cos(1xj 2| T) +sgn(xj-2)x; sin(|x;-2| 7). (4.7)
Observe that on the event By = {|z1| < (¢ —c2)h |x|} we have under our assumptions on the initial data that
|sin(|x; 2| 7)| < h. (4.8)

By the choice of 4, > 0 in (4.1), on the event B; = {|z1| < h} for h < h, the event

o]

1§1(xj72) 2=U{\|x172|t—kn} §3h} (4.9)
k=0

must occur. Hence, B} C 31 (xj—2). Furthermore, by the choice of 4, the union above is disjoint. We
will estimate P(E’l (x;j—1)°) <P(BY). To this end, setting a = |x;_»| > c¢3 > 0 for simplicity we obtain

00 o0 _3 3_m
~ P e a —e@a ha
P(Bi(x;2)) =Y Plat € Gh+mk, 3h+m(k+1)) =Y e hufes —eiia) = " 1
k=0 k=0 I —emia
Since h, < /12 we note that 7/h — 6 > /(2h). Hence
3 3 7 bid 6 T 3 _3
N e a—eala 31 —e Ga—a) 31 —e 2 e e 3
PBi(xj 2))=———F5—=€ i ——F—>e — = — > > 0.
! 1 —eha l—eha l—eha l4+e 2 2
This finishes the proof. O

The next result is complementary to the previous. Notice how in Lemma 4.6 we use the fact that
the speed of rotation along V;_;, namely |x;_5|, is positive. The following shows how to make |x;_»|
sufficiently large using the forcing terms f8; while maintaining the hypotheses of Lemma 4.6.

Lemma 4.10 (speed generation). Let |B| := |(B1, ..., Ba)| and suppose that 2 < j < d and that there

exists a constant ¢ € (0 l) such that x € RY satisfies

'3
36

wl = 22 s dcixl Tkl < ch . @.11)
C

If y = ¢} (x), then with probability at least p, > 0 independent of ¢, h we have
Iyl =5 0xl, Iyl =3clyl, lyjoil <2chlyl,  lyj—al = 1Bl (4.12)
Proof. First note the almost sure bound
e "lxI =Bl < Iyl < Ix|+ 1Bl . (4.13)

We will prove the result using cases depending on the value of j.
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Case 1 (4 < j <d): First suppose that |x; _>| >2[B;_>| h. Then using the choice of &, in (4.1) and |x| in
the statement, on the event {t < i} we have that

lyjl=lxj+Bjtl = |x;| = |Bjl T = 4clx[ =[BT = 3c|yl, (4.14)
lyj—1l=lxj—1+Bj—1tl < Ixj—1l+1Bj-1lT <ch|x|+|BlT <2ch|yl, (4.15)
lyi—2l=Ixj2+Bj2t| = |xj2| = |Bj—2lT = |Bj-2|h, (4.16)

Iyl =e " lx| =187 = § x| =Bl T = 5 Ix]. (4.17)

Furthermore, P{t <h}=1—e~'. On the other hand, if |xj_2| <2|Bj_2| h, then on the event {3h < T <4h},
which has probability e3> — e™*, we have (4.14), (4.15), (4.17) and

lyj2l=lxj2+Bj2t| > IBj-2lT —|xj—2] > |Bj-2| h. (4.18)
This finishes the proof in Case 1.

Case 2 (j = 3): First suppose that |x;_»| > 3|B;_2| h. Using the choice of h, as in (4.1), on the event
{t < h} we have (4.14), (4.15), (4.17) and

yj—al=le "xjoa+ (1 —e )Bj—al = |Bj—2l h{eT"3 =1} > |B;_2l h,
where we used the bound 1 — e~” < h. On the other hand, if |xj—2] < 3|Bj—2|h, then on the event
{5h <t < 6h}, which has probability e —e~%, we have (4.14), (4.15), (4.17) and
lyj—2l =le™ xj2+ (1= e B2l = |Bj2l {1 =" =3he™"} = || .
where again we used the choice of 4, as in (4.1).

Case 3 (j = 2): Suppose first that [x;_>| > 2|B;_2| h. Then on the event {t < h} we have (4.14), (4.16),
(4.17) and

|yj_1| = |e_ij_1 +(1 —e_f)ﬂj_lﬂ < |Xj_1| + |,3j_1| T <2ch|y|. 4.19)

On the other hand, if |x;_»| <2|B;_| h, then on the event {3h < v < 4h} we have (4.14), (4.17), (4.18),
and (4.19). This finishes the proof of the result. U

Finally, the last lemma below shows how we can keep energy previously stored while going through
the entire splitting.

Lemma 4.20 (energy maintenance). Let r > 0, || = |(B1, ..., Ba)| and suppose x € R? has |x| > r.
Suppose that for some j =2,3, ...,d and constant ¢ > 0 we have |x;| > c |x|. Then with probability at
least p3 = p3(r, ¢, |B|) > 0 depending only on r, c, |B| we have that

Tief 0l = gelob@)), k=j—1,j,  and  |mje;(0)] = selpio)l. 421
Remark 4.22. Observe that if k # j — 1, j, », then by conservation we have

170k )| = |xj] > clx| = c | (x)| (4.23)

almost surely.
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Proof of Lemma 4.20. We omit the argument for k = j since it is similar to the case when k = j — 1. If
k = j — 1, observe that

njgolr‘(x) =X;jCOS(X;_2T) — x;_18in(x;_27).
Thus we consider the event
P .ok 1 k — . . . ; . 1
By(j) == {Imjef (x)| = 3¢ lf ()|} = {Ixj cos(xj_a7) — x;_1 sin(x;_»7)| = 3¢ |x]}.

Now for § > 0 to be determined, if |x;_>| < J, then on the event {t < h} we can pick § > 0 small
enough depending only on ¢ so that B>(j) occurs. On the other hand, if |x;_>| > § > 0, then there exists
€ € (0, /2) small enough depending only on ¢ so that

o0

Bi(xj-2) = | {|lxj 2l T —7m| <€} C Bo()) (4.24)

m=0

and the union in (4.24) above is disjoint. Now, for any a = |x;_»| > § we have

€ ad Tm—e Tm+te € e_% € —€
P(B3(xj—2)) =1—e Ha + Z e —e ha =1—e hi+ ———[el —eha]:=g(ha) € (0, 1].
; l1—e ha

m=1

Note that g(x) — 2¢/m as x — oo and g(x) — 1 as x — 0T. Thus there exists a constant p3 > 0
depending only on €, § so that
inf P(B3(x;_2)) > ps3.

[xj_2[>8

This finishes the proof in the case when k = j — 1.

7 r
Lastly, recall that j # 1. Thus observe that on the event {r < m}

@)l = lxj+ BTl = Ixjl = |Bjl T = clx| = |B| T = 5c @ (%),
finishing the proof. ]

4.2. Proof of Theorem 4.2. Given the previous lemmata, we can now conclude Theorem 4.2. The needed
bound will be verified region-by-region in space, essentially depending on how “far” away the process is
from the dissipative region.

To define the relevant regions, let Rg =1/ J/d, define constants R j»J=1,2,...,d—1, inductively by

R; = %Rj_lh 4.25)
and let s
24+ v1
g 2BV D 4.26)
Ra—1

where we recall that |8| = [(B1, B2, ..., Ba)|. Let U; C R, j=1,2,...,d, be defined by

Ur={lx] = R:|xi| = Rq—1x]}, (4.27)
Uj ={lx| >27'R: |x;| > Ra—jlx|, |xj—1] < Ra—jy1lx]}, 2<j<d. (4.28)
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We first note the following.

Lemma 4.29. Let R, =29"'R + 1. Then we have
d
H>R* C U Uj.
j=1

Proof. Suppose x € H.g, so that [x| > 297!'R. Hence there must exist j = 1,2, ...,d such that
|xj| > Rq—j|x|. We will show inductively that if |x;| > Ry_; |x| with |[x| > Ry, then

J
xe|Jue. (4.30)
(=1

If j =1, then |x1| > Ry—1|x| and |[x| > R, > R so that x € U;. Inductively if |x;| > Ry_;|x| with
|x| > R, > 2/7'R, then either |xj—1] < Rg—j4+11x|, in which case x € U;, or |xj_1| > R4—j411x[, in
which case the inductive hypothesis implies (4.30). (I

Proof of Theorem 4.2. Note that if x € Uy, then x € Dg, ,. Thus we have

1

inf P, (A5(D >P =%)=—.
Jnf x(Ag(DRry_y)) = Pluio = %) i1

Using the Markov property, it therefore suffices to show that, for all j € {2, ..., d},

xié‘[f.Px(Xl eU;j_1)>0. (4.31)

To this end, let j € {2, ..., d} and assume that x € U; so that
| =27'R, |xjl = Ra—jlxl,  Ixj-1] < Ra—jyilxl. (4.32)
Let o be any permutation of {1, ..., d, *x} with 01 = x and 0, = j — 1. First applying Lemma 4.10 and then

o1 :
o (X) satisfies

applying Lemma 4.6, we see that with probability go(j, d, i, Bj—2) > 0 the point y = ¢72 0@
i1yl = gRa-—jh |yl and |y|=3lx| =2/ 7R (4.33)

Od+1

Applying Lemma 4.20 and setting z = @}, 0 - -0 ¢7s oy, we find that
Imj-12] = gRa—jh |zl = Ra-js1lz] and |z| = 5 1x| =2/ 7°R. (4.34)

with probability ¢(j, d, h, Bj—1) > 0. That is, with probability ¢(j, d, h, B;_2), q)fo(x) € Uj_; so that,
by independence,

inf P,(X1€U;_1) > in{f P (P (x) € Uj—1, u10 =%, uz0=1)
xXe j

XGUJ'
- dd+1)

> 0. O
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5. Random splittings of Galerkin truncations of two-dimensional Euler

In this section, we study random splittings of finite-dimensional projections of the two-dimensional partially

forced and damped Euler equation on the periodic box T? = [0, 277]%. A full derivation of the splitting

below, starting from the infinite-dimensional partial differential equation, can be found in the Appendix.
Let N>4,d =2N(N +2) and define

2% :={j= (1. j») €ZL):0< ji <N, 0= j < N}. (5.1)

Our phase space for the splitting below is R? where points ¢ € R are represented by g = (a, b)
where a, b € R%/? are each indexed by 22; that is,

a =iy and b= (byjcys (5.2)

Using this convention, for j € 2% we let eq;, respectively e, denote the vector on R? which is 1 in
the aj-th entry, respectively 1 in the bj-th entry, and O elsewhere. For any k,1 € 2 2, define real-valued

o ke 1 (5.3)
T a4 (kP ) '

where - denotes the dot product on R? while I = (11, ) := (I, —I;). For any j, k, 1€ Z? withj+k=1
and g = (a, b) € R?, we define smooth vector fields Vajawars Vasors Viyaxhs Voo ON R¢ by

constants G by

Vajaea (@, b) = Oaxareq; + Ohajareq, — Ojkajaxeq,
Vaibn (@, b) = Oabxbieq; + Opajbie, — Ojkajbgen,, (5.4)
Viah (@, b) = Oaxbiep, + Objbieq, — Ojxbjaxen,,
Viibea (@, b) = —Oabxares, — Onbjarep, + Oikbjbkeq,.
As a simple consequence of conservation laws (see Section 5.4 below), the vector fields above are
complete, i.e., belong to ¥;.
LetmeN. For j € 22and £ =1,2,...,m, fix constants

%=0 and B, B €R.

We also define vector fields Vyamp, Ve € %4, £ =1,2,...,m, forqg = (a, b) € R¢ by

Vaamp(a, b) := — > Aj(ajeq; + biew;) (5.5)
jez?
Vila, b) =Y Blea+ Byien;. (5.6)
jez?

Letting
7 ={G,k,De (2P :1=j+k, j-k"#0}, (5.7)
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our sought after splitting in this section is given by

y = {Vdamp, Vl, LR ] Vm} U U {Vajakap Vajbkbls Vbjakbp Vbjbkal}' (58)
G.k.Des

Clearly, .7 is a splitting of the sum of its vector fields. This sum corresponds to Galerkin projections of
the two-dimensional, damped and forced, Euler equation on T2, as derived in the Appendix.
Throughout, we let
P ={je 2?1 >0} (5.9)

denote the collection of damped modes.

Notation. Below, for g € R4, t >0, and (., k,D € .7, we will use the notation

. Vasara sbib Vasbrb biay b Visay b
oD =0, """ @ ¢ D=0, @, oM@ =0, """ @),
bb Vb~b a d V am

o @) =0 M) 0 ™) =0 (@), o (@) =9 (@),
where £ =1, 2, ..., m. We offer the convenient abuse of notation by letting S|« in this section denote
the set of permutations of the set of symbols

{damp, 1, ey m} U U {ajakal, ajbkbl, bjakbl, bjbkal}. (5.10)
G.k.Des

With this abuse of notation, o1, 03, ..., 0}, ... will denote elements of S| | with uy, u, ..., u;, ... being

independent, uniformly distributed elements on S|»|. We also offer slight abuses of notation (see the B
and A in (A.1) in the Appendix) by letting 8¢ € R be the vector

B = X Biea+Bien (5.11)

jez?

and letting A be the d xd diagonal matrix defined by
Aeg;-eq; = Ney, -ep; =1, je 27 (5.12)

5.1. Statement of the main result. In order to connect with the setup in Section 3 and state the main
result to be proven in this section, let H : R — [1, 0o) be given by

H(g)=v Y aj+bj+1. g=(a.b)eR". (5.13)
jez?
We first establish subconservation and partial dissipation of the splitting.

Lemma 5.14. Suppose that the set of damped modes 2 as in (5.9) is nonempty, and let n € (0, 1). Then
the splitting . as in (5.8) is

(1) subconservative with respect to H with corresponding measurable functions as in (3.15) given by
Fﬁ(t)=|136|ta E=17"~’ms and Fdamp(t)=Fajaka1(t)=Fajbkbl(t)=Fbjakb1(t)=Fbjbkal(t)zoy

forall (j,k,1) € .7,



754 DAVID P. HERZOG AND JONATHAN C. MATTINGLY

(i) partially dissipative with respect to H with index damp on the set
Dn={qeR‘1:Z |qj|zzn|q|2}. (5.15)
j€2

Proof. For (i), note that for any (j, k, 1) € .#, the dynamics along the vector fields Vyaa> Vajbibrs Vijaris
and Vj,pq conserves H(q), implying

Fajakal (t) = Fajbkbl(t) = Fbjakbl (t) = Fbjbkal (t) =0
for all £ > 0. Also, forany g e R?, £ =1,2,..., mand 7 > 0 we have
d _
H(p, "™ (q) =le ™q|+1<H(g) and H(p{(q))=|q+1B"| < H(q)+1|B"].

This establishes (i).
To establish (ii), observe that, for any ¢ > 0 and any g € RY with g € D,

d _ s
H(g "™ @) = e Mgl +1= /3" 4 — Dlgl + g +1
j€e2

<@ 1) lgP +lgP +1

jez

<lglv (™ =1n+1+1 < agamp(t) H (x) + 1,
where otgamp (1) = /(e — D+ 1. O

In order to avoid certain invariant sets in the splitting, we need further structure in our forcing terms.
Specifically, for any j, k,1€ 2?2 and any B € R? let

Al(B) = (ﬂajf(.i - i) ~ (B )2(i - i), (5.16)
2 k]2 BN YER [
Nja(B) = (ﬂajf(.i - i) ~ s )2(i - i).
iz Ik RN NER | [
Definition 5.17. We say that the forcing Vi, V,, ..., Vi, as in (5.6) in the splitting .¥ is nonresonant

forje 22, denoted by j € #, if there exists £ =1, 2, ..., m such that for any k,1 € 2 with j+k=1and
lil # |k| we have

BL A0, Al(BY #0.  AJ(BY) #0. (5.18)

Remark 5.19. Nonresonant forcing will be used below to ensure energy transfer for the dynamics along
the triads Vaaxars Vagoubrs Vijaubrs Vobean for (j, k, 1) € .#. In particular, there are “bad” initial conditions in
the associated dynamics where the energy concentrates in one mode and does not transfer energy to the
other two. Such initial conditions exist even at large values of the phase space. The use of nonresonant
forcing will allow us to push the dynamics sufficiently far away from such initial states. See Remark 5.43,
Figures 1 and 2 below for more details of this point.
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Figure 1. Phase portrait of solutions of (5.32) initialized on the unit sphere in R*>. When started
on the interface E = £/|k|? (plotted in red), solutions are not periodic and, in this case, approach
one of the equilibria (0, 1, 0). Thus the fraction of time spent in the ‘thermalized’ state where
each of the modes x, y and z is nonzero, order 1 is of order 1/H as H — oco. Away from the
interface E = £/|k|? (plotted in blue), solutions are periodic. Provided solutions start sufficiently
far from this interface (see Assumption 5.42), the fraction of time in the ‘thermalized’ state is at

least order 1/|log H| as H — oo.

We next provide some simple conditions which ensure that the forcing Vi, ..

a given j € 2.

Example 5.20. Suppose that B! as in (5.11) is of the form

1 1
ﬂ = ﬂaj eaj

., Vi 1s nonresonant for

for some ,Ealj # 0. In particular, the only nonzero term in (5.11) with £ =1 is ﬂ;j. It then follows that the

forcing Vi, ...

, Vin 1s nonresonant for j; that is, j € .%.

[\

1 T
08 \

E

e

E
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4 6 8 10 12 14
Time 10t

Figure 2. Solutions of (5.32) plotted over 140 units of time which are progressively closer to the
interface E = £/|k|* from left to right and then down. As initial data tend to E = £/|k|?, the
period of the solutions tends to infinity and the fraction of time spent in the ‘thermalized’ state

where x, y, and z are all nonzero, order 1 tends to zero.
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Example 5.21. Suppose that j, k € 22 are such that |j| = |k| and j # k. If 8! as in (5.11) has the form
B! = Bueq+ Ba,ea
for some ﬁ;j # 0 and ,Balk # 0, then the forcing Vi, V,, ..., Vi, is nonresonant for j and k; that is, j, k € .%.
Throughout this section, we will employ the following assumptions on & and .%.

Assumption 5.22. One of the following conditions is met:

(DF1) {(0,1),(1,0)} C . and {(1,0), (0, 1), (N, N)} C 2.
(DF2) {(0,1),(1,0), (1, 1)} C Z and either {(1,0), (N, N)} C Z or {(0, 1), (N, N)} C 2.

Remark 5.23. Assumption 5.22 (DF1) means that the forcing V1, ..., Vi, in the splitting . is nonres-
onant for the lowest modes (0, 1) and (1, 0), and that the lowest and highest modes are damped, i.e.,
(1,0), (0, 1), (N,N) € 2.

Remark 5.24. Assumption 5.22 aligns with study of out-of-equilibrium fluxes in turbulence. The damping
assumption on high frequencies corresponds to the effect of viscosity on high Fourier modes. Damping
on low modes corresponds to the effect of friction at large scales. Damping on the large scales is needed
to prevent energy build up since our model is on the two-dimensional periodic box. The absence of
dissipation on the intermediate modes, which should be thought of as the system’s inertial range in
turbulence theory, is important here because we want to study energy transfer between low modes and
high modes created by the nonlinearity. Since the system is dissipative, we must force the system to keep
it out of the zero state. We choose to only force at the large scales to emphasize that we are interested in
studying in how energy is transferred through the inertial range (i.e., the middle modes) to the dissipative
scale (i.e., the high modes).

Theorem 5.25. Let h € (0, 1). Suppose that Assumption 5.22 holds and let  (x) :=log x for x > 2 and
Y(x) :=log?2 for x <?2. Then there exist constants c = c(N, h) >0, C = C(N, h) > 0 such that

PH—Hf—ﬁH—I—C. (5.26)

Remark 5.27. The difference between the conclusions of Theorem 5.25 and the analogous result for
Lorenz "96 (Theorem 3.11) is the presence of the logarithmic correction in the bound (5.26). Recall that
in Section 2, this correction leads to stretched exponential moments, versus exponential moments in the
case of Lorenz ’96, of the first return time to a large compact set in the phase space. At the level of
the dynamics of the random splitting for Euler, even if one perturbs initial conditions using the forcing
away from the “bad” states (see Remark 5.19), the triad dynamics can still spend the bulk of its time
with energy concentrated in a single mode. Moreover, the fraction of time it spends in the thermalized
state where each mode is nonzero, order 1 (as H — o0) is at least proportional to 1/|log H| as H — oo.
Contrasting this with the random splitting for Lorenz 96, provided the dynamics along V; as in (3.7)
moves at order-1 speed (which happens by using the forcing), the dynamics spends a positive, order-1
time in the thermalized state. See Remark 5.43, Figures 1 and 2 below for further details of these points.
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Remark 5.28. Although the logarithmic correction in (5.26) is tantalizing, it is unclear whether a better
estimate, e.g., the same qualitative one as in the case of Lorenz *96, is possible for the random splitting
of Euler. Indeed, it may be possible to utilize more complicated dynamical structures than used in the
proof below to produce a stronger bound.

In order to prove Theorem 5.25, combining Lemma 5.14 with Theorem 3.33 it suffices to show the
following result. Below, recall the definition of Afl (D) given in (3.26).

Theorem 5.29. Let h € (0, 1) and suppose that Assumption 5.22 is satisfied. Then there exists constants
P« >0, R>2andn € (0, 1) such that

P«

P, (AY™(D,)) > el

(5.30)
forall g € H- .

In order to prove Theorem 5.29, we need to first establish some key properties of the dynamics defined
in (5.4). Similar to the case of Lorenz *96 in Section 4, we will provide conditions under which energy is
transferred among the directions in these vector fields. All of this analysis is carried out in Sections 5.2,
5.3 and 5.4. Finally, given the facts deduced in these sections, in Section 5.5 we conclude Theorem 5.29.

5.2. Preliminary observations. Note first that the dynamics along every triad Vajaxar» Vaypibrs Vijaxirs
Vbjbkal with (j, k, 1) € .# can be written in the form

X=0aYZ, Y=04XZ, Z7=—0xXY. (5.31)

This is clear for Vaaxars Vajbib and Viaxh- FOr Vipyay, we simply let X = bj, Y = b and Z = —q to
arrive at (5.31). Note that (5.31) is the equation of an Euler spinning top, which has two conserved
quantities making it integrable. See Section 5.4 below and [2, Remark 3.5] for further details.

It will be useful to rescale (5.31) by H = H(q) = H(a, b), and we assume below that H > 3. Because
H is conserved by the dynamics along every vector field in . — {Vigamp, V1, ..., Vi}, we treat it as a
constant when analyzing (5.31). For simplicity, we define § = 1/H and set x =§X, y =6Y, 7z =67
where X, Y, Z are as in (5.31). Note then that the triple (x, y, z) satisfies

Ok . O ) 0;

x:?yz’ y:?xz, Z:_?xy. (532)

Under certain assumptions on the initial data as well as the indices j, k, throughout this section we study
the behavior of (5.32) as § — 0, i.e., as H — oo.

We break the analysis apart according to two cases; namely, when |k| = |j| or |k| > |j|. Both cases
will always be under the hypotheses that 1= j+k and j - k* # 0.

5.3. Case 1: (j, k, 1) € .7 with |K| = |j|. In this case, Ojxk = 0 and 6g = —0; # 0. Thus (5.32) reduces to

. 0; . Oq .
X = —?yz, y= ?xz, z=0. (5.33)
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The unique solution of (5.33) with initial condition (xo, yo, z0) € R? is explicitly given by
Oi1zo0 . { nzo
X; = pg COS Tt +64), y:=pgsin Tt +6, |, =20, t>0, (5.34)

where pp = \/xg + yg and 6, € [0, 27) is the unique point for which

(x0, Y0) = po(cos O, sin Oy).
Recalling that T ~ exp(1/h) with & € (0, 1), using these expressions we will prove the following lemma.

Lemma 5.35. Suppose that (x;, y;, z;) is a solution of (5.33) with initial condition (xg, yo, 20) satisfying
[(x0, Y0, z0)| < 1. If max{|xol, |yo|} = co and |z9| = c18 for some constants co > 0, c; > 0 independent
of 8, then with probability g = q(cg, h) > 0 depending only on cy, h we have

. o
min{lxe[, [y-[} = =
Proof. We suppose without loss of generality that 6j1z0 > 0 as the other case is similar. Consider the event

9]

0.
Bi=By(G )= {2mk+ 2= < 2 o, < T ponkd, (5.36)
Pt 6 8 4
On B4, we have the desired bounds
L0 €0
|xz| = po —>—= and |y;|=p0

9.
cos(%or + 6*) >

. [ BazotT
= A2 sm( JI(SO +9*)

We have left to estimate P(By4). To this end, note that if w := §/(0z0h), we have that

>@>@.
-2 2

00
P(By) = ZP{ Quk+7/6-65 __ (u/4+2mk —6.) }
— 05120 05120

O Qukr/6-05)8 (T /A2mk—65)8
— Z e O120n —_e Oj120h
k=1
0 e—lzrw - -
=e *w—l — (e7 6" —e 2",

By our assumption, 0j1z0 > c1 |6j1] 6. Hence, 0 < w < 1/(cy|65] h). In particular, P(B4) > 0 for all such w.
On the other hand, as w — 0,

2w . .
ee*wm(efﬁw —e ) > ﬁ > 0.
In particular,
inf  P(Bs) >0, (5.37)
0<w<

_ L
= eqlopth

which finishes the proof. U
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5.4. Case 2: (j, k,1) € .# with |k| > |j|. To see when energy is transferred in (5.32) in this case, first
observe that (5.32) has two conserved quantities; namely, the relative energy and the relative enstrophy,
which are respectively given by

2 2 2

X y z
Epa(x,y,2) = = + =+ —., (5.38)
: TR
Ex,y,2) =x"+y +2°, (5.39)
For simplicity, we will often use the shorthand notation
E:Ejkl(x,y,z) and Ezg(x,y,z). (540)

Define a constant £y(j, k) by

i, k) ;= mi {(L_L)i <L_L>i} 0 (5.41)
O =mm e e ) 2a e T e J2a | |

We will apply the following assumption on the initial data and the indices.
Assumption 5.42. We have that (j, k,1) € .# with |K| > |j| and either (A1) or (A2) below holds:

(A1) There exists constants & € (0, 1) and ¢ € (0, {o(j, K)d) independent of § such that

£
E<E<1 and —+(<E< — 8%

2 = Ik
(A2) There exists constants & € (0, 1), ¢ € (0, ¢o(j, K)d) independent of § such that

& &
E<€<1 and ——S+(¥<E<—-¢
K| 13l
Remark 5.43. Although it is suggestive, Assumption 5.42 is not equivalent to the condition that there
exists a constant ¢ > 0 small, independent of § € (0, 1) for which

c< yg <E&—c8. (5.44)

The above relation (5.44) means that, initially, the middle mode y in (5.32) contains some, but not all,
of the relative enstrophy £. To see why they are not equivalent, note that the condition E = £/|k|? is
equivalent to the initial data xo and zg in (5.32) satisfying

2 L I/ =1/

L 5.45
Y0 =0T R 1K (543)

Note that if yg satisfies (5.44), then using the fact that 11?2 > |k|? > |j|* we can find xo, zo satisfying (5.45).
When returning back to the randomly switched system, in order to deal with this family of bad initial
conditions, we will employ the assumption that j € .%. In particular, this will allow us to ensure, with
positive probability, that we can initially perturb the dynamics away from the surface (5.45) so that for
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some constant ¢’ > 0 independent of 8, the resulting coordinates (xo, yo, zo) satisfy either

1 1 1 1
of L LYoo L Y s2
x‘)(mz |k|2>—Z°<|k|2 |1|2> o

which is equivalent to E < ﬁ —¢'82, or

1 1 1 1
of Ly of L b 52
x°(|j|2 |k|2>—20(|k|2 |1|2>+§ ’

which is equivalent to £ > ﬁ +¢'8%. This will then imply Assumption 5.42.
In order to state our main result of this section, for n € (0, %) and § € (0, 1), consider the set
Bys = {s>0:min{|x|, |y, lzs|} = n}, (5.46)

where (xg, Vs, zg) denotes the solution of (5.32). Of course, the solution (x;, ys, zs) depends on §, but we
suppress this dependence for notational simplicity.

Theorem 5.47 (thermalization). Suppose that Assumption 5.42 is satisfied. Then there exist constants
n€(0,1),c>0andSs, € (0,1) depending only on |j|, k|, |ll, ¢, &, h so that

P{r € B, s} > —— forall § € (0,8,). (5.48)
’ [log 3|

Remark 5.49. Conclusion (5.48) is thermalization of the triple (x;, ys, z;) With probability > c/|log §|.
In order to prove Theorem 5.47, we first introduce and deduce properties of the so-called Jacobi elliptic
functions. As we will see below, these functions can be used to arrive at explicit expressions for solutions
of (5.32).
To begin, for (j, k, 1) € .# with |k| > |j|, we first define the parameters
_ E-¢&/I? y = 1/|k]> = 1/1]? o = E/jP—E vy = 1/151> = 1/1k[?
1§12 =1/l E—&/N? /1§12 =1/l ENP—E

where E, £ are the conserved quantities in (5.38). Observe that each of these parameters is strictly positive

K (5.50)

under Assumption 5.42. Furthermore, these parameters arise from (5.38)—(5.39) by solving for x and z in
terms of y. Indeed, we see that (5.38)—(5.39) together imply

=ki(1—yyh) and 22 =21 —y2y?). (5.51)
Next, define
Vi
Ymin=VIA Y2 Vmx =1V V2, p ="t (5.52)
Vmax

One can check that

3 E . - - Y2
— <E<—impliesy; >& 'andy, <&, sop=22 < 1.
2 k| i
Similarly,
&

—2<E<_—zimpliesy2><‘3_1 andy1<€_1, sop:ﬂ<1_
K| ] V2
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Remark 5.53. To motivate the use of Jacobi elliptic functions with the parameters above, we observe
that, formally, if b := y./Ymax Where y is as in (5.32), then

b= YT s [

Since p € (0, 1), the above system is explicitly (locally) integrable but we need to be careful about
the signs in the square roots. These signs depend on the initial data as well as the periodicity in the
system (5.32). A similar line of reasoning can also be used to arrive at formal explicitly integrable
equations for x and z in (5.32).

Following the previous remark, define a function 7, on [0, 1] and a number K, by

s db
Tp(s)Z/(;mm and K, :=T,(1). (5.54)

Observe that since p < 1, T}, is a well-defined, strictly increasing function on [0, 1] with range [0, K ,]. Let
sn, : [0, K,] — [0, 1] denote the inverse of T,,. We extend sn,, to the larger interval [0, 4K, ] by defining

sn,y(x) :=sn,(2K, —x), x €Ky, 2K,],

(5.55)
sny(x) := —sn,(4K, —x), xe[2K,,4K,].

We extend sn, periodically to all of R with period 4K ,. Similarly, the function cn,, is defined initially on
the interval [0, 4K, ] by

cny(x) :=v1— sn%(x), x €[0, K,],
cn,(x) := —cn, (2K, —x), x €[K,,2K,], (5.56)
cn,(x) :==cn, (4K, —x), x €[2K,,4K,]

and then extended to all of R to a function which is periodic with period 4K ,. The function dn,, is defined by
dn,(x):=v'1—psn,(x)?>, xeR. (5.57)

Note that because p < 1, dn, remains positive for all values of x whereas sn, and cn,, oscillate between 1
and —1, similar to the usual sine and cosine. The function sn,, cn,, and dn,, are called Jacobi elliptic
functions. One can check that (see [1]) the functions sn,, cn, and dn, are differentiable and satisfy the
differential identities

sn)(x) = cn,(x) dny(x), cn)(x) = —sn,(x)dn,(x), dn),(x) =—psn,(x)cn,(x). (5.58)

Using the above facts, we can now deduce explicit expressions involving the Jacobi elliptic functions for
solutions of (5.32). The explicit expressions vary slightly depending on the value of the relative energy £
and the initial data, as we now note.
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Assumption (Al). Suppose that Assumption 5.42 (A1) is satisfied. First observe that £/ N2 <E <&/k?
implies that the initial condition zg in (5.32) is nonzero. Indeed, if zo = 0, then using |1| > |Kk| > |j| gives

2 2
N IIND /E 2

TR e

Now, if zg > 0, then we can express x, y and z as

Xr = A/K1 Cnp[%meﬁf-i-@o], Y= \/L_ Snp[%meﬁt-l-@o], 2 =A/K2 dnp[%’czejltik%],
Y1

where 0y € [0, 4K ) is the unique point so that
1
X0 =4+/k1¢n,(6p) and yo= 7 sn, (6o). (5.59)

On the other hand, if zg < 0, then the solution of (5.32) can be written as

Xt =4/K1 Cnp[—'wi;xzejlt-i-go], V= _\/LV Snp[—'wc(;’czejll‘-i-@o], 2t =—A/K2 dnp[—'yl’glmejll‘-i-@o],
1

where 6y € [0, 4K ) is the unique point so that
1
X0 =+/k1cn,(6y)) and yg=———sn,(6p). (5.60)
0 N 0

Additionally, it is not hard to check that the conditions € € [£, 1] and /1> +¢ < E < £/|k|* — ¢ 62
imply that the parameters k1, 1, k2, > are bounded above and below by positive constants that do not
depend on §. Indeed, we have the bounds

SR V]| i Vil | <y < MIKP=1/0P
R=1/02 =T R 1/ne ST e
EMP=E/K? _ o VP=1/WP—g  GPLRE L
VIR=1/0F =72 = TR0 1R =1/ — 7 T g

Assumption (A2). Suppose now that Assumption 5.42 (A2) is satisfied. Then a similar argument to the
one used above implies that xo # 0. If xo > 0, then the unique solution of (5.32) is given by

X =K dnp[—V yzx(;xzejlt —I—Go], Ve = 1 snp[—v )/QKSUCz@j]t +90], 7 = JK_zcnp[—V VZKBIKZGjlt +90],

VY2
where 0y € [0, 4K ) is defined by
1
=—sn,(6 and zg = /K2 cn,(6p). 5.62
Yo 7 0(60) 0 = +/k2¢n,(6p) (5.62)

On the other hand if x¢ < 0, then the unique solution of (5.32) is given by

X =—/k, dnp[—"yzl;mgjlt—l-%], V= _L snp[—vwcsmejlt—i-éo], Zt = K2 cnp[—vw;mej't—wo],

NAZ
where 0y € [0, 4K ) is defined by
1
yo=——=sn,(0p) and zo= . /kzcn,(6p). (5.63)

N4z
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In this case, we also have bounds for the positive parameters «, 1, k2, > analogous to those in (5.61):

Tt 7L V1 [k V1. et SR V1wl V1 R
LT T VT U R VT T e R (5.64)
.2 2 512 2 ’
{ < VP VIK | <y < LUE= /1K

T3 onn SKS s =
1§l = 1/n2 1§ = 1/12 ¢

Given the expressions above for solutions of (5.32) as well as the bounds (5.61) and (5.64), we are
almost ready to prove Theorem 5.47. The last ingredient needed is a lower asymptotic bound on the
quantity K, in certain regimes in Assumption 5.42. We recall that K, is % of the period of the Jacobi

elliptic functions sn, and cn,. We do this in the following lemma.

Lemma 5.65. Suppose that Assumption 5.42 is satisfied and, furthermore,

& E
E= W +€(8) or E= W —€(6), (5.66)
where €(8) > 0and €(8) — 0as § — 0. Then, as § — 0,
log ()
K,=- g2 + O0(1). (5.67)

Remark 5.68. If Assumption 5.42 is satisfied and E is uniformly bounded away from £/|k|? as § — 0,
then the parameter p = Ymin/¥max < 1 is then uniformly bounded away from 1 as § — 0. Hence, K, is
order one, positive as § — 0. Thus the analysis in the lemma above focuses on the case when E — £/|k|?
as § — 0.

Proof of Lemma 5.65. Let E = é’/|k|2 + €(8) where €(8) > 0 satisfies €(§) — 0 as § — 0. Without loss
of generality, we study the case when E = £/|k|> — €(8) as the other case is nearly identical. Observe
that, as § — 0,

1

Ymin _ T+e(0)/(E/iP—E/KP) 1 1 2

0= = 1 =1—( —— —~+ 7 2)6(5)+0(e (8)).
S ———— /P =1/KP) " EQ/IKP = 1/11P)

Using the asymptotics in [21], we thus obtain

! db log € (5)
K,= db=——"""1 0(1)
’ /o,/l—pbA/l—bZ 2

as § — 0. O

Given the previous result, we now turn to the proof of Theorem 5.47.

Proof of Theorem 5.47. Set C = 0j1,/VmaxK1k2 and assume without loss of generality that C > 0. Observe
that for n > 0, 8, > 0 small enough depending only on ||, |Kk|, ||, , &, there exists n” > 0 withn’ < 1—17n’
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depending only on [j|, |k|, [1], ¢, & such that § € (0, §,) implies
1
<1- n’}ze_’/h dt

1 —t/h * Ct
P{r € B, s} = —e dt > 110 <|sn,[ —+6 || <
B,sh 8

00 / 1 _ ot
ch 1{n EISHp(t)ISI—n}Ze c dt

5 s @K, 1w
> e foci 2/4 Uy <snp() < 1=y} e dt

j=1 JK,
b i 5K, “4j+DK,
> 2 otk D e an @ith / 1{n <sn,(t) <1—1n'}dt
c ot 4jK,

=£exp( )(T (1=n) =T, ))Z o@D,

j=1
Next, we note that

) §/C 908 58K

Using Lemma 5.65 and the definition of 7,(s) we see that there exists ¢; = ¢1(h) > 0 independent of
3 € (0, é,) for which

008 16K,
€X
Ch  Ch

Also, using Lemma 5.65, we find that, as 6 — 0,

)[Tp(l —n) =T,(n)] = c1. (5.69)

48K
1— —45K,/Ch — e I8} 82K2 .
¢ cn TOOKY

Hence, there exists §, > 0 small enough depending only on |j|, |k|, |1], £, &, h and a constant c; =c2(h) >0
independent of § € (0, §,) for which
s/C L
1 — ¢—43K,/Ch — |10g5|

Setting ¢ = cc; and combining (5.69) with (5.70) completes the proof. ([l

for all § € (0, 84). (5.70)

5.5. Proof of Theorem 5.29. Given the analysis of the transfer of energy in the triples (A.8) of the
previous section, we are now ready to prove the main result of this section, Theorem 5.29. Due to its
length, the proof will be split into two parts depending on what assumption on the forced and damped
modes, either (DF1) or (DF2), is satisfied.

Proof of Theorem 5.29 under Assumption 5.22 (DF1). Suppose that Assumption 5.22 (DF1) is satisfied
and let R > 3 and ¢ = (a, b) € H- g4 so that |g| > R. Then there exists k € 22 such that either

Without loss of generality, we suppose that |ax| > |g|/+/d and let S = S).#| for simplicity.



PHASE SPACE CONTRACTION OF DEGENERATELY DAMPED RANDOM SPLITTINGS 765
If k € 2, then g € Dy,4 and hence
1
P, (AG"™ (D1/4)) = P(ut10 = damp) = 5 >0
On the other hand, if k ¢ 2 then k ¢ {(1, 0), (0, 1), (N, N)} and hence |k| > 1. In this case, either
(1,00 +ke 2% or (0, 1) +k e 2% Letj e {(1,0), (0, 1)} be such that = j + k € 2.

For notational simplicity in what follows, let Hy = H(q), 8o = 1/Hy, xo = aj/ Ho, yo = ax/Hp and
zo0 = a1/ Hy. Observe that

§o 1= % < E(x0, 0. 20) = 1. (57D
Furthermore,
Eja(xo, yo, 20) = W + (# - #)yé
- W n (# _ #)go (5.72)
and
Ejia(xo, ¥0, 20) < W - (IJ% - #)yé
3 5(xoijly§, 20) <|J% _ # ) o, (5.73)
In particular, if o = ¢o(j, K) as in (5.41) we have that
—5()60;17’20» 20) + %o < Ejx(xo0, Y0, 20) < _g(xoijfg, W _ So- (574
Case 1: The quantity Ejia(xo, yo, o) does not belong to the interval
|:£(x0|,k)|)(2), 20) 5. 5(xo|,k)|7(2), Z0) n 5080i|' (5.75)

In particular, in this case Assumption 5.42 is satisfied, where in the statements (xg, yo, zo) replaces the
triple (x, y, z) and &g replaces §. Applying Theorem 5.47 and using the fact that j € &, we find that there
exists constants 11 = n1(Ijl, [kl, [1l, d, h) > 0, c; = c1(ljl, Ikl, 1], d, k) > 0, 8;(jl, [kI, I, d, h) € (0, 1)
such that R > 1/6; implies

aiaga, (&
P(pr), " (q) € Dy) = ———. (5.76)
Yo g N llog H(q)|

In particular, using independence we obtain

ajaka

P, (AY™(D,))) = P(pa*" (q) € Dy, w10 = ajaxa, uz = damp)
C1 1
> .
log |[H(q)| 1] (/S| —1)

Case 2: The quantity Eji(xo, yo, 20) belongs to the interval

|:5(X0, Y0.20) &(xo0, Y0, 20)

K2 %odo, K2 + 4030}- (.77
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This part of the argument is more involved because we need to first force the random dynamics out of this
interval. Since j € .#, we may suppose without loss of generality that 8! has A! kl(,B ) > 0 where AJkl
was defined in (5.16). The argument when A l(ﬂ ) < 0 is similar. Let

q'=d.b) =9, (q.

and notice that, by definition of Vi,

q' =q+B't10 = (an+ By 710, bu + By, T10)ne 22-

In this proof, to connect with the notation used in the analysis of (5.32) above, we offer a convenient
abuse of notation and set H := H(q'), 8§ =1/H,x=a;/H,y =ay/H, z=a}/H.
First, suppose furthermore that, for some C > 0,

N 11
aj,Baj U? - W — Cl],Bal W — W > —C. (578)

H; aiBa, axBl,  apl
Eﬁmnyx)=zﬁ{%mumwymﬂa%no(U;+-m£h+“;j+a&%amwgﬁ;¢%ﬁ

a;jBl akﬁ Bl
—;05§+23§m( |J|§J+ T k4 |l|2m

Then we have

- HE [ E(xo, Yo, 20)
—H2| k2

k|2 >+5orloEJkn(ﬂa  Bag: ﬂa.)}

Hence on the event

2C +2¢ 2C +2¢ } 5.79)

Bl ::{1+ <T0<24 ——F
1 Al (BY ~ ALy (BY)

we have

EX, Y2 o o 1 1 (1
E; ,V,2) > ———— — 6"+ 26 — = | = _——
jKk1(x, ¥, 2) k|2 oo™ + T10 aJ'B 12 k2 al'Bal INEE e

+ 8215 Afa(B") (5.80)

Ex,y,2)

£y D)
k2

T + 5082

—£08% —2C8%t10+ 82 TIOAJkl('BI) =

Also, provided we choose R > 0 large enough so that

4|p! 2C+2
gl= R > W'@+ '*“)+L (5.81)
EO Jkl(IB )
we have, on lekl,
H 1 1 1
20 |q|1+ > |q|1+ — 1 > 1 (5.82)
H |g+B'tiol+1 7 gl + B tio+1 1+|B'710/(gl+1) ~ 2
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Furthermore, on BJkl we also have by (5.71) and Cauchy—Schwarz

1>E(x,y.2) (5.83)
Hz{é’(xo Y0, 20) + 271085 (@B, + axBa, + @Ba) + T1o85E (Buys Buys Ba) ) (5.84)
zZ—i{so—|q|—12(2+zcjkzi°)|ﬂ |} L=, (5.85)
ME 1:10 Yo+ I;f) >1 %'o—mlf]l' > 1%, (5.86)

where we used the choice (5.81) and (5.82). Using the same argument as in (5.73), we also have, on B k1°

E(x,y,2) 1 1 ,  Ex,y,2) 1
E-kl(x,y,z)s.——<.———)y <2 - )& (5.87)
! lil? i Ik ljl2 lil2 |k|2

= minfe (g~ e ) () |
S N TERNTEY AN TX R TR A

Then, under the hypothesis (5.78), we have, on the event BJkl,

Let

E(x,y,z2)
k|2

Ex,y,2)

§1=€(x,y,0)=1 and +§152§Ejk1(X,y,z)§T—§1-

In particular, Assumption 5.42 (A1) is satisfied for ¢’ = <,ng1 ,(@)on B Jkl Applying Theorem 5.47, there
exist constants 7, € (O ) cy>0,60 € (O ) depending only on |j|, |k|, |l|, d, & such that R > 1/5;

()

P ajaay 1 eD z .
(P 0¢r,(q) n) = [log H(gq)|

Hence using independence

d, .
P, (A)"™ (D) = Py, " 09} (@) € Dy, w10 =1, uz0 = ajaar, uso = damp)
) 1

> .
~ [log H(g)I ISI (ISI = 1) (IS[=2)
On the other hand, suppose now that

£(x0. 0. 20) &(x0, ¥0, 20)
e - 5053 < Ejia(x0, Yo, z0) < TRE + 2083,

,3 1 ,3 1 1 <_C
WP |.]|2 kz) " Wallkg ") =7

Picking C = ¢o+ AJkl(ﬁl), we consider the event

(5.88)

By :={1<10<2}. (5.89)
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Observe that

HZ{ aify aBl  ap)
0 2 i ag a
—_— E'kl(.X(), yo,z())—l—28 'L'l()( " + +

a\| O T k2 o2

Ejpa(x,y,z) =

>+6§rfoEjkl(ﬂ;j, ﬂ;k,ﬁ;p} (5.90)

aify axpl  apl

<i§ E(x0, y0, 20)
- H2 |k|2

Thus on szkl we have

E(x,y,2) 2 Ae2 1 1 1 1 2.2 A1 (pl
Ej(x,y,2) < T+§05 12871104458, TERE —ap, K2 P +8°TipAja(B)
Ex,y,2) Ex,y,2)
= T+§052—2C52T10+52T120Aj1k1(,31) = T—Q“OSZ
and
H 1 1 1
Hy lg| + - lq| + 21 (5.91)

H  lg+Btol+17 lgl+1Bmo+1 1+18to/(gl+1) = =7

where we used the choice of R in (5.81). Moreover, on Bjkl we also have (5.83)—(5.85) by the same
arguments used above. Lastly, we note that on szkl we have, by the same arguments in (5.86) and (5.87),

(‘:(.X', y’ Z) 1 1 2 g(-x09 )’O» ZO) 1
E; LV, ) > — _—— > — 5.92
MOy, D) = =g (|k|2 |1|2)y i ke |1|2 - 652
In particular, we have shown that, on the event szkl,
5(%)’,2) 5(3@)’%) 2

§1<&(x,y,z2) <1 and

In particular, Assumption 5.42 (A2) is satisfied for ¢’ = (p%lo(q) on B Jkl Applying Theorem 5.47 and
adjusting the constants 17, ¢, 8> accordingly, it follows that if R > 1/6, we have

P ajagday 1 = D > C—z‘
(@20 OQOIIO(Q) m) = [log H(q)|

Hence using independence

d. N
P, (AG™(Dy,)) = Ploia " 0 ol (q) € Dy, w10 = 1, uzo = ajaxar, uz = damp)

- ) 1
" llog H(@I ISI(SI=1) (IS =2)
This finishes the proof. O

Proof of Theorem 5.29 under Assumption 5.22 (DF2). Without loss of generality, throughout this argument
we suppose that {(1, 0), (N, N)} C 2 as the other case is similar. Suppose g = (a, b) € H- g+ so that
lg| > R for some R > 3 sufficiently large to be determined below and suppose without loss of generality
that ayx, k € 22, has

lq]

lak| > —=

a
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The case when |by| > |g|/+/d proceeds in a nearly identical fashion. Below, we only provide the details
in cases of initial data whose arguments are different than those considered under Assumption 5.22 (DF1).

Case 1: Suppose that j= (0, 1),1=j+k € 22 and

E(aj, ax, ay)
k|2

&(aj, ax, a1)

+¢0(. k) < Eja(aj, ax, a1) < K2

q=(a,b)¢{ —é“o(i,k)}-
Using the arguments in the proof of Theorem 5.29 (DF1) Case 1, it follows that there exists constants
m =mni(jl, k[, U], d, ) >0, cy = c1(ljl, K|, 1], d, h) > 0, §1(ljl, [Kl, [1], d, h) > O such that R > 1/6;
implies

P(lgzi > |H — 5.93

(lozly (@) - eyl = mi1H(q)]) = o H(q)l (5.93)

Note that the difference here under (DF2) versus (DF1) is that j is not necessarily damped, so go,J ke l( )
may not belong to D,,. However, letting I' :== (1, 1) and noting that I’ € .#, we have that 'Bﬁv # 0 for
some £ =1, 2, ..., m. Suppose without loss of generality that ,8;1, > 0 and define

ajaxay

=@, b)=¢n,""(q) and ¢"=(a",b") =9}, oq".

If ay > —1, then on the event

2 4
{—1<fzo_ﬁ }ﬂ{ i " (q) - eq] = 1 1H ()|}
ay

ay

and ensuring R > 0 is large enough so that

R>—m+1

m B,
we have

" / _pl 1
H(q)zlq|+1 Iﬂlfzozl_lﬂltzozl,
H(q") lg'l +1 lql 2

m
a1 = laj + Bay a0l = m H(g) = 1B 720 = - H (g").

al/,/:ay—l—ﬁ;l,tzo >—-14+2=1,

Hg) _ 1 1
H(q") ~ 1+|B'm0/H(q) ~ 2
Thus letting k = (1, 0) and applying Lemma 5.35, we find that there exists 13, c3 > 0 small enough such

that for all R > 0 large enough

ajay ay ajaga C3

) N 5.94
(@30 (pl'zo °¢no  (4) m) = [log H(q)| ( )
In particular,
d i ray
P, (A" (D) = Pl 0 01, 09" (q) € Dyy. 10 = ajaxar, uzo = 1, u3o = ajayay)
c3 1

> .

~ Hog H()|ISI (S| =D (IS =2)
One can apply a similar argument in the case when ay < —1 to obtain the same conclusion, provided we
adjust 13, c3 and R accordingly.
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Case 2: Suppose that j = (0, 1),1=j+k € 22 and

E(aj, ax, ay)
k|2

E(aj, ax, a1)

+ 2, k) < Eja(aj, ak, a)) < K2

q=(a,b)€{ —Co(i,k)}-

In this case, we slightly modify the arguments used in the proof of Theorem 5.29 (DF1) Case 2. Since
j=1(0, 1) € .#, we may again suppose without loss of generality that 8! has A l(,8 )>0.Letm=(1,1)
and recall that m € .#. We suppose without loss of generality that ﬁ;m #0.

Let

ajaxal

=(d.,b) =9, (q) and ¢"=(a",b") =g " opl (@),

In this proof, to connect with the notation used in the analysis of (5.32) above, we again offer a convenient
abuse of notation and set H := H(¢'),§=1/H, x = a//H y=a/H,z=a{/H.
First, suppose furthermore that

1 1 1 1
1 1
ibol =5 — 55 ) — — A; 5.95
%m<m2|m9 m%(m2|w) ot A5 659
Observe that on the event
450 +2A1, (B! 450+ 200, (B!
B-l — { 40 Jkl(lg ) <110<2+4 gO Jk](IB )}’
Aba(BY) Ala(BY)
for R > 0 large enough following the calculations starting at (5.80), we have
E(x,y,z Ex,y,z
§1=&(x,y,7) <1 and % +18% < Eja(x, y,2) < % — .
On the other hand
BL 1l . | a | a
|a,’n|=|am+,3(}mr10|§% if and only if _Z__1m< 10_‘—‘—71:.
In particular, because ’(—— +o, 00+ 3 )‘ = l for any o € R where | - | denotes Lebesgue measure, the event
51 . pl 1 adm 1 am
satisfies
- 420 +2A%(BY 450 +2A5,(8H
H%mzPF ——7—%L—5nms+——7—%L—}
NWTD) Al (B

Hence Assumption 5.42 (A1) is satisfied for ¢’ = @. ,(g) on B! g provided (5.95) is also satisfied. Applying
Theorem 5.47, there exist constants n4 € (0, 1), c4 > 0, 84 € (0, 1) depending only on |j|, [k, 1|, d, h
such that R > 1/64 and ¢ satisfying the above hypotheses implies

ajaxa

P(jpr %J®‘m>mH@”—EEEGﬂ
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Additionally, we have that |aj,| > | ﬂ;m| /4> 0on lekl. Letting n = (1, 0) and applying Lemma 5.35,
there exists ns, 85, cs > 0 small enough so that R > 1/§5 and ¢ satisfying the hypotheses above has

d andjdm
P, (Ay"™ (Dys)) = P ™™ 0 o * o §0;m(61) € Dy, uio = 1, uzy = ajaxar, u3p = andjam)
Cs 1
> .
llog H(q)| IS| (IS|—1) (S| —2)

On the other hand, suppose that

&(aj, ax, ay)
k|2

E(aj, ak, ay)

K2 + o, (5.96)

— o < Eju(qgj, ak, a1) <

1 1 1 1
JIBaJ(L]|2 - W) - lﬁal(W - W) <—(o+ Ajkl(:B ).

Recalling the event
Bja={l<10=<2}, (5.97)

observe that on B2 K1 following the calculations starting at (5.90) we have

Ex,y,2) E(x,y,2)
§1=&(x,y,2) <1 and #—FClSEjkl(X,y,Z)SU—;—CHSZ-
On the other hand
1B, | 1 1 a
I = 1 < Am. ; ____< i _Tm
lam| = lam + B, T10l < 1 if and only if 1 ﬁ 10_4 ﬂ;m.

In particular, because |(—% +o,a+ %)| = % for any o € R, the event

52 2 1 dm | am
Bja = Bja N {”0 ¢ [_Z TR 4 _1“
satisfies
P(Bi) = P{3 <10<2}>0.

By the above, we note that Assumption 5.42 (A2) is satisfied for ¢’ = goil ,(g) on l§j2kl provided (5.96) is
also satisfied. Applying Theorem 5.47, there exist constants e € (O, %), c6 > 0, 86 € (0, 1) depending
only on [j|, |K|, |1|, d, h such that R > 1/8¢ implies

C6
" llog H(@)I’

Additionally, we have that |aj,| > |ﬂim| /4 > 0on szkl- Letting n = (1, 0) and applying Lemma 5.35,
there exists 7, 87, c;7 > 0 small enough so that R > 1/§7 and ¢ satisfying the above has

ajaxa

P(|§0t20 (PIIO(CI) aj| = 776H(Q))

Andjam ajaxay c7

1
Pl 0@ 000, (@) € Do) = 400 ]
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so that
dam, andiam ajaxay 1
P, (A)"™ (D)) = Plgry, "oy 097, (q) € Dy, 1o = 1, uzo = ajaxar, u3o = anajdm)
Cc7 1

= llog H()I1SI(ISI=1) (IS| =2)°

Putting the above arguments together, we have shown that we can choose R > 3 large enough, c,, 7. >0
small enough so that for ¢ € Hg; we have

C

damp *
P, (Ay" " (Dp)) = ——
T T log Hg)

This concludes the proof. (]

Appendix: Derivation of the Galerkin splittings from the Euler equation

In this section, we derive the splitting studied in Section 5 starting from the two-dimensional forced and
damped Euler equation on the torus T2 = [0, 277]%. Most of the derivation is done in [3], but we provide
the details for completeness.

Recall that in vorticity formulation, the damped and forced two-dimensional Euler equation on T? reads

{8;q+(qu-V)q+Aq = B,

div(g) =0, (A1

where ¢ is a scalar quantity called the vorticity, K = V+(—A)~! is the Biot-Savart operator, and

V=t := (8, —9;). Although we will describe A, 8 more precisely below, the linear operator A should

be thought of as a partial Laplacian while g is a background forcing term acting on select frequencies.
Assuming there is no mean flow; that is,

/ qt,x)dx=0 forall t >0, (A.2)
T2
we express the solution ¢ of (A.1) in Fourier space as
qt.x)= Y gi(t)ej(x), (A3)
jeZiO

where {e; }jeZi . is the orthonormal family on L*(T%; R) given by

1 o
ej(x) == Eexp(zx -P.

Let 2 C Zio- We suppose that

Ag:=Y) jgie; and B= )" (By+iBy)e), (A4)

jez i€z,

where 2j, j € Z2, and B, By € R.
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Plugging this information into (A.1) we arrive at the equation

g=— D Oadkdiej— ) Mdiei+ Y (By+ibyes, (A.5)

j+k+1=0 je J'Glio

where, in the sum above, j, k,1 € Zio and the coefficients i in (A.5) are as in (5.3).
Letting gj = aj +ibj, j € Zio, and using redundancies created by the reality condition g = ¢, we can
express (A.5) as the family of equations

{dj = irkoi=o O (akar + bxb) + 3 i 1o Ora(bxb — akar) — 15()Ajaj + By, (A6)
by =3 k10 alaxh — bxar) — 3 iy Oalaxbr + bxar) — 15(j)Aibj + B,
where all indices j, K, 1 belong to the first quadrant

2 == j) €ZLy: o> O0YU{j=(j1, o) €Z%y: jp=0and ji > O}. (A7)

Ignoring the dissipative and forced terms in (A.6), we note that for any triple j, k, 1 € Zi with j+k—1=0
(which is the same as 1 — j — k = 0), we can break apart the nonlinear term in (A.6) that has only the
these indices into four groups of three equations given by

aj = Ouaxay, aj = Obx by, bj = Oaaxhy, bj = —babkar,
ax = leajal, bx = Ojlajbl, ax = gjlbjbl, by = — jlbjal, (A.8)
a = —Ojkajax, by = —0Ojkajbx, by = —bjkbjax, ay = Ojxbjbx.

Importantly, each of the systems above conserves the relative enstrophy and relative energy; that is, for
example, for the first equation in (A.8), the relative enstrophy is

£(aj, ax, ay) :=aj + ag +a; , (A.9)

which is conserved, and the relative energy is

2
4
lil?
which is also conserved. We let Vajawars Vasorrs Vijah and Vbibear denote the vector fields corresponding
to the systems in (A.8) from left to right, respectively. That is, for example, V5, has aj-th coordinate

given by Obiby, bi-th coordinate given by Oya;jby, bi-th coordinate given by —6jkajbx with all other

2 2
a a
_k_|__l

TR

Eji(aj, ax, a1) := (A.10)

coordinates (in R*) equal to 0.
Let Vgamp denote the vector field (on R*) such that for every j € 72, the aj-th entry is given
by —14(j)Aja;j and bj-th entry is given by —14(j)A;b;. Fixing m € N, for any j € Z%r we let

m m
By= By and By=Y B,
=1 =1
where ﬂfj, ﬂﬁj €R. Forany £=1,2,..., m, we let V; denote the vector field (on R*) such that for every

Jje Zi, the aj-th entry is ,ij and the b;-th entry is ,Bﬁj.
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Consider now the collection of vector fields

y = {Vdamp’ V17 LR ] Vm} U U {Vajakap Vajbkbla Vbjakbp Vbjbkal}' (Al 1)
jHk—1=0
ik lez?
(kM0
Note that, if (j, k) =0, then the vector fields Vajawars Vay.bibrs Voy.axbrs Voo With j+k=1are identically
zero, hence the restriction above in (A.11).
The focus in Section 5 is on a finite-dimensional version of the above set . where we project the

above vector fields onto indices belonging to the finite lattice
2% :={j=(ji. jp) €Z% : il <N, |ljol < N} (A.12)

as well as project the vector fields onto the relevant finite-dimensional Euclidean space. That is, we still
consider the splitting in (A.11), but the vector fields are now vector fields on R22°l = R2V!W+2) —. Rd
rather than R* and all indices j, k, 1 belong to & 2 In Section 5, we make the slight abuse of notation
and give these vector fields the same names as above. That is, our sought after splitting is described by
the collection of vector fields on R? as in (5.8).
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