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Machine learning is routinely used to automate consequential deci- Traditional ACCEPTED
sions about users in domains such as finance and healthcare, raising d  _Counterfactual Point @ Income| Rent [Savings)
concerns of transparency and recourse for negative outcomes. Exist- [T} g $1500 | $500 | $5000
ing Explainable Al techniques generate a static counterfactual point Ours . ACCEPTED
explanation which recommends changes to a user’s instance to ob- Iml (Personalized Query gy fincomel Rent ]Savings
tain a positive outcome. Unfortunately, these recommendations “i—_Counterfactual Region | h :;ggg 2;88 22888
are often difficult or impossible for users to realistically enact. To g
overcome this, we present FACET, the first interactive robust expla- Figure 1: Example counterfactual explanation workflows

nation system which generates personalized counterfactual region
explanations. FACET’s expressive explanation analytics empower
users to explore and compare multiple counterfactual options and
develop a personalized actionable plan for obtaining their desired
outcome. Visitors to the demonstration will interact with FACET
via a new web dashboard for explanations of a loan approval sce-
nario. In doing so, visitors will experience how lay users can easily
leverage powerful explanation analytics through visual interactions
and displays without the need for a strong technical background.

facing negative outcomes. Indeed, regulations such as the EU GDPR
and USA ECOA require explanations for certain high-stakes tasks.

To meet this need, explainable AI (XAI) researchers have devel-
oped counterfactual explanation techniques that provide lay users
with recourse for negative outcomes (e.g., denial of a loan) by de-
scribing alterations to an instance’s features that would lead the
ML model to produce a positive outcome (e.g., by suggesting a loan
applicant increase their income to $1500 to obtain approval). This
is traditionally done by generating a single counterfactual point
as shown in Fig. 1. Given a model f which classifies an instance
x € R" into the negative class f(x) = Cn, a counterfactual point
x’ is some altered version of x such that f(x’) = Cp, where Cp is
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1 INTRODUCTION

Counterfactual Explanation. Machine learning (ML) systems in savings to be approved for a loan. This misalignment between
automate consequential decision-making in applications such as suggested changes and users’ real-world circumstances and agency
recruitment, loan approval, and policing where negative decision renders static counterfactual point explanations of little use.
outcomes can have a significant impact on users’ lives. As such, Our Approach. The research leading to this demo developed
great attention has been placed on understanding how ML models FACET [6], the first interactive XAI system that creates robust
make decisions to ensure that users are able to take action when realistically actionable counterfactual explanations. Rather than
single counterfactual points, FACET conceptualizes explanations
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terations. Further, FACET reframes counterfactual explanation from
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a metric-driven distance minimization to a user-driven exploration
task, aligning with a shift towards explanation as user-supportive
rather than prescriptive [5]. To provide explanations as part of a
real-time dialog, FACET adopts a precompute and index approach.
By analyzing the ML model, FACET intelligently generates a large
number of counterfactual regions, prioritizing those with realistic
feature-value combinations. These regions are efficiently stored
using a custom explanation index. FACET then provides users with
a set of composable, index-aware analytics operators that empower
them to express their preferences and constraints to interactively
search for the explanation that best fits their unique circumstances.

Demonstration. Conference participants will interact with FACET
via a newly developed visual explanation interface in a web dash-
board. Participants will examine automated loan approval decisions
and experience how users can interactively a) identify candidate
counterfactual region explanations for loan rejections, b) refine
explanations by iterative parametrized querying, and c) compare
between multiple what-if scenarios to select their preferred course
of action for obtaining a loan. The demonstration will highlight
how non-technical users can use these interactions to create highly
tailored analytics queries without requiring technical knowledge.

2 THE FACET EXPLANATION SYSTEM

The FACET architecture in Fig. 2 is centered around FACET’s ab-
straction of counterfactual region explanations (Sec. 2.1). Given
a ML model, the Counterfactual Region Generator (Fig. 2 right)
analyzes the model to precompute a set of counterfactual regions
that cover the decision space. These regions are then indexed in the
custom explanation index COREX (Sec. 2.3). At runtime, FACET’s
Analytics Engine leverages COREX to accelerate the processing
of explanation queries (Sec. 2.3). To help users craft personalized
explanations, we extend FACET for this demonstration to include a
new visual explanation interface (Fig. 2 left). This interface empow-
ers lay users to explore and refine explanations without having to
directly author queries. We translate these visual interactions into
FACET’s explanation analytics language (Sec. 2.2), which FACET
processes efficiently to produce explanations results shown via the
visual display (Sec. 3). Key technical innovations are summarized
below, while the FACET core backend is fully detailed in [6]. We
release FACET as build-ready open source code on GitHub.

2.1 Counterfactual Region Explanations

As motivated in Sec. 1, traditional counterfactual techniques [2]
create single counterfactual points which place unrealistic require-
ments on users. To address this, FACET introduces the flexible
abstraction of counterfactual regions, which are contiguous por-
tions of the feature space X guaranteed to produce the desired
counterfactual outcome Cp,. FACET defines a region R as a hyper-
sphere bounded by some radius « as R = {xl’ € X |8(x,x])) <
a} s.t. Vx] € R, f(x]) = Cp. This provides three key properties:
P1.Class Homogeneity. Every point within R is guaranteed to be
a counterfactual point of the desired positive class.
P2.Minimum Robustness Guarantee. Any variation v from x” will
produce the desired counterfactual outcome so long as [o| < a.
P3.Subset Consistency. A region R can be divided into a smaller
counterfactual region Ry by selecting new values of x7, a1.
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Figure 2: FACET system architecture

In practice, this means that a counterfactual region encodes a
potentially infinite number of counterfactual points (P1) enabling a
user to target approximate changes within bounds of uncertainty
(P2), e.g., failing to precisely meet a savings amount. Further, P3
enables FACET to manage counterfactual regions as simple hyper-
rectangles bounded along each feature axis H C R such as H =
$1000 < income < $1500 A $6000 < savings < $8000 as shown in
Fig. 1. This hyperrectangular representation is easy for lay users to
understand and interact with, and as we will later describe can be
compactly managed and efficiently queried.

Explanation with Regions. Given a ML model, FACET uses a
series of region generation algorithms [6] to smartly precompute
and index (Sec. 2.3) hyperrectangular counterfactual regions. To
maximize their utility, FACET’s generation process prioritizes cre-
ating large regions with realistic feature-value combinations [6].
At explanation time, the user uses FACET’s analytics (Sec. 2.2) to
select any of the generated regions to serve as an actionable plan
for altering their instance, with the guarantee that falling anywhere
within the region will produce their desired outcome. Fig. 3a shows
an example of this for a ML model predicting loan approval.

2.2 Personalized Explanation Analytics

Next, we describe how users can explore to find their preferred
counterfactual region explanation. FACET’s analytics transform
the complex explanation exploration problem into a database query
processing task by searching the precomputed set of regions to
identify those which match the user’s personalized criteria. As
lay users cannot painstakingly enumerate every combination of
explanation criteria they find acceptable, FACET treats this as an
interactive dialog mediated by iterative query refinement. For this
purpose, FACET provides a set of composable explanation analytics
operators as shown in the example query below.

1 SELECT TOP 3 * FROM Regions(f) AS R

2 WHERE R.Class = approved

3 WITH UNALTERED FEATURES: R.Gender, R.Rent
4+ WITH WHAT-IF SPECULATION

5 R.Savings > 6000 AND R.Savings < 10000
6 AND R.Income = 2000

7 ROBUST BY R.Widths >= v

s ORDER BY Distance(x) WITH WEIGHTS w

Rather than making a specific recommendation, FACET’s an-
alytics operators let the user express their real-world limitations
and preferences as predicates to support them in exploring differ-
ent possible explanations. First, FACET only searches for regions
of the desired class to ensure that all returned records are validly
counterfactual to x. Then, the WITH UNALTERED FEATURES clause



x[2]

[JReject
[JAccept

T

ad

(a) Counterfactual regions

(b) FACET’s COREX index

Figure 3: Examples of FACET’s counterfactual regions used
for explanation (a) and indexing of regions by COREX (b)

FACET allows the user to refine this set by excluding regions that
don’t match their instance on features that may be fixed (e.g., race,
gender) or they feel are too difficult to change (e.g., rent). FACET’s
WHAT IF SPECULATION combines with this to enable the user to
search for hypothetical cases that may be practically achievable
for them. The user can further constrain the explanation search
using the ROBUST BY clause to only consider counterfactual re-
gions with sufficient robustness (i.e., width) along each dimension
as determined by a vector v € R™. The SELECT TOP..ORDER BY
query pattern allows the user to filter to a subset of the results that
require the smallest changes based on the user’s relative preference
for changing each feature (expressed as weights values w € R").

2.3 Indexing for Analytics Acceleration

Here, we detail FACET’s custom explanation index COREX which
stores counterfactual regions and accelerates the execution of ana-
lytics queries for real-time interaction. As FACET’s analytics involve
searching over many counterfactual regions, potentially at high
dimension, and with multiple interacting constraints; analytics ex-
ecution is equivalent to a high-dimensional parametrized spatial
kNN search. As sequential scan is slow and existing indices tend
to handle high dimensional points [4] or low dimensional spatial
data [1], FACET develops a custom spatial index that maps the
location of each counterfactual region within the feature space for
efficient retrieval by index-aware query processing strategies.
Index Construction. To encode the location of counterfactual
regions, COREX leverages their hyperrectangular representation.
During the precompute phase COREX selects a set of m split values
Si1-..Sim along each feature axis i that partition the feature space
to evenly divide the bounds of the regions along that axis. This
creates a “grid” structure like that shown in Fig. 3b which has a
roughly equivalent number of regions in each grid-cell. Then, for
each split-value S; j COREX constructs a pair of bitvectors that
represent the location of all regions with respect to the split. For
each hyperrectangular region H a bit in the bitvector b; jy is set
to 1 iff the upper edge of the hyperrectangle falls above S; j on
feature i and a bit in b; ;g is set to 1 iff the lower edge falls below
S;,j. This creates a set of 2m bitvectors per feature that map the
relative location and extent of each region.

Query Acceleration. When given an instance x to explain, FACET
uses COREX to determine which grid-cell x falls into. FACET then
performs an index lookup by fetching and bitwise ANDing the

bitvectors that correspond to the upper and lower bound of the
grid-cell for each feature axis (e.g., by 11 AND by, selects the
shaded area of Fig. 3b for the vertical axis between Sy 1, S,2). This
produces a bitvector which is 1 for only the subset of regions that
fall within that grid-cell and is quite fast due to strong optimizations
for bitwise operations. FACET loads only this subset of relevant
regions for evaluation against the query constraints. If needed, the
search is expanded to lookup neighboring grid-cells until a suitable
counterfactual region is found. Other optimizations such as jumping
to specific grid-cells based on WHAT IF and UNALATERED constraints
enable COREX to help refine the search space even further, and

service complex high dimensional analytics in real-time.

3 DEMONSTRATION

Loan Approval Scenario. While our full system and Ul imple-
mentations are readily applicable to many scenarios via a simple
config file change, we will demonstrate FACET in the context of a
loan approval workflow. Using a dataset from Kaggle [3], we train
a ML classifier to predict loan approve/reject from applicant infor-
mation. Conference participants will act as applicants by selecting
an instance to explain or by entering their own values (Fig. 4) and
will experience how a rejected applicant can use FACET to create a

personalized actionable plan to obtain the desired approval.

Explanation Generation. Once an instance is selected, the loan
applicant is brought to the main explanation dashboard in Fig. 5.
A1 displays the values and decision outcome of their application,
while A2 shows counterfactual region explanations for that decision.
The number-line plots for each feature present region explanations
visually, with the current application’s values shown as a dot and the
bounds of the counterfactual region displayed as a bar between the
upper and lower bounds of the region. For example, the applicant
in Fig. 5 had a Coapplicant Income of $0, but needs a Coapplicant
Income of $1752-$2322 to be approved. The size of the bar ranges
correspond to the robustness of the region and are easy for lay
users to understand. To highlight the required alterations, we color-
code the bars by whether or not the current application meets the
counterfactual values. Applicants can explore different explanations
that meet their criteria using the left and right arrows to cycle
through the top k explanations. A3 summarizes the alterations
needed to meet the explanation from AZ in natural language and

acts as a simple takeaway message.

Applicant Selection

Applicant Type Applicant Income
DROPDOWN $

Coapplicant Income

Applicant 0
Applicant 0 X s
Applicant 0 1 Loan Amount

$

Applicant 1
Applicant 2
Applicant 3
Applicant 4
Applicant 5

Applicant 6

Figure 4: Instance selection with custom value entry
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Term was between 420 Days and 464 Days rather than 360 Days assuming no other
changes

Figure 5: FACET interactive visual explanation dashboard

Personalized Refinement. To personalize the explanation search,
the applicant can use the Feature Controls in A4 (Fig. 5). By drag-
ging the sliders on the end of the blue ranges, they can set their
minimum and maximum allowable value on each feature. Clicking
the lock icon will prevent explanations from altering that feature.
These model the WHAT IF and WITH UNALTERED operators, respec-
tively. The applicant can also assign relative costs to each feature
by reordering the cards using the orange arrows and pins (pinning
freezes the feature’s place in the order). This functionality allows
the user to express which constraints are most important, realizing
the WITH WEIGHTS semantics. Whenever a feature control is up-
dated, FACET fetches a new set of explanations that match the new
criteria. By iteratively adjusting the sliders and feature priorities,
the applicant can search for a counterfactual region explanation
that robustly matches their real-world circumstances.

What-If Comparison. To empower users to explore alternate ex-
planations, A5 (Fig. 5) allows the user to save and compare different
what-if scenarios. At any point during the explanation exploration
process, the applicant can click the “Save Scenario” button in A2.
This creates a new Saved Scenario which snapshots the exact state
of the selected application, feature controls, explanation, and sug-
gestion. The applicant can then continue to adjust and explore using
the feature controls and return to this snapshotted state by selecting
the saved scenario. Scenarios act akin to different “tabs” where the
applicant can have multiple saved scenarios at a time (Fig. 6) and
make changes across one or several, with changes preserved as sep-
arate paths of exploration. Switching between scenarios animates
the displayed feature controls and explanations to highlight how
the scenarios differ (e.g., explanations altering different features,
having different constraints/priorities). These comparisons enable
users to evaluate the pros/cons of different plans of action for ob-
taining their desired outcome and to choose the actionable changes
that are right for their personal circumstances.
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Figure 6: Comparison of two saved explanation scenarios

4 CONCLUSION

This demonstration showcases the interactive explanation system
FACET. By adopting a novel counterfactual region explanation ab-
straction and transforming explanation generation into a query
processing task, FACET is the first to generate robust easy-to-
understand explanations in near real-time. Conference participants
will interact with a new dashboard built for this demonstration
and will experience how lay users can leverage FACET’s powerful
explanation analytics through straightforward Ul interactions to ex-
plore, evaluate, and compare multiple explanations and ultimately
identify an actionable set of steps to obtain their desired outcome.
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