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Stability of the positive mass theorem
under Ricci curvature lower bounds

DEMETRE P. KAZARAS, MARCUS A. KHURI, AND DAN A. LEE

We establish Gromov-Hausdorff stability of the Riemannian posi-
tive mass theorem under the assumption of a Ricci curvature lower
bound. More precisely, consider a class of orientable complete uni-
formly asymptotically flat Riemannian 3-manifolds with nonneg-
ative scalar curvature, vanishing second homology, and a uniform
lower bound on Ricci curvature. We prove that if a sequence of
such manifolds has ADM mass approaching zero, then it must con-
verge to Euclidean 3-space in the pointed Gromov-Hausdorff sense.
In particular, this confirms Huisken and Ilmanen’s conjecture on
stability of the positive mass theorem under the assumptions de-
scribed above. The proof is based on the harmonic level set ap-
proach to proving the positive mass theorem, combined with tech-
niques used in the proof of Cheeger and Colding’s almost splitting
theorem. Furthermore, we show that the same results hold under
a more general lower bound on scalar curvature.
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1. Introduction

The Riemannian positive mass theorem states that the ADM mass of a
complete asymptotically flat Riemannian manifold with nonnegative scalar
curvature is nonnegative. Moreover, there is a rigidity statement: the mass
of such a manifold is zero if and only if it is isometric to Euclidean space.
A natural question to then ask is whether small mass implies that the man-
ifold must be close to Euclidean space in some sense. The positive mass
stability conjecture asserts an affirmative answer to this question, although
the precise statement depends on the topology used to define the closeness.
The conjecture was first stated 20 years ago in terms of Gromov-Hausdorff
distance by Huisken-Ilmanen in [24, page 430], and more recently in terms
of intrinsic flat distance by the third author and Sormani in [28, page 216]
(see also [42, Conjecture 10.1]).

Definition 1.1. Given b > 0 and 7 > %, we say that a smooth connected 3-
dimensional Riemannian manifold (M, g) is (b, 7)-asymptotically flat if there
is a compact set K C M such that its complement is diffeomorphic to the
complement of the closed unit ball in Euclidean space, and in the coordinates
given by this diffeomorphism ® : M \ K — R3\ BF(0), the metric satisfies

(1.1) 10% (gij — 6i5) ()] < blae| 717,

for all multi-indices 8 with |8| = 0, 1, 2. Furthermore, we require the scalar
curvature R, to be integrable over M. Under these assumptions, the ADM
mass is well-defined and given by

(1.2) m(g lim / Z Giji — gzzg v dA

r—oo 107
S 3,7=1

where v is the Fuclidean unit outer normal to the coordinate sphere S, :=
OBE(0), and dA represents its area element induced by the Euclidean metric.

We will refer to ® as the asymptotic coordinate chart for (M, g), and it
is always implicitly part of the data when we refer to a (b, 7)-asymptotically
flat manifold (M, g).

When (M, g) is complete and R, > 0, the positive mass theorem states
that m(g) > 0, and m(g) = 0 if and only if (M, g) is isomorphic to Euclidean
space. This theorem was established in the late 1970’s by Schoen and Yau
[37, 39], using an indirect proof based on the existence of stable minimal sur-
faces, along with manipulations of the stability inequality. Witten [33, 46]
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later gave an alternative proof in which the mass is directly expressed as
the integral of a nonnegative quantity depending on an asymptotically con-
stant harmonic spinor. This argument relies upon the existence of harmonic
spinors and the Lichnerowicz formula. Later, Lohkamp [30] explained how
the positive mass theorem can be reduced to the nonexistence of positive
scalar curvature metrics on the connected sum N#T of a compact manifold
N with a torus T (which is known from [15, 36]). In 2001, as a byproduct of
their proof of the Penrose inequality, Huisken and Ilmanen [24] proved the
result using a weak version of inverse mean curvature flow and monotonicity
of Hawking mass. More recently, in 2018 Yu Li [29] gave a proof using Ricci
flow.

As for the positive mass theorem in higher dimensions, Witten’s proof
works for all spin manifolds, while Schoen and Yau were able to iterate their
argument up to dimensions less than 8 [36]. For dimensions 8 and higher,
see the articles by Schoen and Yau [41] and Lohkamp [31]. A survey of many
of the results described above may be found in [27].

Most recently, Bray, Stern, and the first two authors [7] obtained a new
proof of the positive mass theorem, which was motivated by Stern’s orig-
inal work in [45]. Similar to Witten’s approach, it gives an explicit lower
bound for the mass as an integral of a nonnegative quantity depending on
an asymptotically linear harmonic function. It is this approach to mass that
we have found to be effective for examining the stability question. Since this
approach is only known to work in three dimensions, we will restrict our
attention to three dimensions throughout the rest of this article.

The question of stability is made delicate by the presence of “gravity
wells” and horizons. It is well-known that the mass cannot “see behind”
compact minimal surfaces, and thus these horizons may hide geometry and
topology, preventing proximity to Euclidean space. This problem may be
resolved, however, by cutting along the outermost minimal surface and dis-
carding the trapped region behind it. For this reason, many results dealing
with stability are stated or conjectured for the exterior regions lying out-
side the outermost minimal surface. The issue of “gravity wells,” on the
other hand, is not so easily overcome. This imprecise concept refers to long,
thin finger-like protrusions [28, Figure 1], or spikes, that do not violate non-
negative scalar curvature while “contributing” very little to the mass: An
example of Ilmanen [44, Figure 1] shows that it is possible to have a sequence
of manifolds with masses tending to zero, such that neither the number of
gravity wells nor their volume or diameter can be controlled. Moreover, this
sequence does not converge in the pointed Gromov-Hausdorff sense to Eu-
clidean space. One proposal to deal with this problem is to somehow cut
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out the wells to obtain a modified exterior region which converges prop-
erly, as described in the stability conjecture of Huisken-Ilmanen [24, page
430]. An alternative approach is to use a different form of convergence which
does not require removal of the gravity wells, such as the intrinsic flat dis-
tance of Sormani-Wenger [44], whose design was motivated in part by the
phenomenon exhibited by the Ilmanen examples.

Previous results concerning positive mass stability have primarily fo-
cused on establishing intrinsic flat convergence. Several special cases have
been treated so far. This includes the third author and Sormani’s stability
theorem under the assumption of spherical symmetry [28], with its exten-
sions to the asymptotically hyperbolic realm by Sakovich-Sormani [35] as
well as to the spacetime regime in the work of Bryden, the second author, and
Sormani [9]. Various papers by Huang, the third author, Sormani, Allen, and
Perales [2, 21-23] treated the graphical setting, and Sormani-Stavrov [43]
studied the case of geometrostatic manifolds. Furthermore, results that do
not quite establish intrinsic flat convergence but do obtain Sobolev bounds
on the metric may be found in [1, 8]; see also the earlier work surveyed
in [28].

In the current paper we consider the question of stability in the presence
of a lower bound on Ricci curvature. Under such a bound, one does not
expect Ilmanen-type “gravity wells” to arise, and thus it is reasonable that
we are able to obtain convergence in the Gromov-Hausdorff sense. In the
following statement of our main theorem, B, (p) denotes the geodesic ball of
radius r centered at a point p € M.

Theorem 1.2. Fizb>0,7>1/2, k >0, and a point p € R3\ B¥(0). Let
{(Mi, g1)}i2, be a sequence of orientable complete (b, T)-asymptotically flat
Riemannian 3-manifolds with points p; € M satisfying

1) ®;(p) = p where ®; is the asymptotic coordinate chart of (M, g;);
2) trivial second homology, Ha(M;,7) = 0;
3) nonnegative scalar curvature, Rg, > 0;

4) a uniform lower bound on Ricci curvature, Ric(g;) > —2kg;.

If the ADM masses of (M, g;) converge to zero, then (M, g;,p1) converges
to Euclidean space in the pointed Gromov-Hausdorff sense.

This result confirms the conjecture of Huisken-Ilmanen [24, page 430]
under the assumption of uniform asymptotics, trivial second homology, and
a uniform lower bound on Ricci curvature, where the removal sets Z; in their
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statement are taken to be empty. There is a physical meaning to the Ricci
curvature bound in condition (4). The Ricci curvature of a time-symmetric
hypersurface in a vacuum spacetime is, up to a sign, the so-called electric
part of the spacetime’s Weyl curvature, see for instance [25, Section 3.2].
One can interpret, therefore, a Ricci curvature lower bound on (M, g) as a
bound on the tidal forces arising from gravitational radiation in the space-
time development of this initial data. The topological hypothesis of trivial
second homology is included for technical reasons, namely to allow the ap-
plicability of the mass inequality from [7], which can run into difficulty when
non-separating spheres are present. One noteworthy context where this hy-
pothesis is satisfied is under the “no horizons” condition which demands
that M; contain no smooth compact minimal surfaces. It should be noted
that nonnegative scalar curvature and vanishing second Betti number im-
ply that topologically each M; = S3/T'1# - - #53 /T #R3 [17, Corollary 6]
is a finite connected sum of spherical space forms, with a point removed.
In particular, Theorem 1.2 does allows for some degree of nontrivial topol-
ogy. Furthermore, although in general Gromov-Hausdorff convergence does
not imply intrinsic flat convergence, Honda [20] and Matveev-Portegies [32]
have shown that this is true in a wide variety of settings, if one assumes a
Ricci lower bound. These results together with Theorem 1.2 suggest that
(M, g1,p1) also converges in the pointed intrinsic flat sense to Euclidean
space, but we do not pursue this question further.

The main ingredients used to prove Theorem 1.2 include the level set
proof of the positive mass theorem [7], and the methods used to prove the
Cheeger-Colding almost splitting theorem [11]. Recall that the almost split-
ting theorem states that if the Ricci curvature of a manifold is “almost”
nonnegative and there is “almost” a line, then the manifold “almost” splits.
Thus it can be thought of as a quantitative version of the Cheeger-Gromoll
splitting theorem [12]. The proof applies the almost Ricci nonnegativity
and almost line assumptions to obtain the Abresch-Gromoll excess estimate,
from which one shows that a class of harmonic functions must have small
Hessian in the L? sense. This L? Hessian estimate then implies that the
manifold almost splits in the direction orthogonal to the harmonic level
sets. In the current setting, we may view the assumptions of almost nonneg-
ative Ricci and existence of an almost line as being replaced by the mass
inequality from [7]. This inequality, when the mass is small and scalar cur-
vature is nonnegative, essentially gives the desired L? Hessian control of any
asymptotically linear harmonic function. By applying the almost splitting
argument in three coordinate directions, we obtain convergence to Euclidean
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space. Throughout this process, we require a Ricci lower bound to retain ap-
plicability of the Bishop-Gromov inequality, the Cheeger-Colding segment
inequality [11], and the Cheng-Yau gradient estimate [13], which we review
in the next section.

Theorem 1.2 may be generalized by relaxing the nonnegative scalar cur-
vature assumption. We relax the assumption in two different ways. First, we
can allow the lower bound on scalar curvature to be negative as long as it
has a particular divergence structure, and second, we only need the desired
lower bound to “almost” hold.

Theorem 1.3. Theorem 1.2 remains true if the nonnegative scalar curva-
ture assumption (3) is replaced by the following weaker assumption. There
exist vector fields X; € 03275I(Ml), for some é; > 0, and nonnegative func-
tions ¢, € LY (M;) such that

(1.3) Ry, > |X,|§l + divy, X; — i,

where 1y satisfies the following two conditions:

° leHLl(Ml) — 0, and

e 1y vanishes on (I>l_1(]R3 \ BE(0)), for some uniform # independent of I.

Furthermore, Theorem 1.2 remains true if the vanishing second homology
assumption (2) is replaced by the assumption that Ry, is bounded above by
some constant independent of I.

Here, ClQi 5, refers to a weighted decay space, see footnote 1. Note that
the assumptions on ¢; say that the inequality R, > |Xl\3l + divg, X; holds
modulo a negative term that is small in the L' sense, and is also uniformly
compactly supported. This inequality without the 1; term is reminiscent of
the form that the scalar curvature takes in the Jang deformation procedure
found in Schoen and Yau’s proof of the positive energy theorem for initial
data sets [38]. In that proof, the deformed Jang metrics may be conformally
transformed to zero scalar curvature. Following this approach, one may try
to prove Gromov-Hausdorff stability by obtaining control on the conformal
factors, but the required estimates remain elusive. Instead, we again use
the mass inequality (2.9) and show that L? smallness of the Hessian is still
implied by the relaxed hypotheses. We point out that the lack of a nonnega-
tive scalar curvature hypothesis in Theorem 1.3 seems to be a novel feature
among the known positive mass stability results.
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This paper is organized as follows: The next section is dedicated to re-
calling background results for metrics with Ricci lower bounds, as well as the
mass inequality for asymptotically linear harmonic functions. In Section 3
we prove a uniform supremum bound for these functions over an annular
region, which then leads us to uniform estimates for their gradients, and
finally, uniform smallness of their L? Hessians in terms of the mass. In Sec-
tion 4, we use the Cheeger-Colding segment inequality together with the
estimates from Section 3 to prove that the Hessians are controlled along
certain geodesics which mimic the ones used in the proof of the Cheeger-
Colding almost splitting theorem. In Section 5 these results are applied
to obtain an almost Pythagorean identity, while in Section 6, we establish
Gromov-Hausdorff approximations and prove Theorem 1.2. Finally, we prove
Theorem 1.3 in Section 7.

2. Background

Throughout this article, constants depending on only parameters ay, aso, ...
will be denoted by C(aq,as,...). Recall the following standard facts about
Riemannian manifolds with Ricci curvature bounded below.

Theorem 2.1 (Bishop-Gromov relative volume comparison). Let
(M, g) be a complete Riemannian manifold with Ric(g) > —2kg, where k >
0. Let g € M, and let 0 < r < s. Then

B:@)] - Bs(g)l
B T B

(2.1)

where | B, "| denotes the volume of a geodesic ball of radius r in the hyperbolic
3-space with constant curvature —k.

See, for example, [34, Chapter 9.1] for a proof. Our arguments in later
sections depend heavily on the following result of Cheeger and Colding [11],
which is used to transform integral estimates into estimates that hold along
certain minimizing geodesics.

Theorem 2.2 (Cheeger-Colding segment inequality). Let (M, g) be a
complete Riemannian manifold with Ric(g) > —2kg, where k > 0. Forr > 0,
let f: Bar(p) — [0,00), and consider domains 1, C By(p) with & € 4
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and & € Qq. If we define

d(&1,62)
(2.2) Fi(61,62) = sup, /0 f(1(s)) ds,

where the supremum is taken over minimizing unit speed geodesics 7y joining
&1 to &, then there exists a constant Cs(r, k) such that

(2.3) /Q . Fr(&1, &) d&i déa < Cy(r, k) (U] + |QQ|)/ fdv,

Bs,(p)

where d&1 d€s is the Riemannian product measure on 21 X Qo and dV de-
notes Riemannian volume measure on M.

To see how this leads to estimates along particular geodesics, we con-
sider the following easy mean value-type inequality: for any nonnegative L'
function F' on a domain 2, there must exist a point z* € 2 such that F(x*)
is less than or equal to twice the average value over €2, or

2
(2.4) F(z*) < = [ Fav.
Q| Jo

The Markov inequality puts a positive lower bound on the measure of the set
of such z*, but we will not need this. If we combine this with the segment
inequality, it tells us that there exist z] € €1 and 23 € €2y such that any
minimizing geodesic v from 7 to x5 satisfies

d(z1,23) 1 1
(2.5) /0 f(v(s)) ds < 2C4(r, k) <‘Q1’ + ’Q2|> /B%(p) fdv.

Given an integral bound on f and arbitrary points x1,x2 € B,(p), we may
not be able to control the integral of f along the minimizing geodesics from
x1 to xo, but if we chose €21, 25 to be small balls, then the segment inequality
allows us to find nearby points zj, x5 for which we do have that control.
Of course, if 1, Qo are small balls, then the terms S%' and ﬁ become
large, but this issue can be mitigated by Bishop-Gromov relative volume
comparison. This is roughly the philosophy behind the use of the segment
inequality. As we will see, the actual application in this paper is a bit more
complicated.

The following is a direct consequence of the Cheng-Yau gradient estimate
[40, Corollary 3.2] for harmonic functions.
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Theorem 2.3 (Cheng-Yau gradient estimate). Let (M,g) be a com-
plete Riemannian manifold with Ric(g) > —2kg, where k> 0. Let g € M,
and let 0 < r < s. Then there exists a constant C(r,s,r) such that

(2.6) supg, (q) |Vul < C(r, s, k) supp_(q lul,
for any g-harmonic function u on Bg(q).

The main recent innovation used in our proof of Theorem 1.2 is the mass
inequality due to Bray, Stern, and the first two authors [7, Theorem 1.2].
Before stating this result, we briefly introduce the concept of asymptotically
linear harmonic functions on a complete (b, 7)-asymptotically flat manifold
(M, g). For i =1,2,3, let 2° be the i-th component of the asymptotically flat
coordinate chart ® described in Definition 1.1, and then arbitrarily extend
it to a smooth function defined on all of M. Asymptotic flatness implies that
Ay lies in the weighted! Hélder space CE’?_T(M), for any o € (0,1). It is
well-known that for 7 € (%, 1), the map

(2.7) Ayt CEO(M) — U5 (M)

is surjective, with kernel consisting of constant functions; for example,
see [27, Theorem A.40]. Therefore there exists v € Clzf‘T(M ) such that
Agv = —Agx’. Setting u’ := 2' 4+ v, we see that there exists u' such that

(2.8) Agul =0, ut — 2t e O (M),

We will refer to u’ as an asymptotically linear harmonic function, asymptotic
to the coordinate function z*. Observe for each 4, u’ is uniquely defined up
to the addition of constants. The functions u', u?, u® are sometimes called
harmonic coordinates, though it is important to note that they need only

form a coordinate system outside some large compact set.

Theorem 2.4 (Mass inequality for asymptotically linear harmonic
functions [7]). Let (M,g) be an orientable complete asymptotically flat
manifold with trivial second homology, that is, Ho(M,7) = 0, and let u be
an asymptotically linear harmonic function as described above. Then the

! See, for example, [27, Appendix A] for a definition of weighted Holder spaces.
The space C%* roughly means functions that are O(|z|*) and whose derivatives
decay one order faster for each derivative up to “k + «” derivatives.
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ADM mass satisfies

(2.9) m(g) > — /M <|V2“|2 + ngw) av,

= 167 [Vl
where V2u denotes the Hessian of u.

Note that in the statement of this result in [7], the integral is taken over
an “exterior region.” However, it is clear from the proof that the assump-
tions of orientability and vanishing second homology allow the integral to be
taken over all of M. Also note that the integrand of (2.9) is defined almost
everywhere since the critical set of a harmonic function always has measure
zero (see [16, Theorem 1.1}).

Observe that if the scalar curvature is nonnegative then the mass would
exert L? control on the Hessian of u, if we had an upper bound on the
gradient of u, and then once we have L? smallness of the Hessian of all
asymptotically linear harmonic functions, we can use Cheeger-Colding ar-
guments to show that our space is “almost” Euclidean. In the next section
we will use uniform asymptotics, the mass inequality, and the Cheng-Yau
gradient estimate to prove a uniform gradient bound for u.

3. Estimates for Asymptotically Linear Harmonic Functions

Notation: For r >0, let S, := dBE(0) denote the standard coordinate
sphere of radius r, and for any asymptotically flat (M,g) with asymp-
totic coordinate chart ®, if r > 1, define S, := ®~1(S,) and M, to be the
bounded component of M \ S,. Or in other words, M, is the complement of
®~H(R3\ BE(0)) in M. For 7 > s > 1, we define A, := M, \ Ms.

Given r1 > rg > 1, for each i, we can always choose a harmonic function
u! asymptotic to z¢ such that the average of u’ over Apq r, s zero, and every
other possible choice for u’ differs from this one by a constant. Theorem 2.4
allows us to control the supremum of these “normalized” functions u’ on
M, , solely in terms of the asymptotic flatness parameters.

Proposition 3.1. Let (M,g) be an orientable complete (b, T)-
asymptotically flat manifold with Hy(M,Z) =0, Ry >0, and mass
m(g) < m. For sufficiently large ro (depending on b and 7) and any r1 > ro,
there exists a constant C(rg,r1,b,7,m) such that

(31) Suerl |’LL’ < C(TO’ 1, b7 T, m)v
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where w is an asymptotically linear harmonic function (as defined in Sec-
tion 2) whose average over Ay, », is zero.

Proof. First, we only need to choose ry large enough (depending on b, 7) so
that ¢ is uniformly equivalent to the Euclidean metric on M \ M,,. Let u be
an asymptotically linear harmonic function whose average over A, ,, is zero.
As mentioned earlier, the critical set of a harmonic function has measure
zero, so the following straightforward inequality holds almost everywhere

2 vZ 2
(3.2) ‘V\/Wu!‘ < ’4|vl;|\

By combining this with the mass inequality (Theorem 2.4) and nonnegative
scalar curvature, one finds

(3.3) /M )v\/W)Q dV < 4xm(g) < dmim.

Note that the hypotheses of orientability and vanishing second homology
are needed to invoke Theorem 2.4.

We would like to use this to find an L? bound for Vu on an annulus.
We start by using a uniform Sobolev inequality for asymptotically flat ends.
Specifically, [37, Lemma 3.1] applied to the function \/|Vu| — 1 gives us

/ <\/\v7| - 1)6 dv
M\M,, >

< Cy(ro,b,7) (/
M\M,, />

Technically, [37, Lemma 3.1] is only stated for compactly support functions.
However, \/|Vu| — 1 = Oy(|z|™7) lies in L(M \ M,, ;) and its gradient lies
in L*(M \ M,, ). Thus, \/[Vu| — 1 can be suitably approximated by func-
tions with compact support to obtain the desired estimate.

(3.4)

3
V(/[Va] - 1)|2dv> .

2

2Lemma 3.1 of [37] also assumes a stronger definition of asymptotic flatness, but
it still holds with our definition.
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Applying the easy estimate (a + ) < 26(a8 + b%) with a = \/|Vu| — 1
and b = 1, this leads to a L? bound for Vu on an annulus,
(3.5)

6
/ IVul?dV < 64 / <\/|Vu] - 1) dV+/ av ).
Arg /2,20 Arg /2,20 Arg /2,20,

Combining (3.3), (3.4), (3.5), and the Holder inequality then implies that

(3.6) / Va2 dV < Co(rg, r1, by, ).
Ar0/2,2T1

Since u is a g-harmonic function and we have uniform C? control on g over
Ay, /2,2, we have the estimate

(3.7) / IV2u|? dV < Cs(ro,n,bm)/ [Vul*dV.

70,1 ro/2,2r1

This can be proved in a standard way using a cutoff function equal to 1 on
Ay,r, and supported in A, /59, , and then integrating by parts. The point
is that we can obtain an estimate with |[Vu|? on the right instead of u? (as
in the usual elliptic estimate) because A, has no zeroth order term.

Next we use our assumption that u has zero average over A, ,, to invoke
the Poincaré inequality [14],

(38) / |U|2 < 04(7"(],7'1,17,7—)/ |vu|2
A

70,71 Arg.r

Putting together (3.6), (3.7), and (3.8), we see that the Sobolev H?(A,, ,,)-
norm of u is bounded in terms of r¢y, r1, b, 7, and m. In three dimensions,
C° C H?, so the corresponding Sobolev inequality on A, r., whose constant
depends only on r¢, r1, b, and 7, gives us a bound on sup4, |u|, which then
gives us the desired bound on sup M,, |u| by the maximum principle. U

The semi-global supremum control for the asymptotically linear har-
monic functions may be parlayed into a global gradient bound, and with the
aid of the mass inequality this further yields a global L? Hessian estimate.
As an initial step towards the gradient bound, we show that the gradients
of u!',u?,u? are uniformly well-approximated by the coordinate directions

as we approach infinity.

Lemma 3.2. Let (M, g) be an orientable complete (b, T)-asymptotically flat
manifold with Hy(M,Z) =0, Ry > 0, and mass m(g) < m. For sufficiently
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large ro (depending on b and T), there exists a constant C(ro,b,T,m) such
that

(3.9) V' — Oy

(x) < C(ro,bym,m)|z|”" on M\ M,,,

for i =1,2,3, where u' is a g-harmonic function on M asymptotic to the
coordinate x'.

Proof. Fix an i, let rg > 1 be large enough so that Proposition 3.1 holds,
and choose 1 = 2rg. Later we will see how much larger rg needs to be. Since
we are proving an approximation for the gradient of u’, we may assume
without loss of generality that the average of u’ over A, ,, is zero, since we
can subtract a constant as needed.

Observe that asymptotic flatness implies that

(3.10) V! — Oy

(x) < Ci(ro,b,7)|z|”" on M\ M,,.

So it suffices to show that we can appropriately bound the gradient of
v:i=u’—z'on M\ M,,. As described in (2.8), we know that v € Cf’_O‘T(M\
M, 2) for any a € (0,1), and thus it satisfies the following estimate, which
can be thought of as an improved version of a weighted elliptic Schauder
estimate on an exterior coordinate chart:

(3.11)
lellcze anany) < Co(ro:0,7) (1860 1oo arvaty ) + 102 (g0 )

for sufficiently large ro. This estimate can be seen from the proof of [27,
Lemma A.41], for example. Since Ayv = Ay(u' — ') = —Ayz’, we see that
the first term on the right side of (3.11) is bounded by some constant
Cs5(ro, b, 7). Finally, the second term on the right side of (3.11) is bounded by
some constant Cy(rg, b, 7,m) thanks to the supremum bound from Propo-
sition 3.1 and the maximum principle. The result then follows from the
definition of the weighted Hélder norm. g

The following Hessian estimate is the technical core of our arguments
and will be used frequently. It arises from the mass inequality (2.9), and a
global gradient bound that follows from the previous proposition and the
Cheng-Yau gradient estimate.

Proposition 3.3 (Global gradient bound and L? Hessian bound).
Let (M,g) be an orientable complete (b,T)-asymptotically flat manifold
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with Ho(M,Z) =0, Ry > 0, and mass m(g) < m. Moreover, assume that
Ric(g) > —2kg, where & > 0. There ezists a constant Cg(b, T,m, k) such that

(3.12) supys |Vu| < Cy(b, 7,1, K),

and

(3.13) / |V2ul? dV < 167Cy(b, 7,1, k) - m(g),
M

where u is an asymptotically linear harmonic function on (M, g).

Proof. Select a particular ry, depending on (b,7), large enough so that
Lemma 3.2 holds. As in the proof of Lemma 3.2, we then choose r1 = 2rg
and assume without loss of generality that the average of u’ over A, ,, is
zero. By Lemma 3.2, it follows that

(3.14) supap\ g, [Vul < Ci(b, 7,m).

In order to obtain the gradient bound on M,,, we may apply the Cheng-Yau
gradient estimate (Theorem 2.3) to see that for any ¢ € M and radius s > 0,
we have

(3.15) supg, (g) |Vul < Ca(s, k) supg, (g ul-

Choose s = s(b, 7) small enough so that Bas(q) C M,, for any ¢ € M,,. Then
since u has average zero over A, ., Proposition 3.1 provides a uniform
bound on supg, (4 |ul, yielding

(3.16) supy, |Vu| < C3(b, 7,m, k).

Together with (3.14), we achieve the global gradient bound (3.12).

To prove (3.13), the topological condition allows us to apply the mass in-
equality (Theorem 2.4), which combines with the assumption of nonnegative
scalar curvature to produce

V202
3.17 / dV < 16mm(g).
( ) v |Vl (9)

Putting this together with (3.12), the result (3.13) follows. O
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4. Estimates Along Geodesics

The goal of the present section is to transform the L? Hessian bound (3.13)
into more usable estimates along certain minimizing geodesics. By taking
advantage of geodesics connecting points within the inner region of M to
points lying in the asymptotic end, where uniform estimates hold, we can
integrate along those geodesics to obtain useful bounds for the asymptoti-
cally linear harmonic functions in the inner region of M. These bounds lead
to the quantitative almost Pythagorean theorem in the next section, which
serves as the basis for Gromov-Hausdorff convergence to Euclidean space.

We make the following convenient definition describing the family con-
taining the sequence of objects described in the statement of our main the-
orem, Theorem 1.2.

Definition 4.1. Fix parameters b,m,x >0, 7 € (%, 1), and a point p €
R3\ BE(0). Let M(b, 7,7, r, p) denote the set of triples of pointed orientable
complete (b, 7)-asymptotically flat 3-manifolds (M, g,p) such that Ry > 0,
Ric(g) > —2kg, Ha(M,Z) =0, m(g) < m, and p = ®(p), where ® is the
asymptotic coordinate chart of (M, g) as in Definition 1.1. We will often use
M as an abbreviation for M(b, 7,m, k, p) when the meaning is clear from
context.

For each (M, g,p) € M, we define u', u?, u3 to be the unique g-harmonic

functions asymptotic to the coordinates 2!, 22, 23 defined by ®, normalized
so that
(4.1) (ut(p), u?(p),u*(p)) = (0,0,0).

Convention: since we will always be working in a fixed M =
M(b,7,m,k,p) from now on, we suppress any dependence on the quan-
tities b, 7, m, and k when we talk about what quantities a constant C' must
depend on, as well as whenever we say that something is “sufficiently large”
or “sufficiently small”.

With this convention in place, Theorem 1.2 can be rephrased as follows.
Given M and any r, & > 0, there exists 0 > 0 such that for all (M, g,p) € M,
if m(g) < ¢, then the Gromov-Hausdorff distance between the geodesic ball
B, (p) and the Euclidean ball BZ(0) is less than e.

For our proof, we will need to use points ¢4; that are far from B,(p)
in the three coordinate directions, where we have strong estimates from

asymptotic flatness, and then we will integrate inwards to obtain estimates
in B,(p).
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Notation: for L > 1 and for i = 1,2, 3, we define points ¢,; := ®~!(Le;)
and q_; := ®~1(—Le;), where e; = (1,0,0), ez = (0,1,0), and e3 = (0,0,1).
Whenever we introduce the parameter L, we are also introducing the
points q;.

The next lemma, which may be thought of as a refinement of Lemma 3.2,
tells us that at any point ¢ near the far away point g, Vu' can be ap-
proximated by the tangent vector of the minimizing geodesic connecting ¢
to a point in B, (p), while the other Vu/’s are nearly orthogonal to it.

Lemma 4.2. Let (M,g,p) € M and let r,e > 0. For sufficiently large L,
depending on both r and €, the following holds. Fixi = 1,2,3. For any min-
imizing geodesic o; from any x* € B,(p) to any qf € B1(q+i), we have

(4.2) |+ V' —ail(af) + Y (Ve o)l (g]) < e
i

Proof. Let (M,g,p) € M, fix r >0, and consider the case when ¢ €
B1(g+i)- The case involving g_; is similar. Thanks to Lemma 3.2 and the
gradient bound (3.12), the current lemma really just depends on the rela-
tionship between the coordinate directions and the geodesics. To be precise,

(4.3) Vu' —il(q) < [Vu' = 0

(47) + 102 — oil(q7),

and then Lemma 3.2, together with uniform asymptotics, implies that
|Vu? — 8,:|(q}) becomes small as L becomes large. So it suffices to con-
trol |0y — o}|(¢}) if we want to control the left-hand side of the inequality.
Meanwhile,

(VoD (q)) < V!, 0,)|(q)) + |V |05 — o7l(q))
(4'4) < Ori, Ox)(q7) + |02 || VU — 04 |(q7)

+ |V [|0y — il (a7)-

As L becomes large, the first term of the right-hand side becomes small if j #
1, and the second term becomes small because of Lemma 3.2 again. Finally,
the gradient bound (3.12) tells us that it suffices to control |0, — o}|(g}) if
we want to control the third term.

To summarize, we need only prove that |0, — o}|(¢f) can be made
arbitrarily small by choosing L sufficiently large (depending also on r).
This is just a property of uniform asymptotic flatness. Suppose that the
desired statement is false. Then there exists an g9 > 0, a sequence of
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(Mg, gk, pr) € M and Ly — oo, and points ql’-':k € Bi(q+ik), 5, € Br(pr) and
minimizing geodesics o;;, from x7 to ¢, such that

(4.5) |0 — U?’:,k"gk (QZk> 2 €0-

We will obtain a contradiction from a blow-down argument. There exists a
radius 7 independent of k that is large enough so that Sy encloses B, (py). De-
fine ¥y, : R3\ B%,IF(O) — R3\ BE(0) to be the scaling diffeomorphism given
by ¥ (Z) = Lkic.klt follows from uniform asymptotic flatness that

12 gy ) O
(46) (RPN B (0,31 i= L@ o) k) <=5 (R*\ {0},0),
and

(4.7) g0 < |0pi — O-’;,k‘gk (qz*k) = |0z — 6£,k|§k(q;k)’

where ¢} = (1/),;1 ) @k)(qjk) and 7; , is 11),;1 o ®;, composed with the part of
o; 1 lying outside Mp. Observe that our definitions imply that g; x — e;.

Fix a small § > 0. The assumption that Sr encloses B, (px) guarantees
that for large enough Ly, ;; must connect qj ;. to the sphere Ss. Since o; 1,
is a geodesic with respect to g, it must have a subsequence that converges
to a Euclidean geodesic ;o that connects e; to a point on Ss. Since we
understand the direction of this line segment at e; well, it is easy to see that
we can force |0z — &7 |(e;) < %60 by choosing ¢ sufficiently small. It then
follows that for large enough k, we have

(4.8) |03 — 7} k3. (G1) < <o,

which is a contradiction. O

Proposition 3.3 tells us that m(g) bounds the L? integral of |V2u|. In the
following proposition, we will apply the segment inequality (Theorem 2.2)
in a similar manner to how Cheeger and Colding applied it in [11], in order
to obtain estimates that hold along certain geodesics. We will also integrate
along geodesics that go out to (near) g; in order to bring the estimates from
Lemma 4.2 inward from the asymptotic regime to certain geodesic segments
inside the ball B, (p). This proposition will serve as the main technical tool
to establish the almost Pythagorean identity in the next section.

Proposition 4.3. Let (M,g,p) € M, 0 < p <min(r,1), and € > 0. Then
for sufficiently small m(g), depending onr, p, and €, the following holds. For



764 D. P. Kazaras, M. A. Khuri, and D. A. Lee

eachi=1,2,3, let X(y) denote the u' level set containing y. For any points
x and y satisfying B,(x), B,(y) C B, (p), there exist points x* € B,(x), y* €
B,(y), z € ¥'(y), and a minimizing geodesic o from x* to z such that for
any s € [0,d(z*, z)] and any minimizing geodesic s from y* to o(s), we have

3

d(z*,z) pd(y*,o(s)) .
(49) / / S V2| (3, (1)) dt ds < .
0 0

j=1

Moreover, for one of the two signs + or — (the correct one depending on x,
y, and i), we have

d(z*,z) ) )
(4.10) / £V — o'+ Y (Vo) | (o(s)) ds < e.
0 .
J#i

Y (y)

Figure 1: A depiction of the objects appearing in the proof of Proposi-
tion 4.3. Here Yi(y) is the level set of u’ passing through %, and the large
purple ball represents B, (p), whereas the small blue balls represent B,(x),

B,(y), and Bp(q4).
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Proof. Let (M,g,p) € M, 0 < p < min(r,1), and € > 0, and fix i. Suppose
that x,y are points such that B,(z), B,(y) C Br(p). Our goal is to show
that for any € > 0, we can find points z*, y*, z and geodesics such that the
estimates (4.9) and (4.10) hold for sufficiently small m(g).

In order to find these points and geodesics, we fix L > r, which gives rise
to points ¢+;, and later we will see how large L needs to be (depending on
r, p, and ¢) for the following constructions to give the desired estimates. For
ease of notation, let us define f := Z?Zl |V2u/|. As long as L > r, we can
apply the Cheeger-Colding segment inequality (Theorem 2.2) to the function
f on Bgr(p) with 1 = B,(y) and Q9 = Byr(p) to obtain

/ F(&r1,&2) d&r déa
B,(y)x Bar(p)

< CL(4L) (1B,(y)| + |Barp))) /B g
sL\D

(4.11)

where d€1, d€s, and dV are all notations for the Riemannian volume measure
with respect to g. Applying the mean value-type inequality (2.4) to the d&;
integral on the left, we see that there exists y* € B,(y) such that

. |B4L(P)|>
| ; c. 1Bar(p)| dv.
(4.12) /Bu(p) Fry*, &) déa < 2C5(4L) (1 1B, /BsL(p)f "

We apply the segment inequality again, but this time to the function
Sy (€) := f(&) + Fr(y",€) on Bur(p) with Q1 = By(x) and Qs = By(q+i)-
Note that for sufficiently large L, we have B,(q4i) C Bar(p), so the segment
inequality applies. Thus

/B (@)% B, (¢4:) (]:f(£17§2) +‘Fff(y*,~)(§1752)) dfl de
(413) p\T)XBp(q+i

< Cu(2L) (1B ()] + | By(gs)) /B U av.
4L \P

This time we apply the mean value-type inequality (2.4) to the full product
integral on the left to find z* € B,(x) and ¢ € B,(q4;) so that

Fi@*,a7) + Fry ) (0°,05) < 204(2L) (\Bp@c)r * |Bp<q+z->\>

X (/ de—l—/ ]-}(y*,-)dV) )
Bar(p) Bar (p)

(4.14)
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Combining (4.12) and (4.14) then produces

]:f(iﬂ*aq;'k) + ‘Fff(y*,')('r*7q’2k)
1 1 | Bar(p)|
<alb) (erm\ " \Bp<q+¢>r> (1 T 1B,(v)] ) /B< fav
P)
)]

) ) |Bar(p)l
<0 (g ) (1 By i51)
B 1 2dv 2
X [ BsL(p)| </BsL(p) ! )

1 1 ‘B4L(p)’
<G(l) <|Bp(m)| - B, (Q+z)|> <1+ [By(y) >
x B (p)|? (1447Cym(g))? ,

(4.15)

where the second inequality follows from Holder’s inequality, and the last
inequality follows from (3.13) in Proposition 3.3 and the definition of f.
Ricci volume comparison tells us that |Bgr(p)| < |Bg;*|, which is
bounded above in terms of L. To bound the p-balls from below, note that
uniform asymptotics tell us that if B is any unit ball sufficiently far out in
the asymptotically flat end, then |B| > 1 (since 4; is greater than 1). For &
equal to any of x, y, or p, if L is large enough, then By () will contain such
a ball B, and thus |Br(£)| > 1. Then by Bishop-Gromov relative volume

comparison (Theorem 2.1), we have

B," B,"

(4.16) B 2 [y Br@)] > (5

and thus |B,(£)| is bounded below by a positive constant depending on L
and p. Inserting these bounds into (4.15), we have

(4.17) Frla*, q7) + Fr, (@, ) < Oa(L, p) - m(g)?.

Both summands on the left-hand side of (4.17) are nonnegative, so the right-
hand side of (4.17) bounds each individually. If we unwind the meaning of
the bound on the second term, it tells us that for any minimizing geodesic
o from x* to ¢}, we have

N =

d(z*,q;)
(4.18) /0 Fi(y*,o(s)) ds < CalL, p) - m(g)?,
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and then unwinding the definitions further, we see that for any minimizing
geodesics s from y* to o(s), we have

d(z*,q;) pd(y*,0(s)) i
(4.19) | F((6)) dt ds < Co(L, p) - m(g)?

Suppose for now that u'(z*) < u'(y). We will discuss the general case
at the end of the proof. Lemma 3.2 guarantees that for sufficiently large L,
u'(g}) > u'(y), and thus the geodesic o must pass through the level set ¥(y).
We choose z to be such a point of intersection, and then (4.9) will hold for
sufficiently small m(g), depending on r, p, ¢, and L (while L > r itself needs
to be chosen sufficiently large).

Meanwhile, the bound on the first term of (4.17) says that

d(z*,q7) 3 , .
@) [ S VR (s) ds < Caflp) o)
j=1

and we will use this to help us prove the remaining estimate (4.10). This
is the only part of the proof that requires us to take L sufficiently large,
depending on ¢, since we want access to the estimate from Lemma 4.2.
Fortunately, we can still allow the smallness of m(g) to depend on L in order
to compensate for this. For each s € [0,d(x*, z)], we apply the fundamental
theorem of calculus and the Cauchy-Schwarz inequality, together with (4.20)
to find

. ) d(z~,q7) )
IV — o'|(o(s)) — [V — of|(q) < / V24| (0(3)) d3
(4.21) d(a*,0(s))
S CQ(va) . m(g)E,
. S d(z*,q7) 5 o
(Vad, o)) (0(s)) — | (Ve o) () < / V20 |(0(3)) d
(4.22) d(a,0(s))

< Co(L, p) - m(g)?,

for j # i. Integrating (4.21) and (4.22) over s from 0 to d(z*, z), we find
d(z*,z) ] )
(4.23) / VU — o) () + 3 [V, 0" (o (5)) | ds
0 —
J#

< d(z*,2) [ 3Ca(L,p) - m(g): +|Vul — o'|(g]) + Y _ (V! o)|(q])
Ji
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We claim that for some mq(r, L, p), if m(g) < mg, then d(p, z) < Cy(r) for
some constant Cy(r) that depends only on r. Since the proof of this claim is
fairly involved, we will prove it as a separate lemma (Lemma 4.4) after the
end of this proof. Since d(p, z) < Cy(r), we have d(z*, z) < Co(r) + r by the
triangle inequality. By Lemma 4.2, for sufficiently large L > r depending on
€, we have

o |(qf AN [C P —
(124)  |Vu \<q1>+§il<v N < ey

We now select a specific L, depending on r and ¢, large enough so that the
above holds. Given this choice of L, we just need m(g) small enough so that
Cy(L, p) -m(g): < £ in order to ensure estimate (4.9), and also (Co(r) + r) -
3Cy(L, p) - m(g)? < 5 and m(g) < mo(r, L, p), which combines with (4.23)
and (4.24) to ensure estimate (4.10) with the “+” sign.

Note that we can do the exact same construction using B,(g—;) in place
of B,(q+i). In this case, u’(g}) < u'(y) for large L, and if u(z*) > u'(y), then
we obtain the point z and the same argument proves the desired result, ex-
cept that now (4.10) has the “—” sign, because of the sign in Lemma 4.2.
However, it is possible that the x* obtained from the ¢; construction has
u(x*) > u'(y), while the z* from the ¢_; construction has u(z*) < u(y), in
which case neither construction yields the desired z. This is not really a prob-
lem since this can only happen if B,(x) intersects X'(y), which is actually
a good case for our applications. Nonetheless, it is always possible to find
the desired z by performing the two constructions simultaneously to obtain
a single z* that works in both the g1; construction and the g_; construc-
tion, and then of course we must either have u(z*) < u’(y) or u(x*) > u’(y).
Since analogous arguments are given in the proof of Proposition 4.5 below,
we omit the full details here to show that it is possible to find a single x*
for both constructions. Instead, we simply mention that the main step is to
obtain versions of (4.13) integrated over B,(x) X B,(q4s) x B,(q—;) where
the integrand only depends on variables (£, &2) and another where the in-
tegrand depends only on variables (£1,&3). By adding these two integrals
and applying the mean value-type inequality (2.4) to the sum, the desired
single z* is obtained. These steps correspond to (4.38)-(4.40) in the proof of
Proposition 4.5, and we refer to that portion of the manuscript for further
details. (|

The next result confirms the claim used at the end of the proof of Propo-
sition 4.3, concerning the boundedness of d(p, z).
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Lemma 4.4. Following the construction and notation used in the proof of
Proposition 4.3, for any r > 0, there exists a constant Cy(r) such that for
any choices of L large and p € (0, min(r, 1)), there exists mo(r, L, p) such that
if m(g) < mo, then for any x,y with B,(x), B,(y) C Br(p), the resulting z
obtained in the proof of Proposition 4.3 satisfies

(4.25) d(p, z) < Co(r).

Proof. Suppose the statement is false. Then there exists » > 0 such that
for any positive integer k, there exist large Ly and pg € (0, min(r, 1)),
and a sequence {(Mpy, gr1,Pr1)}>, in M with the property that
lim; 00 m(gk,) = 0, and there exist xy;,yx; € My, such that resulting zy
satisfies d(pg 1, 2zk,1) > k. In order to avoid use of double subscripts, we will
“pretend” that for each k, we have already selected an appropriate [ and
just consider a single sequence (My, g, px) with points xy, yx, 2k, and so on,
but remember that we have the freedom to force m(gx) to approach zero as
fast as we like (relative to Ly and py) by choosing a suitably large [ for each
k.

Without loss of generality, assume we are in the case where zj lies on a
minimizing geodesic oy, from x} to (¢44)r (as opposed to (¢—;i)x), and that
Ly, are uniformly large enough so that ®4((¢;)x) lies outside the coordinate
radius |p| + 1. We will obtain a contradiction by proving the following two
convergence statements (for some subsequence):

(4.26) (Vu};,a;)gk (zx) — 0,
(4.27) |Vuy, — O';g|gk (zx) — 0,

which are in obvious conflict.

Our first task is to show that for large k, zx must lie in the asymptotically
flat coordinate chart of (My, gx). Let S be a coordinate sphere enclosing the
point p € R", say of radius |p| + 1. Then there exists a fixed A (independent
of k) so that ®,'(S) is contained in the geodesic ball By (py) in Mj. Now
suppose that zx does not lie outside @;1(5), and that k is large enough
so that d(py, z) > 2r + A. Since (gf); must lie outside of ®,'(S), the ar-
clength parameterized geodesic o starting from z7, must reach z; before
reaching @, ! (.S) for the last time; we will denote the parameter value of this
last time by s. Thus, s > d(x}, 2) > d(pg, z) — d(x}, pr) > 7+ A. On the
other hand, since o is a minimizing geodesic and oy (sy) € @;1(5) we have
sk = d(xf, o (s)) < d(xf, pr) + d(pr, ok (sk)) < r+ A, which is a contradic-
tion.
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Hence z; lies outside q),;l(S ), and in particular, it lies in the asymptot-
ically flat coordinate chart. Since d(pg, z;) — o0, it follows that the coordi-
nate radius of z;, which we will denote by A := |®(zx)|, also approaches
infinity. Then by Lemma 3.2, we can see that in order to prove (4.26), it
suffices to show that

(4.28) (Opiy 01) g (2) — 0.

Next we follow the same blow-down argument as in the proof of Lemma 4.2.
There is a radius 7 independent of k such that S; encloses B, (p). We
consider the scaling diffeomorphism 9y (Z) = A\ and the metric g :=
A2 (@ o k) *gr on the R3\ Bf}le(O)7 which converges in C? to the Eu-
clidean metric on R?\ BE(0) for any fixed § > 0. Meanwhile % := (¥} " o
D) (z;) subconverges to some z,, on the unit sphere, and the geodesics
O = ¢k_1 o &, o o, subconverge to a Euclidean line segment 04, joining 2z
to a point on Sy.

We claim that the i-th coordinate of z,, must be zero. From the proof of
Lemma 3.2, specifically (3.11), we know that there exist constants c; such
that for all £ € My \ (My)r,

(4.29) Ju (€) — @},(6) — x| < Crl@(O)T,

where Cj is independent of k. Using the fact that u} (z) = ul(yx), we then
have

(4.30) | (2n)| < Juk(ye) — cxl + CLy T

Since yi € By(p), the first term on the right is uniformly bounded in k by
the maximum principle. Indeed, the function u}C — ¢ is harmonic on (Mp )z
and its Dirichlet boundary values on this domain are uniformly controlled
by (4.29). Dividing (4.30) by Ag, it follows that the i-th coordinate of Zj
converges to zero, proving the claim.

Using the claim, we see that o is a line segment from the point zo, in
the 2 = 0 equator of the unit sphere to a point on Ss, and so this Euclidean
line segment must be nearly orthogonal to 0, at z.. Since d can be chosen
to be arbitrarily small, it follows that

(4'31) <al'i70-;<:>gk (Zk) = <aar1a 52}>§k (Ek) — 07

completing the proof of (4.28) and hence (4.26).
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Next we prove (4.27), and this is where we will use the fact that m(gy) —
0 as quickly as we want. We also need L; — oo, which is true since

(4.32) k < d(pr, zi) < d(pr, xy) + d(zy, 2) < +d(@”, (6)r),

and if Ly were bounded in k, then the right side of the inequality above
would be bounded in k. Since Ly — 0o, we can use Lemma 4.2 to see that

(4.33) Vg = oilg. ((a)x) = 0.

Combining this with (4.21), we obtain the desired convergence (4.27) as long
as

(4.34) Cs(L, i) - m(gr)? — 0,

where Co(Lyg, pr) is the same constant described in the proof of Proposi-
tion 4.3. But as explained at the beginning of the proof, it is possible to find
such a sequence. Hence we have the desired contradiction and the result
follows. O

In (4.20), we saw how to obtain a Hessian bound along a geodesic con-
necting two points, as long as we are willing to perturb the end points. In
the next proposition, we generalize this idea to obtain Hessian bounds along
two geodesics, simultaneously, which connect three (perturbed) points. We
do this so that we can obtain Hessian bounds along one of those geodesics,
while simultaneously having {Vu ?:1 almost form an orthonormal frame at
one of the endpoints.

Proposition 4.5. Let (M,g,p) € M, 0 < p <min(r,1), and ¢ > 0. Then
for sufficiently small m(g), depending on r, p, and €, the following holds.
For any points x and y satisfying By(x), B,(y) C By(p), there exist points

z* € By(x), y* € By(y), and a minimizing geodesics v from y* to x* such
that

d(y*,z*) 3 A
(4.35) / S92 |(9(s)) ds < =,
0 -
7=1
and

(4.36) > VUL, V) (y*) - 67 < e.
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Proof. As in the proof of Proposition 4.3, let (M, g,p) € M, 0 < p < r, and
e > 0. Suppose that x,y are points such that B,(z), B,(y) C B,(p). Let L >
r and consider the corresponding point ¢41; we only need one of these points
for this construction. Later, we will see how large L needs to be in terms
of r, p, and €. We claim that we can find z* € B,(x), y* € B,(y), and ¢* €
B,(q+1) and geodesics v from y* to 2* and 1 from y* to g41 such that

d(y*.a*) 3 ) dy*,q7) 3 5
(4.37) / > IV |(y(s)) ds + / STV (1 (s)) ds <e.
0 . 0 -
Jj=1 j=1

The first term gives us (4.35) while the second term will be used to give
us (4.36) via the fundamental theorem of calculus (FTC).

We already saw in the proof of Proposition 4.3 how to construct the
desired z*, y*, and ~, or the desired y*, ¢*, and ~; in the claim above.
Specifically, see (4.20). The only complication is that we want the same
y* in both constructions. Note that this is the exact same issue that was
mentioned at the end of the proof of Proposition 4.3. This can be accom-
plished by integrating over the product of three p-balls centered at x, y,
and ¢41. Applying the Cheeger-Colding segment inequality (Theorem 2.2)
to f:= Z;’Zl |V2u/| on Ba,(p) with Qi = B,(z) and Q2 = B,(y) and then
trivially integrating over an extra variable in B,(q41) gives

/ Fp(&1, &) déy déo d€s
(438) B, (x)xB,(y)xB,(q41)
< Cy(1)|Bolas1)| (1Bo(a)| + B, (y)]) / fav.
B, (p)

Similarly, for sufficiently large L, applying the segment inequality to f on
Byr(p) with Q1 = By(y) and Qs = B,(¢+1) and then trivially integrating
over an extra variable in B,(x) gives

/ Fr(&2,83) d&1 déa dé3
(4.39) By (2)x By (y)x By (g+1)
< C2L)|By(@)| (1By(y)] + |Bplas1))) / fav.
Bar(p)

Adding these together bounds the integral of Fr(&1,&2) + Fr(&2,&3), so that
using the mean value-type inequality (2.4) on the triple product B,(x) x
B,(y) x Bp(g+1) tells us that there must exist 2* € B,(x), y* € B,(y), and
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q* € B,(q4+1) such that
Fr(@y*) + Fr(y™. q")

1 2 1
(140) < G(L) <|Bp<x>\ TBWl \Bp<q+1>\> /B4L<p>fdv

where the second inequality follows from the same arguments as in Propo-
sition 4.3, which involved volume comparison to bound the volumes of the
p-balls from below, the Holder inequality, and the Hessian estimate (3.13)
from Proposition 3.3. Note that the bound on the first term of (4.40) already
gives us (4.35), but we want to prove that (4.36) holds simultaneously.

This is where we use the bound on the second term of (4.40), and we
must take L to be large depending on € so that we can invoke Lemma 3.2. Let
~1 be a minimizing geodesic from y* to ¢*. Then the FTC, Cauchy-Schwarz,
and the gradient bound (3.12) from Proposition 3.3 imply that

3
S (Val, Vud)(y*) — 67
2,j=1
3 . . 3 d(y*.q*) 3 .
@) < 30TV =20 [ 9 () ds
ij=1 j=1

3
< Y WV, V) (q) = 69| + 20 Fi (y". q),

where we used the definition of F; in the last step. By Lemma 3.2, we can
bound the first term on the right by § by selecting a specific sufficiently
large L (depending on r and ¢), and (4.40) says that the second term on the
right is bounded by C,C1 (L, p) - m(g)é, which can be made smaller than §
for sufficiently small m(g), depending on ¢, L, and p. Hence we have (4.36),
and we also have (4.35) from the bound on the first term of (4.40). O

In addition to being able to show that the vectors {Vu'}3_; are almost
orthonormal at a point y* near a given point y, we can also show that they
are almost orthonormal in an integral sense.
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Lemma 4.6. Let (M,g,p) € M and fix a radius r > 0. Given £ > 0, for
sufficiently small m(g), we have

(4.42) / (Vu', V) —§9|dV <& forall i,j=1,2,3.
B.(p)

Proof. According to [5, Theorem 1.14], under a Ricci curvature lower bound,
there is a uniform constant C7 depending on k and 7 such that

(4.43) / lo —@|2dV < Cl(r)/ |Vp|?dV
B.(p) Bs,(p)

for all ¢ € C*°(Bs,(p)), where @ is the average value of ¢ in B,(p). Here
we follow our convention of suppressing dependence on k. Applying this
inequality with ¢ = (Vu!, Vu/) — §% produces

/ (Vu!, Vul) — 69 — p|* dV
B.(p)

<C 7“/ V(Vul, V) |2 dV

(4.44) 1(r) BM)I ( )

< Cl(r)cg/ (V22 + |Vl ?) dV
Bsr(P)

< 32nCh (T)Cgm(g),

by Proposition 3.3. Next, observe that for any p < r, the mean value-type
inequality (2.4) implies the existence of p* € B,(p) such that

—~12 02(7“)
"< 1B,

However, we will need a refined version of this inequality in which it is
valid simultaneously with a bound giving smallness of |¢(p*)], as in Propo-
sition 4.5.

To achieve this, recall that in both the proofs of Proposition 4.3 and
Proposition 4.5, we saw that

(4.45) lo(p™) — m(g).

(4.46) / Fi(€1,6) déy dés < C3(r, L) - m(g)?,
B, (p)xB,(q+1)

where f = 327 | |V?u/| again, and the L parameter determines the location
of q+1. Recall that this was proved by combining the Cheeger-Colding seg-
ment inequality with the mass inequality. Combining this with (4.44) and
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using m(g) < m yields
(4.47)

/ (!so - o’ (&) +/ ff(fl,fz)d&) dé < Cy(r, L) -m(g)2.
B, (p) B,(g+1)

Therefore, by the mean value-type inequality (2.4), there is a p* € B,(p)
such that

(148)  lo") — @l + / Fy(v", &) déa < Cs(r, L, p) - m(g)?,
B,(q+x)

where the |B,(p)| term has been absorbed into the Cs with the aid of the
volume lower bound argument from Proposition 4.3. Finally, note that the
smallness of the integral on the left-hand side is what was used in the proof of
Proposition 4.5 to establish (4.36), so for any £, there exists sufficiently large
L and then sufficiently small m(g) such that |p(p*)| < 9. Hence by (4.48),
we can also force |@| < 2e. Inserting this back into (4.44), and using Holder’s
inequality, along with the volume comparison |B,(p)| < | B, |, gives the de-
sired result. g

5. The Almost Pythagorean Identity

The estimates along geodesics collected in the last section will now be used
to establish a quantitative version of the Pythagorean theorem, in analogy
to the original almost Pythagorean identity in [10]. This result, Lemma 5.1
below, plays a leading role in the process of almost splitting along harmonic
level sets. The fact that we can carry out this almost splitting in multiple
directions, leads to Gromov-Hausdorff closeness to Euclidean space when
the mass is small.

Lemma 5.1 (Almost Pythagorean identity). Let (M,g,p) € M, and
let rye > 0. Then for sufficiently small m(g), depending on r and e, for any
x,y € B,(p) and any i = 1,2, 3, there exists z € %(y) such that

(5.1) |d(z,2)? + d(y, 2)* — d(z,y)*| <e,

and also d(p, z) < C(r) for some constant C(r) depending only on r.

Proof. Let (M, g,p) € M, let r,e > 0, fix 4, and pick z,y € B, (p). Choose
p € (0,min(r, 1)) and we will see later on how much smaller p needs to be. In
particular, B,(z), B,(y) C Boa,(p). Let €9 > 0. We will see later how small it
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needs to be, but for now, apply Proposition 4.3 to the points z,y in the ball
Bs,(p), using this 9. So for sufficiently small m(g) depending on 7, £y, and
p, we can find points z* € B,(z), y* € B,(y), z € X'(y), and a minimizing
geodesic o from z* to z such that for any s € [0, d(z*, z)] and any minimizing
geodesic v from y* to o(s), we have

d(z*,z) pd(y*,o(s)) 9
(5.2) ) V2| (75 (8)) d ds < o,
0 0
and
d(z*,z) )
53 [ 1w et as <
0

for some choice of +. We will not need the terms involving j # ¢ here. Let
us assume that this estimate holds with the “+” sign, since the “—” case is
similar. Moreover, d(p, z) < C(r) where C(r) := Co(2r), where Cy(2r) is given
by Lemma 4.4.

Define T' := d(x*, z), so that o(T) = z, and define I(s) := d(y*, o(s)), so
that vs(I(s)) = o(s). Note that

(5.4) T <d(z*,p) +d(p,z) < 2r+C(r),
and
(5.5) I(s) <d(y*,z*) +d(z*,0(s)) < 4r +d(z*,2) < 6r+C(r).

It is well-known that I’(s) exists for almost every s. By the first variation of
arclength, I'(s) = (¢/(s),74(l(s))). By the fundamental theorem of calculus
(FTC),

(5.6)
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where we used (5.3) and (5.5) in the last line. Next observe that for any
t €[0,1(s)], the FTC says that

(Va' (75 (U(5))), 74 (U(s)))

5.7 ) I(s) )
(51) (VGO0 + [ V) ar

Integrating this, we obtain

T rl(s) )
A(A (Vu (a(U())),A4(0(5))) dit s
T rl(s) )
Sé.é f??f»%w>ﬁﬁ
(5.8) +/0/0 /t V20| (v5(7)) dr dt ds
T
< [ WO ~ uu(0)) ds + Carz
OT
=A(wdm)uwww+@mm

where the second inequality follows from the FTC, (5.2), and (5.5). Since
z € ¥¥(y), we may use the FTC again to see that

T .
- [ (vt o)
T
— [ 1 @) - Vo), o' 0)] di

T
<s-T +/ lo" — V'u|(o(t)) dt

< s—T + ey,

where we used (5.3) in the last line. We can connect this back to the in-
tegrand of (5.8) by using the gradient bound (3.12) to see that |u’(y*) —
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u'(y)| < Cgp. Combing this with (5.6), (5.8), and (5.9) yields

(d(y*a Z)2 - d($*> y*)Q)

| =

T
< / (s =T) +eo+ Cgplds + (Ci(r) + Ca(r))eo
(5.10) 0

- _%Tz + T(e0 + Cgp) + (Ci(r) + Ca(r))eo
< —éd(x*, 2)? + C3(r)(e0 + p).

It is clear that analogous arguments may be used to obtain a lower bound
of the same form, and hence

(5.11) ‘d(x*, 2)% +d(y*, 2)* — d(z*, y*)Q‘ < Cs(r)(e0 + p).

Finally, to replace z* and y* by = and y, note that d(z,z*) and d(y,y*)
are less than p and that the distances d(z*, z), d(y*, z), and d(z*,y*) are
all bounded in terms of r. From this, simple use of the triangle inequality
implies that

(5.12) |d(z,2)* + d(y, 2)* — d(z,y)?| < Ca(r)(eo + p),

for some new constant Cy4(r). Lastly, we can see that if we choose both ¢g
and p to be smaller than ﬁ(ﬂ’ then the desired estimate (5.1) holds for
sufficiently small m(g), as determined by Proposition 4.3 with these choices
of r, g, and p. O

The following lemma could have been stated as part of the previous
lemma, but we choose to break up the exposition. It helps us to use the
harmonic functions u* to approximate distances.

Lemma 5.2. [In addition to the conclusions stated in Lemma 5.1, we have
the following estimates:

(5.13) |d(z,2) — lu'(x) — u’(z)H <g,
and for any second index j # i we have
(5.14) |/ (z) — ! (2)] < e.

Proof. Continuing on from the proof of Lemma 5.1, with the same notation,
we again assume we are in the case where estimate (5.3) holds with the
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w_»

“+” sign, since the case is similar. Going back to Proposition 4.3, this
corresponds to when u*(z*) < u'(z). Then by the FTC,

[0 (27) = i (2)] = d(a", 2)]
= |(w(2) — u'(z")) = d(a", 2)|

d(z*,z) ‘
/0 [(Vu',0') = (o', 0")] (o(s)) ds

(5.15)

d(z*,z) )
< / Vi — of| (o (s))ds
0
< €o,

where we used (5.3) in the last line. Meanwhile, if j # 4, the FTC gives us

(5.16) ’uj(:z:*) — uj(z)| = < €0,

d(z*,z) )
/0 (Vu?, o) (o(s)) ds

where the inequality follows from the bound on the second term in (4.10)
from Proposition 4.3.

Using the gradient bound (3.12) to estimate |u/(z) — u/(2*)| < Cgp for
j =1,2,3, and combining this with (5.15) and (5.16), we obtain

|| (z) — u'(2)| - d(@,2)| < &0+ (Cg +1)p

(5.17) W (z) — W ()] < 0 + Cgp,

for j # 4. From this it is clear that if we select p and g sufficiently small,
we obtain the desired estimates (as well as the ones from Lemma 5.1), for
sufficiently small m(g) depending on these choices of r, &g, and p. 0

6. Proof of the Main Theorem

We will prove Theorem 1.2 by showing that for any radius ¢ > 0 the
Gromov-Hausdorff distance between B,(p) C M and the Euclidean ball
BE(O) can be made arbitrarily small by choosing the mass to be suffi-
ciently small. To this end, consider the map u: B,(p) — R? defined by
u(z) = (u'(z),v?(z),u?(x)). This is the only place where we use the conven-
tion in Definition 4.1 that u(p) = 0. The first step of the proof of the main
result is to demonstrate that u is an e-isometry onto its image for suffi-
ciently small mass. The second step is to ensure that the Hausdorff distance
between the image u(B,(p)) and BE(0) is less than ¢ for sufficiently small
mass. Thus, u will give rise to the desired Gromov-Hausdorff approximation.
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Theorem 6.1. Let (M,g,p) € M(b,7,m,k,p) and fix a radius r > 0.
Given € > 0, there is a 6 > 0 such that if m(g) < ¢, then for all x,y € B, (p)
we have

(6.1) |d(z,y) = u(z) —u(y)|| <e.

Proof. In this proof we use the notation ¥(m) to denote any quantity that
can be made arbitrarily small by choosing m(g) sufficiently small, while
keeping all of the other quantities (b, 7,m, k, p), as well as r, fixed. It suffices
to prove that

d(z,y)* = [u' (z) —u' (y)]” + [u* () - w?(y)?

(62 + a2 — () + w(m).

By Lemma 5.1 with ¢ = 1, there exists 2’ € X'(y) N Be(,(p) such that

d(z,y)? = d(z,2')? +d(z', y)* + ¥(m)

(63) _ \ul(a:) _ ul(y)‘Q + d(:z:’,y)Q + \Il(m)a

where we used (5.13) from Lemma 5.2, and u'(2") = u!(y), as well as the
fact that |u'(z) — ul(y)| < 2Cer to obtain the last line. By repeating this
argument with ¢ = 2 for the points 2/, y € Be(,(p), there exists 2 € X?(y) N
BC(C(T’))(p) such that

(6.4) d(',y)* = |[u*(2') — u?(y)]* + d(2",y)* + ¥ (m).

Doing it one more time with ¢ = 3 for the points 2",y € Bee () (p), there
exists " € X(y) N Be(c(c(ry)) (p) such such that

(6.5) d(z",y)* = [u’(@") = u?(y)|* + d(z"", y)* + ¥(m).
Putting the last three equations together, we have

d(z,y)* =|u' () — u' (y)]” + [u?(2") — u*(y)?

(6.6) 4 |u3($//) . US(y)P +d(z", y)2 + T(m).

See Figure 2 for a visualization of this construction. Furthermore, by re-
peated application of (5.14) of Lemma 5.2 (as well as bounds on all of the
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23(y) z" ‘ Y
ZHy)
i ."'4 7"
xr
Z%(y)

Figure 2: This illustration depicts the construction used in the proof of
Theorem 6.1. The point z is “quasi-projected” three times onto u', u?, and
u? level sets passing through y. The projection is accomplished by shooting
geodesics, denoted by o in the proof of Lemma 5.1, towards far away points
g+1, q+2, and g+3 (not shown). Note that these geodesics start at perturbed
points that lie within B,(x), B,(z’), and B,(z").

u? differences), it follows that

d(z,y)* = [u'(z) — u' (y)]” + [u?(z) — P ()] + [’ () -’ (y)?

(67) +d(z",y)* + T (m).

It remains to show that d(z",y) = ¥(m). First observe that the triangle
inequality plus repeated application of (5.14) of Lemma 5.2 implies that
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3
D ut(a") — ' (y)]
i=1

= [u! (@) = w} ()] + [ (@") = ()] + o (@) = ()]

=0
(68) < Jul (@) = ! (@) + Ju' (2") = ! (@)] + |0 (@) = ' (v)
N’

=0
+u?(2") = w?(@")| + [u? (") — WP (y)]
=0

= U(m).

This estimate is the main tool that will be used to prove that d(z",y) is
small. The basic intuition is that { V!’ ?:1 is close to forming an orthonormal
frame at a point near y, and from there we can use a Taylor expansion
to control distance in terms of change in u’. As usual, we must employ
perturbations in order to have effective pointwise bounds.

To carry out this intuition, let g > 0 and p € (0, min(r, 1)), and recall
that Proposition 4.5 on the ball Bec(c(r))) (p) states that for sufficiently small
m(g) depending on C(C(C(r))), €0, and p, we can find points z* € B,(z")
and y* € B,(y), along with a minimizing geodesics v from y* to 2* such that

d(z*y*) 3 5
(6.9) / S92l (7(s)) ds < o,
0 i=1

and

(6.10) (Vu', Vud) (y*) — 6] < eo.

Next, define

(6.11) = ch-u’ where ¢; := (u' o) (0) = (Vu', ) (y").
i=1

We provide some motivation for 4. Note that if {Vu ?:1 were an honest
orthonormal basis at y*, then the ¢;’s would be the coefficients of the unit
vector +/(0) with respect to that basis, and thus we would have +/(0) = Va
at y*. Therefore changes in this @ along -+, which we know should be small
because of (6.8), should match distances up to first order. Meanwhile, the
error beyond first order can be controlled by the Hessian.
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Although we do not have orthonormality, (6.10) does imply that £y can
be chosen small enough to guarantee that

3
(6.12) > >

i=1

l\')\»i

One can see this by applying the Gram-Schmidt process to the almost or-
thonormal frame {Vu’(y*)}3_; to produce a true orthonormal basis (close
to this set of gradient vectors), and then proceed to show that the ¢;’s are
close to the coefficients of 4/(0) in that orthonormal basis; these linear alge-
bra computations are straightforward but tedious. The Taylor expansion of
u oy at 0 reads

(6.13) (@o)(t) = (woy)(0) + (uo7)(0) -t +R(t),

where the remainder term R(t) satisfies the estimate

(6.14) () < t/ |(a s)|ds.

Note that (@o~) (0) = Z?:l ¢? by construction, and substituting t =
d(z*,y*) in the Taylor expansion (6.13) then yields
3
(6.15) (u(y”) —u(z”)) + <Z C?) ~d(x%,y7) + R(d(z7,y")) = 0.
i=1

Estimating the first term, we find that

jay™) —u(z™)] < ( SHPZICZ\Z!U ) —u(a”)]

(6.16)
< Cy Z | (y 2|+ 2Cgp)

=U(m )+6C§

by (6.8). While estimating the third term of (6.15) using (6.14) produces

d(z*y*) 3 ,
[R(d(z",y%))| < d(z7,y") (sup; \Cz‘!)/o > [V (y(s)) ds
i=1
< 2C(C(C(r)))Cgeo,

(6.17)
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where (6.9) was used for the second inequality. Invoking the triangle inequal-
ity and then inserting (6.16), (6.17), and (6.12) into (6.15), we obtain

d(z" y) < d(x*,y*) + 2p

<2 [\p( )+ 6C2p +2C(C(C(r)))Cgeo] + 2p.

(6.18)

From this it is clear that d(z",y) = ¥(m), because we can select g9 and p
small enough to make their contrlbutions to the above expression as small
as we like, and according to Proposition 4.5, we accomplish this by selecting
m(g) sufficiently small with respect to r, £, and p. O

As mentioned, the previous theorem implies that for any r,e > 0, the
Gromov-Hausdorff distance between B, (p) and u(B;(p)) can be made less
than e by choosing m(g) sufficiently small. But more than that, the estimates
imply that the image u(B,(p)) lies in the Euclidean ball B¥__(0). Hence,
in order to complete the proof of Theorem 1.2 it only remains to show
that for small enough mass, every element of BE(0) is Within a distance ¢
from the image u(B,(p)). That is, given a point x = (x!,2% 23) € BE(0),
we must produce a point w € B,.(p) whose image under u is near z. Given
the intuition that u is supposed to be near the map ® — p, our method of
producing w is to start with the point p, follow the gradient ﬁow for Vu'!
for time z!, then follow the gradient flow for Vu? for time z2, and finally
follow the gradlent flow for Vu? for time 3. However, as has been the case
throughout this paper, we will have to make small perturbations at each
step in order for this to work.

For each i =1,2,3, let v!: M — M denote the gradient flow for u’,
defined by the requirement that %wé(q) = Vu'(yi(q)) and j(q) = q for
any q € M. Note that since u' is harmonic, its gradient is divergence-free,
and hence (T/’t) dViyi(q) = dVy, where dV, represents the volume form at
the point g. Or in other words, the flow is measure-preserving. Motivated
by [26, Lemma 2.1], we now show that the gradient flows may be used to
approximate distances in the direction orthogonal to level sets in M, which
is what is needed to implement the argument described above.

Lemma 6.2. Let (M,g,p) € M, 0 < p <min(r,1), and € > 0. Then for
sufficiently small m(g), depending on r, p, and €, the following holds. For
each y € M and to > 0 with d(p,y) + Ceto + p < r, there exists y* € B,(y)
for which

(6.19) [u (v,) —u ") —toes| <,
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for each j = 1,2,3, where e1, ea, e3 is the standard basis in R3.
Proof. The estimate to be proved is equivalent to
(6.20) [ (7, (")) — ' (y") = 68| <e,

and we can estimate the left side using the FTC:

[ (G -) a

< /0 |(Vul, Vo) - 59| ( (y") .

ul (] (y")) — i (y) — 89t =

(6.21)

We will use Lemma 4.6 to show that we can bound this quantity.

First observe that the global gradient bound (3.12) of Proposition 3.3
implies a uniform estimate on the distance the flow can move in a fixed time.
That is, for any £ € M, we have

02 awd(©.0 < [ |5 u]as= [ Ivwwienlas < ot

Combined with the assumption d(p,y) + Cgto + p < r, it follows that if £ €
B,(y), then ¢ (£) € B,(p) for all t € [0,¢]. Using Fubini’s Theorem and the
measure preserving property of the gradient flow, we have

[ ([ ot v - o idcen) ave
B,(y) \JO
_ /O 0 </Bp(y) |<VUZ,VU]> _ 57«]|(¢i(§)) (U’i)*deZ({)) dt

tO . . ..
= / (/ [(Vu', Vul) — 6|(n) an> dt
0 ¥i (B, (v))
to . . ..
< / ( / (Vi Vud) mw) dt.
0 B.(p)

Combining this with (6.21) and the mean value-type inequality (2.4), we
can find a point y* € B,(y) such that

P

(6.23)

(6.24) [ (9. (5)) — wi(y") — 69tg] < e / (Y, Vud) — 89| V.
1Bo(y)| JB,.(p)
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By Lemma 4.6, the right side can be made less than ¢ for sufficiently small
mass, since the |B,(y)| term can be handled as in the proof of Proposi-
tion 4.3, giving us the desired estimate (6.20). O

We are now ready to complete the second step in the proof of our main
Theorem 1.2.

Theorem 6.3. Let (M,g,p) € M(b,7,m,k,p). Given g, > 0, there is a
6 > 0 such that if m(g) < 6, then the Buclidean ball By(0) C R? lies within
an e-neighborhood of u(B,(p)), where B,(p) is a geodesic ball in (M, g).

Proof. First, set r = 3(Cy + 1) where Cy is the global gradient bound con-
stant from Proposition 3.3. We will apply the previous lemma with this
choice of r. Let z = (2,22, 23) € Bg_a/z(()). Our goal is to produce a point
w € B,(p) such that |u(w) — z| < €/2, when m(g) is sufficiently small.

The point w will be found by applying Lemma 6.2 three times. Let w; :=
p and apply Lemma 6.2 with y = wq and to = z! to find a point wi € B,(w;)
such that

(6.25) ’u(iﬁ;l(wf)) —u(w]) — xlell < ¢e/16.
Now define wy := 9L, (w}) and apply Lemma 6.2 with y = wy and t( = 2?
to find a point w; € B,(w2) such that

(6.26) lu(v2: (w3)) — u(wh) — 2es| < e/16.
Note that by (6.22) we have

(6.27) d(p, w2) = d(p, Y3 (w})) < d(p, w}) + d(w], Yy (w}))
' < p+ Cya' < 0+ Cyo,

and therefore the conditions of Lemma 6.2 are satisfied here since

(6.28) d(p,y) + Cyto + p = d(p, wa) + Cyz® + p < 2Cg0 + 20 < 1.
Defining w3 := 3,2 (w3), we do this one more time with y = w3 and tp =«
to find w3 € B,(w3) such that

3

(6.29) lu(¥ds (wy)) — u(wh) — 2’es| < e/16.
Again, the assumptions of the previous lemma are valid since

d(p, w3) + d(w}, V3 (w3))

<
(6.30) = “ )
< d(p, wa) + d(w2,w3) + Cgx” < 20 + 2Cyp,
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which implies that for this choice of y and %,
(6.31) d(p,y) + Cgto + p = d(p,w3) + Cga® + p < 3(Cy + 1)o = 1.

We now claim that the point w := 92, (w}) has the property we desire
if we choose p appropriately. Simply by using the triangle inequality and
breaking down = = Z?:l x'e;, we can estimate

3
(6.32) ) — 2] < ; (Ju(yh: (w])) — u(w)) — a'e;| + [u(wf) — u(w;)|)

< 3e/16 + 9C;p,

which may be made smaller than /4 by choosing p small enough. From our
construction, we know that w € B,(p). The only thing left to verify is that
w € B,(p). For this, we use Theorem 6.1 to see that for small enough mass,
we have

d(w,p) < [a(w) —u(p)| +e/4
= |u(w)| +¢/4
<lz|+e/d+¢e/4
<(o—¢€/2)+¢e/2=p.

(6.33)

g

Proof of Theorem 1.2. Let (M,g,p) € M(b,7,m,k,p), and let o > 0. The
statement of Theorem 1.2 is equivalent to saying that for any € > 0, there
exists § > 0 such that if m(g) < 8, then dar(B,(p), By (0)) < &, where dgg
is the Gromov-Hausdorff distance. By Theorem 6.1, we can choose § so that
dam (By(p), u(By(p))) < €/2 and also that u (By(p)) C By, (0). By Theo-
rem 6.3, we can also choose § small enough so that dgp (u(B,(p)) , B5(0)) <
£/2. The result then follows from the triangle inequality for dgy. O

7. Proof of Theorem 1.3

Consider the first part of Theorem 1.3. For this we can follow the same
line of argument used to prove Theorem 1.2. We need only identify which
propositions and lemmas use the nonnegative scalar curvature assumption
directly. It turns out that only Propositions 3.1 and 3.3 use this hypothesis
directly. All other results rely on nonnegative scalar curvature solely through
these two propositions. Here is our modified version of Proposition 3.1, which
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loosens the nonnegative scalar curvature assumption, but also requires a
Ricci lower bound.

Proposition 7.1. Let (M,g,p) be a pointed orientable complete (b, T)-
asymptotically flat manifold with Ho(M,Z) =0, Ric(g) > —2kg, and
m(g) < m. Further assume that Ry, > |X|> +div X —, for some vector
field X € C1,_s(M) and some nonnegative function ¢ € L'(M) supported
in My. For sufficiently large ro > 0 (depending on #, b, and 7) and r1 > ro,
there exist constants C(7,rg,71,b,7,m,K) and é(F,r0,71,b, 7,m, k) > 0 such

(71) Suerl |u‘ < C(f’ o, 71, ba T, m, F”-)a

where u is an asymptotically linear harmonic function (as defined in Sec-
tion 2) whose average over Ay, ,, is zero.

Proof. Choose rg > 7 large enough (depending on b, 7) so that g is uniformly
equivalent to the Euclidean metric on M \ M,,, and let r; > ro. We will
show that the X term can essentially be ignored, and that the 1 term has
a negligible effect. Within the mass inequality (Theorem 2.4) and the scalar
curvature assumption, we may integrate the divergence term by parts to find

[V2ul? 2
16mm(g) > / < + (IX]? +divX —v) |Vu|> av
M\ [Vl

\V2U’2 2 2
> + | X[7 - [Vul = | X] - [Vou] = 9| Vul | dV
M [Vl

[VZul* 1
> S| X|7 - [ Vu| = ¥[Vaul | dV
> [ (G + 5IXP 19ul = ulvu

2/ Q‘V\/|Vu|‘2dV—(supM%\VuDé,
M

(7.2)

where Young’s inequality was used in the third line, and ||z <€
together with (3.2) was used in the last line. Note that the hypothesis
X e Cl2_ 5 guarantees that all terms involving X are integrable, and that
the boundary term arising from integration by parts vanishes.

Following the next steps of the proof of Proposition 3.1, we see that in
place of (3.6) we obtain
(7.3)

IVul?dV < Ci(ro,m1,b,7,1m) + Ca(ro,71,b,7) - (supyy, ’VU\)252-
Avg/2,2m
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This may be combined with (3.7), (3.8), the Sobolev inequality for C C H?,
and the maximum principle for u, all of which remain unchanged, to produce

(7.4) supyy, lu| < Cs(rg,r1,b,7,m) + Cy(ro,71,b,7) * (supM? |Vu|) é.

Next we use the Ricci lower bound in order to invoke the Cheng-Yau gradi-
ent estimate. In particular, choose p(7,7g,b,7) small enough so that every
p-ball centered at points q € M; is contained in M,,, then we can apply
Theorem 2.3 to the balls B,/5(q) C B,(q) to get

(7.5) supyy, |Vu| < C5(7,70,b, 7, K) - supyy,  |ul.

This estimate shows that for sufficiently small £, the second term on the
right side of (7.4) can be absorbed into the left side, proving the desired
inequality. O

Remark 7.2. In view of the application of Young’s inequality in the proof
above, it is clear that the |Xl|§Z term in (1.3) in the hypotheses of Theo-
rem 1.3 can be replaced by C|Xl‘§, for any constant ¢ > %.

In order to prove Theorem 1.3, for every lemma and proposition depend-
ing on Proposition 7.1, we will have to add hypotheses involving 7 and £, but
in addition to that, in view of (7.2) and the proof of Proposition 3.3, we see
that the biggest change is that we have to replace (3.13) of Proposition 3.3
by

(7.6) /M V22V < C, b7, ) - [mlg) + 6] an)] -

From there on it just means that every assumption of smallness of m(g)
should be replaced by smallness of the sum m(g) + [|[¢| 1 (ar)- Of course, we
will also need to alter the family M to include the parameter £ controlling
%1/ 1 (a1), chosen small enough so that Proposition 7.1 holds.

For the second part of Theorem 1.3, we will show that the assumption
that Ry, is bounded above by some constant Cy implies that H*(M;,Z) = 0
for sufficiently large [. Suppose that was not the case. Then there would
be a subsequence with non-vanishing second homology, which implies the
existence of an outermost minimal surface ¥; in (M, g;). According to [24,
Lemma 4.1], which does not require nonnegative scalar curvature, each com-
ponent of ¥ is a 2-sphere. If K;, A;, and v; denote the Gaussian curva-
ture, second fundamental form, and unit normal of ¥;, respectively, then
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the Gauss-Bonnet and the traced Gauss equation tell us that

47 < K;dA,;
>

1 .
(77 = [ 5 (Ro = AP = 2Ricy (v, )
b

1

Since m(g;) — 0, the Riemannian Penrose inequality [6] implies that |%;| —
0 as well. Therefore we have a contradiction, completing the proof of Theo-

rem 1.3.

Remark 7.3. Careful examination of the proof above shows that all we

really needed was to assume that || R} || s,y < Co for some p € (1,00].
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