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The spin structure functions of the proton and the deuteron were measured during the EG4 experiment at
Jefferson Lab in 2006. Data were collected for longitudinally polarized electron scattering off longitudinally
polarized NH3 and ND3 targets, for Q2 values as small as 0.012 and 0.02 GeV2, respectively, using the
CEBAF Large Acceptance Spectrometer. This is the archival paper of the EG4 experiment that summarizes
the previously reported results of the polarized structure functions g1, A1F1, and their moments �1, γ 0, and
ITT, for both the proton and the deuteron. In addition, we report on new results on the neutron g1 extracted by
combining proton and deuteron data and correcting for Fermi smearing, and on the neutron moments �1, γ 0,
and ITT formed directly from those of the proton and the deuteron. Our data are in good agreement with the
Gerasimov-Drell-Hearn sum rule for the proton, deuteron, and neutron. Furthermore, the isovector combination
was formed for g1 and the Bjorken integral �

p−n

1 , and it was compared to available theoretical predictions. All of
our results, to the best of our knowledge, provide for the first time extensive tests of spin observable predictions
from chiral effective field theory (χEFT) in a Q2 range commensurate with the pion mass. They motivate further
improvement in χEFT calculations from other approaches such as the lattice gauge method.

DOI: 10.1103/PhysRevC.111.035202

I. INTRODUCTION

The study of nucleon structure has been an active field of
research ever since the discovery that nucleons were com-
posite [1–3]. It is now well known that the nucleon, like all
hadrons, is made of partons (quarks, antiquarks, and gluons)
and that its structure is dominantly ruled by the strong nuclear
interaction described by quantum chromodynamics (QCD)
[4,5]. However, the behavior of the QCD coupling constant αs

[6–8] determines that our understanding of nucleon structure
at long distance is not as developed as that at short distance. At
high energy-momentum (short distance) typically well above
the GeV scale, αs � 1, which allows us to treat QCD per-
turbatively. Presently, the approximations of observables are
typically known to order α3

s , and some to α5
s . However, at low-

energy momentum, αs � 1, and a perturbative expansion in
αs becomes inapplicable. The problem is further complicated
by the rise of complex phenomena, e.g., the confinements of
partons, the emergence of hadronic degrees of freedom or the
spontaneous breaking of QCD’s near SU (3)L × SU (3)R chiral
symmetry. In this domain, due to the lack of a mature analytic
technique based on the QCD Lagrangian, effective theories
or models are often used. In particular, chiral effective field
theory (χEFT) [9], based on the observed spontaneous break-
ing of the chiral symmetry in hadronic states, has successfully
predicted hadronic observables at low energies.

The principle of χEFT is that it describes the nucleon
in terms of effective hadronic degrees of freedom instead
of the fundamental quark and gluon fields. It is completely
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nonperturbative in terms of αs because it employs series
whose expansion parameters are based, e.g., on the pion
mass, the nucleon-�1232 mass gap or the characteristic
energy scale of the chiral symmetry breaking. However,
while leading-order (LO) calculations of χEFT are relatively
tractable, next-to-leading-order (NLO) and higher order
calculations are much more involved. An important
experimental task is therefore to provide precise hadron
structure data that can test, and potentially guide, χEFT
calculations and other approaches to nonperturbative QCD.
Such data must cover the domain of low momentum transfer
squared (Q2) where χEFT applies, typically below a few
tenths of GeV2. Especially important in this context are low
Q2 nucleon spin structure data [10–18] which are challenging
to obtain experimentally but are crucial for the development
of χEFT [19]. One such experimental endeavor is that of the
Jefferson Lab (JLab) Experimental Group EG4, constituted
of experiments E03-006 and E05-111 that used the CEBAF
Large Acceptance Spectrometer (CLAS) in Hall B [20]. EG4
was designed to test χEFT predictions by precisely measuring
the longitudinal spin structure function g1 and its moments
for the proton and the deuteuron down to Q2 � 0.01 GeV2.
These low Q2 data, reported in two letters [21,22], provided
benchmarks for χEFT calculations. This document is the
archival article that presents in detail the EG4 experiments,
data analysis procedure for the inclusive scattering channel,
results on the proton and the deuteron, and followup analysis
and results on the neutron spin structure functions. Additional
results on the target- and double-spin asymmetries of pion
electroproduction are available [23], but these were focused
on the semi-inclusive channel and are not included here.

The article is arranged as follows: In Sec. II we present the
formalism of unpolarized and polarized electron scattering.
We introduce the nucleon structure functions, their moments,
and polarized sum rules, which are relevant not only for test-
ing χEFT but also to form observables that have no known
method of direct measurement. In Sec. III we describe EG4
and the special features that distinguish it from other CLAS
experiments. In Sec. IV we describe the analysis procedure
of extracting the polarized yield differences from the data. In
Sec. V we describe the Monte Carlo simulation, the normal-
ization of the data using the elastic scattering yield, and the
extraction of the structure function g1. In Sec. VI A we present
results on g1, A1F1 of the proton and the deuteron, followed by
the procedure to extract the neutron g1 results in Sec. VI B. We
present results for and discussions of all the moments in Sec.
VII. We then summarize, conclude, and provide perspectives
in Sec. VIII. All results on the structure functions and their
moments reported in this article are included as Supplemental
Material [24].

II. FORMALISM

All formalism presented in this section is based on
Ref. [10] or Ref. [14], and the algebraic manipulations therein.

A. Inclusive electron scattering

Within the approximation of one-photon exchange be-
tween the lepton and the target (Fig. 1), the scattering process

FIG. 1. The one-photon exchange process of polarized electron
scattering off a polarized nucleon. The 4-momenta of the incident
and the scattered electrons are k = (E , k) and k′ = (E ′, k′ ), respec-
tively, and the helicity of the incident electron is indicated by the thin
arrows. The nucleon target, if at rest, has P = (M, 0) and its spin is
indicated by the outlined arrow.

is described by two kinematic variables: the virtuality of the
exchanged photon Q2 ≡ −q2 and the invariant mass of the
photon-target system W ≡

√

(q + P)2. The virtual photon can
be viewed as a probe of the substructure of the target nucleus
(or nucleon) and Q2 describes the (inverse) space-time resolu-
tion of the probe. For the fixed-target case, one has

Q2 = 2EE ′(1 − cos θ ), (1)

where θ is the scattering angle of the electron, i.e., the angle
formed by k and k′, and

Wnucl =
√

M2
T + 2MT ν − Q2. (2)

Here MT is usually the mass of the nuclear target in the case
of nuclear scattering. However, when we study inelastic scat-
tering from the nucleons, the nucleon mass M is used instead:

W =
√

M2 + 2Mν − Q2. (3)

Unless indicated otherwise, Eq. (3) will be used hereafter
for the definition of the invariant mass. Alternatively to W ,
one may characterize the scattering process using the Bjorken
scaling variable [25] x ≡ −q2/(2P · q) = Q2/(W 2 − M2 +
Q2), or for fixed targets:

x =
Q2

2Mν
. (4)

B. Cross sections and structure functions

For inclusive unpolarized inelastic scattering off a spin-1/2
target, the differential cross section for detecting the final-state
lepton in the solid angle d	 and in the final energy range (E ′,
E ′ + dE ′) in the laboratory frame can be written as

d2σu

d	dE ′
=

(

d2σ

d	

)

Mott

×

[

1

ν
F2(x, Q2) +

2

M
F1(x, Q2) tan2 θ

2

]

, (5)

where F1(x, Q2) and F2(x, Q2) are the two unpolarized
structure functions characterizing the target structure for
unpolarized inclusive lepton scattering. The Mott cross
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section (representing scattering off a point-like, spinless, in-
finitely heavy target) is

(

d2σ

d	

)

Mott

=
α2 cos2 θ

2

4E2 sin4 θ
2

, (6)

with α the quantum electrodynamics (QED) coupling.
In the polarized case where the electrons and the spin-1/2

target are polarized along the beam direction, the helicity-
dependent cross section difference is

d2σ↑⇑

d	dE ′
−

d2σ↑⇓

d	dE ′

= −
4α2E ′

MνEQ2

[

(E + E ′ cos θ )g1(x, Q2) − 2Mxg2(x, Q2)

]

= −
4α2E ′

MνEQ2

[(

E + E ′ cos θ +
Q2

ν

)

g1 −
Q2

ν
F1A2

)]

,

(7)

where the ↑ (↓) and ⇑ (⇓) represent the electron and the
target spin directions being parallel (antiparallel) to the beam
direction, respectively. The spin-dependent properties of the
target are characterized for inclusive lepton scattering by
g1(x, Q2) and g2(x, Q2), the longitudinal and transverse po-
larized structure functions, respectively. The second line on
the right-hand side (RHS) of Eq. (7) indicates that one can
extract g1(x, Q2) from this cross section difference assuming
a model for the product F1(x, Q2)A2(x, Q2), where A2 is the
virtual photon asymmetry to be defined in the next section.

C. Virtual photon cross sections

The formalism provided in the previous two sections fo-
cused on the interaction cross section between the incident
electron and the target. It is often useful to also study cross
sections for the virtual photon being absorbed by the target,
and their dependence on the photon polarization. We follow
the formalism of Refs. [5,26,27].

The photon polarization 4-vector, eμ, includes two trans-
verse polarization modes that satisfy e2

T = −1 and a longitu-
dinal polarization mode that satisfies e2

L = 1. The total cross
section of the photon absorption by the spin-1/2 target can
be separated into two terms: the longitudinal and transverse
virtual photon cross sections

σL =
4π2α

K

[(

1 +
ν2

Q2

)

F2

ν
−

F1

M

]

, (8)

σT =
4π2α

K

[

F1

M

]

, (9)

which are associated with the longitudinally and transversely
polarized virtual photons, respectively. The virtual photon
equivalent energy K (sometimes called virtual photon flux)
in Eqs. (8) and (9) is not a direct observable and different
definitions have been proposed: the Hand convention KH ≡

ν(1 − x), the Gilman convention KG ≡
√

ν2 + Q2, or using
the photon energy KA ≡ ν. For now, we will continue to use K

instead of choosing a convention. The ratio of the longitudinal

to transverse cross sections R is

R ≡
σL

σT

=
F2

2xF1
(1 + γ 2) − 1, (10)

where

γ 2 =
Q2

ν2
=

(2Mx)2

Q2
. (11)

Using the “relative longitudinal polarization” 1 of the vir-
tual photon ε, the total photon absorption cross section can be
written as

d2σu

d	dE ′
= �(σT + εσL ), (12)

with

ε =
1

[1 + 2(1 + 1/γ 2) tan2(θ/2)]
, (13)

and the photon flux factor �

� =
α

2π2

E ′

E

K

Q2

1

1 − ε
. (14)

For the polarized case, one can similarly divide the vir-
tual photon absorption cross section by a spin-1/2 target into
several components based on the polarization of the photon,
and the total spin of the photon and the target projected along
the direction of the photon momentum q (1/2 and 3/2 for the
photon spin antiparallel and parallel to the target spin, respec-
tively), and a component σI resulting from the interference
between transverse and longitudinal virtual photon-nucleon
amplitudes [5]. From these components one further defines

σT = (σ1/2 + σ3/2)/2, (15)

σTT = (σ1/2 − σ3/2)/2, (16)

σLT = σI . (17)

These spin-dependent virtual photon cross sections relate to
the nucleon polarized structure functions as

σLT =
4π2α

MK
γ (g1 + g2), (18)

σTT =
4π2α

MK
(g1 − γ 2g2). (19)

Finally, two virtual photon asymmetries are also commonly
employed. The first is the longitudinal asymmetry A1:

A1 ≡
σTT

σT

=
g1 − γ 2g2

F1
, (20)

from which we obtain

σTT =
4π2α

MK
A1F1. (21)

1It is called “photon transverse polarization” in Ref. [26]. However,
since this is the weighting factor of σL , not σT , we prefer “relative
longitudinal polarization.”
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The second is the longitudinal-transverse interference
asymmetry:

A2 ≡
σLT

σT

=
γ (g1 + g2)

F1
. (22)

The asymmetries A1, A2, and g1/F1 are related as

A1 + γ A2 = (1 + γ 2)
g1

F1
. (23)

Note that one can use either g1,2 or A1,2F1 to describe the
polarized cross section, Eq. (7).

D. Sum rules and moments of structure functions

In this section we present the Bjorken, GDH, generalized
GDH, and generalized polarizability sum rules, which all
involve moments of polarized structure functions or, equiva-
lently, σTT and σLT. For reviews of nucleon spin structure and
additional sum rules, see Refs. [12,14,15,17].

1. Bjorken sum rule

The Bjorken sum rule, derived for Q2 → ∞ using current
algebra and isospin symmetry [28,29], predates QCD and is
not a QCD prediction. However, its generalization to include
the Q2-dependence appearing at finite Q2 [30–32] stems from
pQCD. Studying the sum rule in the pQCD domain (Q2 �
1 GeV2) therefore tests whether QCD correctly describes the
strong force when spin degrees-of-freedom are explicit. The
Bjorken sum has been actively measured at CERN [33–41],
DESY [42], JLab [43–45], and SLAC [46–51], with mea-
surement agreeing to better than 10% with the sum rule
expectation [17]. Measurements performed with the higher-
energy accelerators, CERN and SLAC, provide data at larger
Q2 values, offering extensive coverage of the low-x part of
the Bjorken sum. Measurements at the lower-energy facilities,
DESY and JLab, covered the smaller Q2 range while overlap-
ping with the SLAC data. Due to their lower energy, DESY
and JLab have a limited low-x reach, which is supplemented
by extrapolating the low-x data obtained from CERN and
SLAC.

The original Bjorken sum rule (Q2 → ∞) reads

�
p−n

1 (Q2)|Q2→∞ =

∫ 1

0

[

g
p

1(x, Q2) − gn
1(x, Q2)

]

dx =
ga

6
,

(24)

where ga is the axial coupling constant measured in neutron
beta decay. Equation (24) can be generalized for finite Q2 by
accounting for gluon radiation and higher-twist (HT) effects:

�
p−n

1 (Q2) =
ga

6
f (Q2) + HT, (25)

where [30]

f (Q2) = 1 −
αs(Q2)

π
− 3.58

(

αs(Q2)

π

)2

− 20.2

(

αs(Q2)

π

)3

− 175.7

(

αs(Q2)

π

)4

+ O
(

α5
s

)

,

(26)

and HT contains higher-twist corrections proportional to pow-
ers of 1/Q2.

Beside the pQCD domain, the Bjorken sum rule is also
important at low Q2 due to its close connection to the GDH
sum rule (see next section). The behavior of the Bjorken sum
at Q2 < 1 GeV2 was precisely mapped by several experiments
at JLab [43,44,52,53]. Note that Eqs. (24)–(26) are not valid
in the low Q2 domain and Bjorken sum rule predictions are
provided by either models using nonperturbative approaches
[54–59] or χEFT calculations [60,61].

2. Gerasimov-Drell-Hearn (GDH) sum rule

The GDH sum rule [62–64] is based on dispersion rela-
tions, unitarity, relativity, and gauge invariance and is derived
for real photoproduction (Q2 = 0). Like the Bjorken sum rule,
the GDH sum rule is derived in a more general context than
that of QCD and also predates it. In particular, the GDH sum
rule applies to any type of target. For targets whose internal
structure is governed by the strong interaction, such as nucle-
ons and nuclei, the sum rule provides a path to study QCD
[17]. For real photons, the GDH sum rule gives

∫ ∞

νthr

σA − σP

ν
dν = −4π2α

κ2

M2
T

S, (27)

where σA and σP are the photo-absorption cross sections for
target and photon spins antiparallel (A) and parallel (P).
[For spin-1/2 targets, these are the same as σ1/2 and σ3/2 in
Eqs. (15) and (16).] Here, MT and S are the mass and the spin
of the target, and νthr is the minimal photon energy for inelas-
tic excitation of the target. In the context of (virtual) photon
absorption on a nucleon, this threshold energy corresponds to
the pion production threshold:

νthr = mπ +
m2

π + Q2

2M
, (28)

with mπ the pion mass. The anomalous magnetic moment
of the target κ is defined by the total magnetic moment of
the particle µ = e(Q/e+κ )

MT
S with Q/e the charge of the tar-

get in units of the elementary charge, and can be related
to the gyromagnetic ratio g as κ = g/2 − Q/e. The RHS of
Eq. (27) is −204 µb for the proton (S = 1

2 , κ = 1.793, and
g/2 = 2.793), −234 µb for the neutron (S = 1

2 , κ = −1.913,
and g/2 = −1.913), and 0.65 µb for the deuteron (S = 1, κ =
−0.143, and g/2 = 0.857). Whereas the overall consensus
[64] is that the GDH sum rule is theoretically very solid, the
question of its validity has been debated, mainly regarding
whether σTT/ν decreases fast enough with ν for the integral to
converge. Concurrently, its experimental verification has been
the focus of several experiments at MAMI and ELSA [65–69],
BNL [70], JLab [21,71], GRAAL (ESRF) [72], and HIGS
(TUNL) [73] providing results that show, given reasonable
assumptions for the large ν behavior of its integrand, the GDH
sum rule is valid for the proton to within the 10% precision of
the world data [21,22,64,74].

The GDH integral for the nucleon, when expressed with
spin structure functions using Eq. (19), is an integral over
g1 [75]. Like the Bjorken sum, the small correction from g2

vanishes when Q2 → 0, see Eq. (11). Therefore, the formal
expression of the (isovector) GDH and Bjorken integrals are
proportional, whereas the domains of applicability of the sum
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rules are disjoint at high Q2 and Q2 = 0, respectively. Several
methods have been proposed to bridge the two sum rules.
Generalization to finite Q2 values for the left-hand side of
Eq. (27) is straightforward since σTT or equivalently g1 and
g2 exist also at nonzero Q2. A commonly used definition is
[10,27]

ITT(Q2) ≡
M2

8π2α

∫ ∞

νthr

K

ν

σTT

ν
dν. (29)

Note that hereafter in this article, a line above a symbol signi-
fies that it does not include the contribution from elastic scat-
tering. At finite Q2, Eq. (29) can be expanded using Eq. (21):

ITT(Q2) =
M2

8π2α

∫ ∞

νthr

K

ν
2

4π2α
MK

A1F1

ν
dν

=
2M2

Q2

∫ xth

0
A1F1dx, (30)

where dx = (Q2/2Mν2)dν was used in the last step. The
integral ITT can thus be treated as a generalized form of the
GDH integral and can be determined from the measured
values of A1F1.

The Q2 → 0 limit for the integral of Eq. (29) can be ob-
tained by multiplying the RHS of Eq. (27) by the extra factor
( 1

2 )M2/(8π2α). Since at Q2 = 0, K
ν

= 1, it reads

ITT(Q2 = 0) = −
κ2

4
. (31)

Therefore, measuring ITT at very low Q2 also allows one to
test the GDH sum rule.

Using ITT, the Bjorken sum can be extrapolated to the real
photon point as

�
p−n

1 (Q2)|
Q2→0

=
Q2

2M2
I

p−n

TT =
Q2

8

(

κ2
n

M2
n

−
κ2

p

M2
p

)

, (32)

which should have a positive slope given κ2
n /M2

n > κ2
p/M2

p.
The above procedure generalizes only the GDH integral

but not the GDH sum rule, i.e., the RHS of Eq. (27). Other
possible generalizations of the GDH integral as reviewed in
Ref. [26] share the same caveat. To generalize the sum rule
itself, one needs to note that the integral of g1 can be re-
lated to the first forward virtual Compton scattering amplitude
S1(ν, Q2) [14,17,76] using the low-energy theorem [77].

Accordingly, a full generalization of the GDH sum rule is
[76]

�1(Q2) =

∫ 1−

0
g1(x, Q2)dx =

Q2

8
S̄1(0, Q2), (33)

where the bars and 1− indicate that the x = 1 elastic contri-
bution (quasielastic for nuclear targets) is excluded. In the
quark-parton model, this integral gives the quark polariza-
tion within the nucleon weighted by their electric charge
squared, and provides one of the ingredients for Ellis-Jaffe
sum rule [78] and Bjorken sum rule. For the generalized form
of the GDH sum rule, Eq. (33), the amplitude S̄1(0, Q2) can
be calculated in χEFT if Q2 is sufficiently low [60,61,79–
85]. The generalized GDH integrals have been measured

over an extensive Q2 range and on proton, neutron, deuteron
and 3He by CERN [33–41,86–89], DESY [42,90,91], JLab
[21,22,52,71,92–104], and SLAC [46–51,105–108]. CERN
and SLAC provide the higher Q2 coverage, with extensive
contributions to the moments from the low-x region. JLab
data cover the lowest Q2 domain. All accelerators provide
data points in the intermediate Q2 region of a few GeV or
less, including the COMPASS experiment [39–41,87–89] for
CERN, E143 [46,47,105–107] for SLAC, and HERMES for
DESY [42,90,91].

3. Forward spin polarizability γ0

The interaction of a particle with an electromagnetic field,
in our case the reaction of the target particle to the photons
exchanged with the electron beam, is dictated at first order in
the photon energy by the particle electric charge. If the beam
and target are polarized, then the target particle’s anomalous
magnetic moment also comes into play. Both the electric
charge and the magnetic moment reflect the pure elastic re-
action expected from a pointlike or perfectly rigid object.

At second order, the particle compositeness and deforma-
bility must be considered. The deformation of the particle, viz.
its internal rearrangement under the electromagnetic field, are
described by its electromagnetic polarizabilities [109]. The
forward spin polarizability γ 0 arises for the case when the
beam and target are polarized longitudinally to the beam di-
rection. Polarizabilities were initially defined for real photons
but, just like the GDH sum, they can be generalized to finite
Q2, becoming Q2-dependent generalized polarizabilities.

There is no practical method known that allows us to di-
rectly measure generalized polarizabilities. Instead, sum rules
are used to access them. For γ 0(Q2), the relevant sum rule
involves a higher moment of g1 and g2 [110–112]:

γ 0(Q2) =
16αM2

Q6

∫ 1−

0
x2[g1 − γ 2g2]dx, (34)

which can also be calculated in χEFT [60,61,79–85]. Equiv-
alently, we can write this integral as

γ 0(Q2) =
16αM2

Q6

∫ 1−

0
x2A1F1dx. (35)

Measurement of γ 0 has been carried out for the proton at
the real photon point at MAMI [69]. Measurements at small
and intermediate Q2 have been carried out at JLab on the pro-
ton [22,98,102] and neutron [19,98,103,104]. A short review
of the experimental data and predictions from χEFT, MAID
[113], and SAID [114] models can be found in Ref. [74].

E. Deuteron nuclear model

As discussed above, the GDH sum rule holds for any target
with arbitrary spin, once we replace the expressions σ3/2 and
σ1/2 with the cross sections for target and photon spins aligned
versus antialigned.

At the same time, experimental information on free
neutrons is not realistically accessible, necessitating measure-
ments on (neutrons bound in) nuclei to access the various
structure functions and integrals defined above. For the EG4
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experiment, we used the deuteron as a source of information
on (bound) neutrons. In the most naïve model, the rather
loosely bound deuteron can be thought of as a combination of
one neutron and one proton, allowing us in principle to extract
neutron structure functions after subtracting the contribution
from the proton. In reality, this interpretation is complicated
by various nuclear binding effects, including the Fermi motion
of both bound nucleons, the depolarization of both nucle-
ons through the D-state admixture in the deuteron ground
state wave function, and potential off-shell corrections to the
(virtual-) photon-nucleon interaction. In addition, the mea-
sured cross section (differences) also contain contributions not
present for single free nucleons, including two-body currents,
final state interactions and coherent production as well as the
two-body breakup of the deuteron, d (e, e′ pn).

Ideally, a rigorous test of theoretical models like χEFT
would compare observables measured on the deuteron with
calculations taking into account all of the above effects. In
practice, such calculations do not (yet) exist, and experi-
mentally, covering the entire kinematic range from two-body
breakup (2.2 MeV for real photons) to the limit of large W >

2 GeV is also extremely challenging. For example, the GDH
sum rule on the deuteron predicts a very small value for the
integral of Eq. (27) because the anomalous magnetic moment
of the deuteron is much smaller than that of the proton or
neutron (0.14 versus 1.8–1.9). This is due to a very strong
cancellation between the contribution from the two-body (pn)
breakup of the deuteron, dominated by low photon energy
of order a few MeV, and the incoherent sum from inelastic
channels on both nucleons (e.g., π production with a threshold
of over 140 MeV).

In lieu of a full theoretical description of the scattering
process on the deuteron, we use an approximation to express
structure functions of the deuteron as a sum of structure
functions of the proton and the neutron, convoluted with
their momentum and spin distribution inside the deuteron.
Here we follow the prescription of Ref. [115]. Our approach
corrects for the effects of Fermi motion and the effective
nucleon polarization due to the deuteron D-state contribution.
At the same time, experimentally, we avoid the kinematic
region where coherent and two-body breakup effects are ex-
pected to be most significant, i.e., low-energy transfer. For
this reason, we extract neutron (and deuteron) structure func-
tion results only in the region W > 1.15 GeV from our
data, corresponding to virtual photon energies in excess of
240 MeV even at our lowest Q2 point. This also minimizes
the contribution from quasielastic scattering and its radiative
tail to our data, so that we should be dominated by the sum
of contributions from the two individual nucleons. Since our
lowest Q2 bin, with a mean value of 0.017 GeV2, corresponds
to a resolution of h̄/

√

Q2 = 1.5 fm, we can also assume
that these contributions largely add incoherently, given the
root-mean-square (RMS) separation of the two nucleons in
deuterium of nearly 4 fm. The region 1.073 GeV < W <

1.15 GeV, when needed, can be augmented by a parametriza-
tion of single-pion production off protons and neutrons from
the MAID partial wave analysis [113], where multiparticle
final states do not contribute and the MAID parametrization
is very reliable.

For moments of spin structure functions, the most conspic-
uous nuclear effect, viz. smearing of the resonances by Fermi
motion, is integrated out. It vanishes exactly for first moments
and to a good approximation for higher moments. We studied
this assertion using a model for both smeared and unsmeared
spin structure functions and found no difference in the first
moments, and only minute differences in the higher moments
(γ 0) (up to 4.8%, which is small compared to our statistical
and systematic uncertainties). Thus, no corrections were ap-
plied to the data; we only account for the effective polarization
of the nucleons in deuterium when relating integrals for pro-
tons, neutrons, and deuterons, while supplementing the region
1.073 GeV < W < 1.15 GeV with the MAID parametrization:

�
d

1 =
(

�
p

1 + �
n

1

)

(1 − 1.5ωD), (36)

I
d

TT =
(

I
p

TT + I
n

TT

)

(1 − 1.5ωD), (37)

γ d
0 =

(

γ
p

0 + γ n
0

)

(1 − 1.5ωD), (38)

with ωD = 0.056 ± 0.01 [116–120] accounting for the nu-
cleon depolarization caused by the deuteron D-state.

III. EG4 EXPERIMENT

The CLAS EG4 experiment [121,122] was carried out
at JLab’s experimental Hall B in 2006. Data in the range
0.9 � W � 2.2 GeV were collected using six beam energies
and on longitudinally polarized NH3 and ND3 targets. Since
the physics goal of EG4 was focused on the χEFT domain,
data were collected with high statistics at very low Q2 values,
which enabled us to form moments down to 0.012 GeV2 for
the NH3 target. As a comparison, the previous CLAS spin
structure experiment EG1b [102] measured down to Q2 =
0.05 GeV2. Therefore, the data below Q2 = 0.1 GeV2 were
improved significantly from this experiment.

Figure 2 shows the EG4 kinematic coverage for po-
larized NH3 and ND3 targets. The beam energies used
during the experiment were 1.054, 1.338, 1.989, 2.260, and
2.999 GeV. For the ND3 target, only two beam energies 1.34
and 1.99 GeV were used. The beam polarization was on aver-
age 85% throughout the experiment, as measured by the Hall
B Möller polarimeter. The ranges in the target polarization
were (75–90)% and (30–45)% for NH3 and ND3, respectively,
measured by the NMR polarimetry.

A. Polarized electron beam and beam monitoring

For each of the three experimental halls during the JLab
6 GeV era, a 499 MHz beam was generated with the de-
sired beam current and polarization at the source. They were
then intercalated to form a 1497 MHz beam and acceler-
ated to about 45 MeV by superconducting radio-frequency
(SRF) cavities. The beam was then injected into the two
0.4 km LINACs consisting of 20 SRF cavities each. The
two LINACs are connected by recirculation arcs, forming a
racetrack-shaped accelerator. Each revolution increased the
beam energy by up to 1.2 GeV, determined by the settings of
the SRF cavities. The beam could be circulated up to 5 times
before being separated and dispatched to the three halls.
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FIG. 2. EG4 kinematic coverage (Q2 vs W ) for the NH3 (top) and
ND3 (bottom) targets.

The EG4 experiment employed beams circulated between
1 and 3 times, with the beam current ranging from 1 to 3.5 nA.
The Hall B beamline is instrumented to measure and monitor
the beam properties, namely, position, transverse distribution
(beam profile), current, polarization, and charge asymmetry
[20].

Nine RF cavities grouped in three beam position monitor
(BPM) sets, located 36.0, 24.6, and 8.2 m upstream from the
CLAS center, measured both the beam position and current.
The latter was also monitored by synchrotron light monitors
(SLM) and measured absolutely by a Faraday cup positioned
at the end of the beamline, 29.0 m downstream from the
CLAS center. The Faraday cup consisted of a 15 cm diameter
Pb cylinder of 75 radiation lengths thickness and measured
the accumulated charge. Time-derivation of the accumulated
charge provided the beam current.

The beam profile was periodically verified by running thin
wires (“harps”) through the beam and detecting scattered elec-
trons using photomultipliers (PMTs) located 10 cm from the
beamline. The harps also served to calibrate the BPMs.

The EG4 experiment used a longitudinally polarized beam.
The beam helicity was flipped at 30 Hz, taking the quartet
structure of either + − − + or − + + −, with the first helicity
window selected from a pseudorandom sequence. The beam
polarization was regularly measured by a Möller polarime-
ter set at the entrance of the Hall. It consisted of detectors,
transport and polarizing magnets, and a 25 µm thick Perme-
ndur foil (49% Fe, 49% Co, 2% Va) acting as a polarized
electron target and oriented at ±20◦ with respect to the beam-
line. A pair of 120 G Helmholtz coils thermally polarized
the foil longitudinally to 7.5%. For each beam polarization
measurement, the foil was inserted in the beam for about
30 minutes. The scattered (recoil) electrons were transported
to the detectors (two lead-glass blocks) by two quadrupoles.
The Möller asymmetry was measured by detecting the two
electrons in coincidence and compared to the well-known
theoretical expectation to obtain the beam polarization. A
30 min measurement provided a ≈1% statistical precision.
The beam polarization for EG4 was typically around 86%
[23], determined with a ≈2.5% systematic uncertainty. Two
of the Möller measurements were cross-checked with a Mott
polarimeter set in the CEBAF injector that measured the polar-
ization of 5 MeV electrons [123]. These direct measurements
were used to check the stability of the beam polarization,
while for the data analysis the product of beam and target
polarization PbPt was directly determined in ep elastic or ed

quasielastic scattering, see Secs. V A and V D.
The beam charge asymmetry, viz. the relative difference in

the number of electrons per helicity bunch, was monitored by
the BPMs, SLM, and Faraday cup and minimized by feedback
to the electron polarized source. Most individual runs had
beam charge asymmetry lower than 10−3, with a maximum
of several 10−3 for some runs.

The Hall B beamline was not equipped with a beam energy
measurement device. Instead, the beam energy was calculated
from the setting of the CEBAF magnets together with the
beam position [124]. The relative accuracy reached on the
beam energy measurement was a few 10−4.

In addition to its instrumentation, the Hall B beamline
had two pairs of magnetic coils to raster the beam over the
target. This was to spread the heat uniformly over the target to
avoid depolarization, see next section. The raster used a spiral
pattern of 1.2 cm outer diameter.

B. Polarized targets

During EG4 the polarized target was placed 1.01 m up-
stream from the CLAS center to increase the acceptance at low
Q2 by reducing the minimum angle for scattered electrons.

The targets included frozen 15NH3 and 15ND3 dynamically
polarized at 1 K with a 5 T field, as well as two carbon
targets and an empty cell for reference. These were the same
as the targets used for previous CLAS double-polarization
measurements [125]. The beam was rastered to protect the
target from overheating and to minimize depolarization. The
target density was 0.917 and 1.056 g/cm3 for NH3 and ND3,
respectively.

The structure of the target insert for EG4 is shown in Fig. 3.
The target cells were either 1.0 cm or 0.5 cm in length, for
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FIG. 3. Target insert used during the EG4 experiment, viewed
from the front (left) and back (right). The five target positions are
labeled A, B, C, D, and E, as shown, that accommodated polarized
cells, and two carbon targets and an empty cell for calibration pur-
poses. Two NH3 cells, of lengths 1.0 and 0.5 cm, were installed in
positions (A) and (B) during the first half of the NH3 run period,
and were called the “long NH3 top” and the “short NH3” targets,
respectively. During the second half of the NH3 run, two 1.0 cm NH3

targets were installed in positions (A) and (B), and were called the
“long NH3 top” and the “long NH3 bottom” targets, respectively. For
the ND3 run period only a single 1.0 cm ND3 target was installed in
position (B).

systematic studies, and were referred to as the long and short
targets, respectively. The insert was placed into the target
“banjo,” an approximately 1 liter vessel of 1 K liquid helium
at the center of a 5 T superconducting split coil magnet. A
complete description of the polarized target can be found in
Ref. [126].

C. CLAS spectrometer and the Cherenkov detector

The basic structure of CLAS is shown in Fig. 4. The
design of the CLAS detector was based on a toroidal mag-
netic field that was generated by six superconducting coils
arranged around the beamline. In the EG4 experiment, the
torus field setting was to bend electrons away from the beam-
line (outbending configuration). The magnet coils naturally
separated the detector into six “sectors”, each functioning
as an independent magnetic spectrometer. Each sector in-
cluded four sub-detectors: drift chambers (DC), Cherenkov
counters (CC), time-of-flight scintillator counters (SC), and
electromagnetic calorimeters (EC). The drift chambers were
located before, within, and after the torus magnetic field and
performed charged particle tracking, allowing for the deter-
mination of the particle momentum from the curvature of
their trajectories. The other sub-detectors were located out-
side the magnetic field region. To cover the very low Q2

region with the high detector efficiency necessary for the
absolute cross section measurements, a new CC was built by
the INFN-Genova group and was installed in Sector 6. The
main elements of this detector are shown in Fig. 5. Basic
information on the new CC can be found in Ref. [23].

FIG. 4. Side view of CLAS with the outline of the new Cherenkov detector’s segments shown in blue. A typical electron trajectory for the
electron outbending setting is shown as the (red) dashed line.
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FIG. 5. The new Cherenkov detector used by the EG4 experi-
ment. This detector consists 11 pairs of spherical mirrors that reflect
the Cherenkov light to corresponding photomultiplier tubes (PMTs).

Another special feature adopted by EG4 was a new tung-
sten cone for the Möller shield, shown in Fig. 4, which
allowed direct line-of-sight from the target at smaller scatter-
ing angles down to 5◦.

D. Trigger and data acquisition system

The main electron trigger for EG4 was formed using a
coincidence between the signals from the EC and the new
CC; consequently only 1/6 of the full azimuthal acceptance of
CLAS was used. For calibration of the new CC performance,
data were also taken using EC-only triggers.

All photomultiplier-tube (PMT) time-to-digital-converter
(TDC) and analog-to-digital-converter (ADC) signals (i.e.,
SC, EC, and CC signals) generated within 90 ns of the trigger
were recorded, along with DC TDC signals [11]. A trigger
supervisor (TS) directed all the signals to the data acquisition
system.

The offline physics event reconstruction code used geomet-
ric parameters and calibration constants to convert the TDC
and ADC data into kinematic and particle identification data.
The code cycled through particles in the event to search for
a single trigger electron—a negatively charged particle that
produced a shower in the EC. If more than one candidate was
found, then the one with the highest momentum was selected.
This particle was traced along its geometric path back to its
intersection in the target to determine the path length, which,
with the assumption that its velocity v = c, determined the
event start time. From this start time, the TOF of other parti-
cles could then be determined from the SC TDC values. The
TDC values from the EC were used when SC values were not
available for a given particle.

IV. DATA ANALYSIS

The analysis presented in this section lead to the extraction
of both the proton and the deuteron spin structure functions g1,

A1F1, and their moments, previously reported in Refs. [21,22].
We will present the general method (Sec. IV A), event selec-
tion criteria and kinematic corrections (Sec. IV B), particle
identification performance and efficiency analysis of the new
CC (Sec. IV C), and background (Sec. IV D).

A. Overview of the analysis methods

In this work, we first extracted the event yield difference
between the positive and negative beam helicity states. The
polarized cross section differences, Eq. (7), were extracted
from the yield differences as follows:

�σ||(�W,�Q2) =

∫

�W �Q2

(

d2σ↑⇑

d	dE ′
−

d2σ↑⇓

d	dE ′

)

dE ′d	

=

[

N+

N+
e

−
N−

N−
e

]

1

Ntarg

1

PbPt

1

ηdetector
, (39)

where N±
e is the number of incident electrons with helicity

±, respectively, as recorded by the Faraday cup or beam
charge monitors; N± is the number of scattered electrons
with incident helicity ±, within the bin �W �Q2, that pass
through all analysis cuts; Ntarg is the number of polarized
target nucleons per cm2; PbPt is the product of the beam and
the target polarizations; and finally, ηdetector is the product of
the acceptance and efficiency of the detector and the trigger.

In practice, we calculated the yield difference in each
(W, Q2) bin and compared to the simulated value that ac-
counts for efficiency and acceptance, and with the same
acceptance and fiducial cuts as data.

One important advantage of our method is that con-
tributions from unpolarized material cancel in the yield
differences. This is important for experiments utilizing po-
larized NH3 and ND3 targets because of the presence of
significant amounts of unpolarized material, including tar-
get windows, support, insulation, liquid helium for cooling,
and the nitrogen in the ammonia beads (the nitrogen can be
slightly polarized and is treated as a background contribution).
The remaining unknowns on the RHS of Eq. (39), PbPt Ntarg,
were obtained indirectly by normalizing the yield differences
of elastic scattering of the data to simulation, which provided
more accurate information than combining beam and target
polarimetry data (Pb, Pt ) along with information on the polar-
ized material thickness of the target.

After event selection and kinematic correction (see next
two sections), the data were divided into the Q2 bins shown
in Table I, with bin limits determined logarithmically (the
upper edge of each bin Q2

max is 101/13 of the lower edge
Q2

min). In practice, proton data exist for all 25 Q2 bins, and
deuteron data from bin 3 to 24. Our neutron results (as
presented in Sec. VI B) were extracted from combining pro-
ton with deuteron data, and thus also exist from bins 3 to
24 only.

B. Event selection and kinematic corrections

The primary signal of this analysis was the scattered elec-
trons in the inclusive mode. Multiple selection criteria were
used to select good electron events, requiring the correct par-
ticle charge (−|e|) and valid detector signals in DC, SC, EC,
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TABLE I. Q2 bins used for the EG4 inclusive channel analy-
sis. For each bin, both minimum and maximum (lower and upper
edge) are shown, with the mean Q2 value calculated as Q2

mean =
√

Q2
minQ2

max. Note that identical binning was used in the analysis of
the earlier CLAS EG1b data [102].

Q2 bin ID 1 2 3 4 5

min (GeV/c)2 0.0110 0.0131 0.0156 0.0187 0.0223
mean (GeV/c)2 0.0120 0.0143 0.0171 0.0204 0.0244
max (GeV/c)2 0.0131 0.0156 0.0187 0.0223 0.0266

Q2 bin ID 6 7 8 9 10

min (GeV/c)2 0.0266 0.0317 0.0379 0.0452 0.0540
mean (GeV/c)2 0.0290 0.0347 0.0414 0.0494 0.0590
max (GeV/c)2 0.0317 0.0379 0.0452 0.0540 0.0645

Q2 bin ID 11 12 13 14 15

min (GeV/c)2 0.0645 0.0770 0.0919 0.110 0.131
mean (GeV/c)2 0.0705 0.0841 0.1005 0.1200 0.143
max (GeV/c)2 0.0770 0.0919 0.110 0.131 0.156

Q2 bin ID 16 17 18 19 20

min (GeV/c)2 0.156 0.187 0.223 0.266 0.317
mean (GeV/c)2 0.171 0.204 0.244 0.290 0.347
max (GeV/c)2 0.187 0.223 0.266 0.317 0.379

Q2 bin ID 21 22 23 24 25

min (GeV/c)2 0.379 0.452 0.540 0.645 0.770
mean (GeV/c)2 0.414 0.494 0.590 0.705 0.841
max (GeV/c)2 0.452 0.540 0.645 0.770 0.919

and CC. The quality of the helicity signal recorded in the
data stream was examined closely and any quartet sequence
with inconsistency was rejected. Kinematic corrections were
then applied to each event that consisted of: incoming energy
loss correction, raster correction, tracking correction, momen-
tum correction, and outgoing ionization loss correction. These
corrections were checked by the position of the W peak of
ep elastic scattering, which is required to coincide with the
proton mass perfectly.

After kinematic corrections, more selection criteria were
applied. First, events must be detected in sector 6 of CLAS.
The particle momentum must be between 20% and 100% of
the incoming beam energy, and must be higher than 0.37 GeV,
corresponding to the trigger threshold set for the experiment.
The distribution of the z position along the beamline of the
electron vertex was then studied for different Q2 bins and
fitted using a Gaussian function. Only events within three
standard deviation (±3σz) of the average z position of that
bin were accepted, except for those few bins where the z

distribution was rather wide and a tighter cut was used; see
Fig. 6. These vertex z cuts ensured that data statistics were
maximized while reducing backgrounds from the beamline,
and that events scattered from the insulation layers of the
target were rejected.

A series of cuts were then applied on the event’s momen-
tum p versus polar angle θ as well as θ versus the azimuthal
angle φ to avoid the fiducial regions where the detector effi-
ciencies were low.

FIG. 6. Vertex z distribution (solid black curves) of the 1.1 GeV
NH3 target data for Q2 = (0.011, 0.0131) GeV2 (top) and Q2 =
(0.0452, 0.054) GeV2 (bottom) bins. The dashed (red) curves show
the Gaussian fit with the fitted mean and sigma values (in cm) shown
in each panel. The two dashed (red) vertical lines show the 3σz

widths. A 3σz cut is used for the bottom figure, while a 2σz (solid
blue vertical lines) is used for the top. When making these plots, all
good electron cuts except the vertex z cut were applied.

C. Particle identification and Cherenkov efficiency

Particle identification cuts were applied on the EC and CC
signals. For the EC, the ratio of the total energy deposited over
the particle momentum Etot/p within each Q2 bin was fit with
a Gaussian peak and cuts were applied to select events within
3σ from the peak center. Furthermore, the energy deposited
in the inner layer of the EC, Ein, was required to be greater
than 0.06 GeV. The same 3σ and Ein cuts were also applied to
the simulation such that a direct comparison with data could
be made to account for the efficiency of these PID selection
criteria.

Further PID cuts were applied to the number of photo-
electrons in the CC signal, requiring np.e. > 2.0 for NH3 and
np.e. > 2.5 for ND3 analysis. The CC signals must also pass
conditions that match their timing and geometrical location
with those of the EC and DC [127]. Unlike the EC, the CC
efficiency due to these PID selection criteria could not be eas-
ily obtained from detector simulation, and had to be extracted
from data and applied to the simulation. We discuss below the
details of the CC efficiency study.

The event distribution in the hit position of the CC, in terms
of θvtx, the polar angle at the interaction point, and φDC1, the
azimuthal angle in the first layer of the DC, was studied to
determine both np.e. yield and the high efficiency region of
the new CC. Both the event distribution and the np.e. depend
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FIG. 7. Fiducial cuts applied to φDC1 (offset by −30◦) vs θvtx(◦)
for the Itorus/2250A/p(GeV) = (0.6, 0.7) bin for 2.3 GeV data taken
on NH3. The color depth shows the average np.e. values for each
(θvtx, φDC1) bin. When making these plots, all good electron cuts
except the φDC1 vs θvtx fiducial cut were applied. The outer contour
shows the first-round of fiducial region that traced the region of low
event yield. The inner contour, which is the final CC fiducial cut, also
rejects regions of low np.e. values. The blank region near θ = 25◦ is
due to a low-efficiency region in the DC and is rejected from the
analysis and the simulation.

on the event hit position in the CC, and thus vary with the ratio
of the CLAS torus current over particle momentum Itorus/p,
where Itorus = 2250 A for beam energies 2.0, 2.3, and 3.0
GeV and 1500 A for beam energies 1.1 and 1.3 GeV. Figure 7
shows the np.e. distribution for one representative Itorus/p bin,
for the 2.3 GeV data collected on NH3.

For a specific Itorus/p bin, the CC efficiency for a given
(θvtx, φDC1) bin was determined by taking calibration data
that utilized EC alone for electron identification. For each
bin, we denote the number of electrons recorded in EC-only
calibration data to be N1 and among those events, N2 electrons
also pass the CC selection criteria. The efficiency, and its
uncertainty for N1 �= N2 �= 0 case, were calculated as

η =
N2

N1
, �ηN2 �=N1 =

√

N2(1 − N2/N1)

N1
. (40)

For the case of N2 = N1 or if N2 = 0, we must consider the
uncertainty due to N2 being an integer (that is, we cannot
detect half of an electron!). If N2 = N1, then we assign

ηN2=N1 =
N2 − 0.25

N1
, �ηN2=N1 =

0.25

N1
. (41)

If N2 = 0, then we assign

ηN2=0 =
0.25

N1
, �ηN2=0 =

0.25

N1
. (42)

Note that the uncertainty due to N2 being integer also exists
for the general case, but was completely negligible compared
with Eq. (40) for N1 as small as 2.

Once we extracted the CC efficiency and its uncertainty
map for given Itorus/p range and (θvtx, φDC1) bin, we matched
it to the np.e. map for the same bin. Then we fit the values of
the efficiency as a function of np.e. using the Poisson function

FIG. 8. CC efficiency (open circles) vs the number of photoelec-
trons np.e. for the Itorus/2250A/p (GeV) = (0.6, 0.7) bin (top) and
for all Itorus/p bins combined (bottom) for 2.3 GeV data taken on
the NH3 top long cell. The efficiencies and error bars were evaluated
using Eqs. (40)–(42). The fit results for the Itorus/2250A/p(GeV) =
(0.6, 0.7) bin is ηcc = 0.986 − e−0.062(x−0.44) (dashed curve), and for
the combined results is ηcc = 0.987 − e−0.040(x−18.8) (solid curve).
When making these plots, all good electron cuts were applied, thus
there is no entry below np.e. = 2 by definition. Note that even after
combining all bins, the region with np.e. � 6 has low statistics and
relatively large uncertainties.

form, see Fig. 8 top panel. We studied the efficiency fit for
both individual Itorus/p bins as well as all bins combined.
(When combining bins, we combined N1 and N2 first and then
evaluated the efficiency and its uncertainty.) We found the fit
to achieve good results for all cases, and the fit results for
individual Itorus/p bins were consistent with those achieved
by combining all bins, see Fig. 8 bottom panel. These results
were used in the simulation to account for the CC efficiency,
see Sec. V.

D. Background contamination

For inelastic scattering processes, charged pions can be
misidentified as electrons. Similarly, neutral pion decay can
produce photons and subsequently electrons via the pair
production process. Contamination from these two back-
ground processes were studied using charged pion yields, and
positron yields taken with the in-bending torus configura-
tion. The pion contamination was found to be less than 1%,
and pair production yield was on the order of 10−3 for all
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kinematics. We did not correct these backgrounds, but instead
incorporated them into the systematic uncertainties. An addi-
tional background is the electron scattering off the 15N in the
target. The 15N is slightly polarized, and thus we discuss this
background along with its correction in Sec. V H as part of the
systematic uncertainties.

V. SIMULATION AND EXTRACTION

OF PHYSICS RESULTS

As described in the previous section, this analysis was
based on extraction of polarized yield differences [ N+

N+
e

− N−

N−
e

]

from data. This was done for all Q2 and W ranges covered
by the experiment, including both elastic and inelastic scatter-
ing. By comparing (“normalizing”) the yield difference from
simulation and data in the region of the elastic (proton) or
quasielastic (deuteron) peak, factors such as beam and target
polarizations, luminosity, average trigger efficiency and de-
tector efficiencies of Eq. (39) were accounted for and did not
need to be treated or corrected separately. Then, the same nor-
malization was applied to the yield difference from simulation
of inelastic scattering. By comparing these differences to the
measured spectra, the structure functions g1 and A1F1 can be
extracted. In this section we describe the simulation procedure
and the extraction of the structure functions.

A. Simulation of (quasi)elastic polarized yield differences

A simulation for ep elastic and ed quasielastic scattering
events was performed using GSIM [128,129], the standard
CLAS simulation program, combined with an event generator
for (quasi)elastic scattering. Events were generated for ranges
of θ = (5◦, 45◦) and φ = (250◦, 325◦). The θ and φ ranges
ensured the whole Sector 6 was covered, while keeping a
reasonable generator efficiency.

Two functions were used to generate separately the proton
elastic peak and its radiative tail with appropriate relative
weights. The proton form factors were from Ref. [130], and
the radiative tail included both internal and external radi-
ation effects following the prescription of Refs. [131,132].
The depolarization effect of the Bremsstrahlung photons was
calculated following Ref. [133].

For the quasielastic events, we used a convolution pre-
scription [115] to calculate the inclusive structure function
of the deuteron stemming only from scattering elastically off
a moving proton or neutron. Radiative effects were included
using the code RCSLACPOL [102], which was based on the
treatments of Refs. [131,134]. For the proton contribution,
we used the same form factors as for elastic ep scattering;
for the neutron form factors, we used a continued fraction
parametrization [135] for Gn

M and the two-parameter Galster
fit [136] for Gn

E .
The simulated data were then passed through the GSIM

post processor (GPP) [128] to account for smearing factors in
the detectors, and RECSIS [137], the standard CLAS simula-
tion program for event reconstruction. Detailed inputs to the
simulation, GPP, and corrections applied in the reconstruction
are given below.

TABLE II. Fitting results for the wire-dependent smearing factor
used in simulation of the NH3 target. The functional form of Eq. (43)
was used for the fit. All three layers of DC used the same smearing
factor.

Eb (GeV) p0 p1 p2

1.1 1.952 ± 0.007 24.13 ± 0.12 14.18 ± 0.04
1.3 1.349 ± 0.014 24.22 ± 0.35 14.47 ± 0.14
2.0 1.837 ± 0.030 15.22 ± 0.37 9.48 ± 0.14
2.23 2.198 ± 0.021 11.07 ± 0.18 7.90 ± 0.06
3.0 2.161 ± 0.040 10.67 ± 0.30 6.70 ± 0.11

B. Energy loss correction

The beam energy measured in the experiment (Sec. III A)
was used in the simulations. The quality of the simulation was
evaluated by comparing the reconstructed W spectra of the
elastic peak to data in all Q2 bins. Special attention was paid to
the position and the width of the elastic peak because both can
affect the normalization. Because kinematic corrections were
applied to the data, the elastic peak position extracted from
data was very close to the proton mass (within ∼1–2 MeV).
However, the elastic peak position extracted from the recon-
structed simulated events was shifted from the proton mass
by several MeV due to energy loss of scattering electrons
in the simulation that were not corrected completely in the
reconstruction. To correct for this effect, we calculated the
correction Ecorr that should be added to E ′ to align the W value
of the reconstructed simulated elastic peak to the proton mass.
A linear dependence on E ′ was observed when combining
simulation of all five beam energies: Ecorr(MeV) × cos θ =
1.812 + 1.399E ′ with E ′ in GeV, and the cos θ factor was to
account for the possible θ -dependence due to most of material
being oriented perpendicular to the beamline.

C. Smearing factor for DC resolution

By comparing the W peaks of the elastic simulation with
those obtained from data, it was found necessary to apply DC
smearing in the GPP stage of the simulation. For the ND3

analysis, a single DC smearing factor for each beam energy
was used. For the NH3 analysis, we found it necessary to
adjust the smearing factor separately for each beam energy.
This was done by adopting a wire-number dependence in the
DC smearing factor of GPP. The functional form used for the
DC smearing factor y is

y = 1.0 +
p0

1.0 + e(x−p1 )/p2
, (43)

where x is the DC wire number and p0,1,2 are fit parame-
ters, see Table II. The smearing factor starts from a value
greater than 1 for low wire numbers (small scattering angle)
to approximately 1.0 for high wire numbers (large scattering
angle). The large smearing factor for small scattering angle
was possibly due to limits in the knowledge of the magnetic
field of CLAS in that region.

D. Comparison of elastic simulation with data

Figure 9 shows a representative bin for the comparison
between data and simulation for elastic ep scattering. Data
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FIG. 9. Comparison of the elastic peak summed over all good
Q2 bins, simulation (red dotted) vs data (blue solid), for the 1.1 GeV
data using the NH3 bottom target cell. The vertical dashed (red) line
shows the location of the proton mass. A single normalization factor
was tuned until the integral under the simulated elastic peak matches
that of data to within 0.2% relative. The solid (blue) and the dashed
(red) curves show fits to the proton peak of the data and simulation,
which find mean values of 0.9385 and 0.9374 GeV, and the peak
widths (σ ) of 0.0076 GeV and 0.0077 GeV, respectively. Because of
the different beam polarization and target direction combinations, the
sign of the elastic peak was arbitrary at this stage, but was corrected
for in the extraction of the structure functions.

from low Q2 bins were not used for normalization because
of the 15N elastic contamination (see Sec. V H). Both the
energy loss correction and the DC smearing were applied to
the simulation.

Careful studies were done for the elastic simulation quality
for individual Q2 bins. Gaussian fits were used to compare
the peak location and width of simulation with data to ensure
that the simulated elastic peak agrees almost perfectly with
the data (and the peak position agrees with the proton mass).
Bins where the simulated peak position or shape deviate from
data were excluded from the normalization input. This hap-
pened only at very low Q2 bins due to 15N contamination
(see Sec. V H), and at very high Q2 bins due to sensitivity
to the low-efficiency area of the DC as shown in Fig. 7. After
rejecting the very low and very high Q2 bins, we normalized
the simulated elastic peak to that from data, summed over all
Q2 bins. The normalization for the deuteron data proceeded
along the same lines, using the simulation of the quasielastic
peak instead.

The uncertainty in the elastic peak normalization included
the uncertainty in the proton form factor input [138], which
was found to be less than 2% at 1.1 GeV and increased slightly
for higher beam energies. The uncertainty due to radiative
corrections was found to be ≈1% for all energies. In addition,
we compared [130] with a recent proton form factor fit [139]

that accounted for the uncertainty in the proton radius, and
found the effect to be less than 1%. Overall, we estimated the
uncertainty in elastic normalization to be (1 + Eb)% with Eb

the beam energy in GeV. For the deuteron normalization based
on the quasielastic peak, we estimated a total uncertainty
of 10% for each beam energy, accounting for form factor
uncertainties, the observed variation of the measured yield to
simulated yield ratio with Q2, and uncertainties in the folding
and radiative correction procedure. These uncertainties were
taken into account in our estimate of the systematic uncertain-
ties (see Sec. V I).

E. Simulation of inelastic polarized yield differences

We used an event generator originally developed for
Ref. [140] and improved for EG4 to generate events dis-
tributed according to the polarized cross section model from
RCSLACPOL [102]. The generator worked in two steps: first,
it generated separate maps for radiated inclusive polarized
cross section differences

�σ = σ↑⇑ − σ↓⇑

for polarized electron scattering off a longitudinally polarized
proton or deuteron target. The map covered the 3D space of
(E ′, sin θ, φ) for ranges of θ = (5◦, 45◦), φ = (250◦, 325◦),
and E ′ = (0.2 GeV, Eb). The θ and φ ranges were identical
to the elastic scattering generator. Two such maps were gen-
erated for any given model of the double spin asymmetries
A1, A2; one for positive values of �σ and one for negative
values. Next, events were thrown according to the two cross
section maps. The events were given vertex coordinates that
were uniformly distributed over the volume of a 1 cm long
cylinder with a radius of 0.01 cm around the beamline—with
the center of this volume being at the EG4 target position of
z = −100.93 cm. Equal numbers of events were generated for
each map of �σ . The events generated were then fed into the
GSIM/GPP/RECSIS chain to create the reconstructed W, Q2

spectra from the simulation. These spectra were normalized
according to the total integrated cross section of each map.
The positive and negative �σ spectra were then combined to
form the full spectra for inelastic scattering. Careful studies
were carried out to ensure the radiative tail of elastic scattering
was subtracted from the data before they were compared with
the inelastic simulation.

F. Extraction of g1 and A1F1

Extraction of g1 and A1F1 was done by varying the struc-
ture function model used in the inelastic simulation as follows:
First, we constructed the standard simulation spectra using
the best models for the unpolarized structure functions and
asymmetries:

(i) The choice for F1,2 and R was based on the latest fit
by Bosted/Christy/Kalantarians (dated 2014), interpo-
lating to the real photon point at very low Q2. The most
up-to-date references are [141] and [142].

For asymmetries, the latest fit performed by the EG1b
collaboration [102] was used. The parametrization itself is
unpublished. The asymmetry model includes three options:
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(i) The asymmetries A1 and A2 in the resonance region
are based on a combination of the deep inelastic scat-
tering (DIS) fit with extensions into the resonance
region. A parametrized fit from MAID is used to get
the resonance behavior. All JLab data as of the early
2010’s, as well as some MIT BATES and NIKHEF
data, were used in determining the parametrization.
Sum rules are obeyed as much as possible (such as the
Burkhardt-Cottingham sum rule [143] and the Soffer
inequality [144]).

(ii) The asymmetry A1 in the DIS region was based
on a fit to world data on inclusive spin structure
functions in the DIS region (COMPASS, SLAC,
HERMES, and JLab early 2010’s) [33–39,46–
49,51,89,98,102,103,105,106,108,145–147]. The
measured A1(x, Q2) values were fit, with simple
Regge (powers of x) behavior assumed as x → 0. The
full uncertainty matrix of the fit was used to evaluate
the systematic uncertainties.

(iii) The asymmetry A2 in the DIS region was determined
from gWW

2 [148]. To evaluate systematic uncertainties,
we added an extra twist-3 term obtained by fitting to
the SLAC E155x [149] data.

After establishing the standard simulation as above, we
varied A1 by an arbitrary value, +0.1 or −0.1, for all inelastic
W values, and generated the difference in the polarized cross
section:

�σdiff = �σnonstd(A1changed by ±0.1) − �σstd. (44)

After applying the same normalization factor as the standard

simulation, the resulting simulated event count was denoted
�ndiff and was added to the standard simulation �nsim0 to
form the nonstandard spectra �nsim1, which corresponds to
the model with A1 changed by ±0.1:

�ndiff = �nnonstd(A1changed by ±0.1) − �nstd. (45)

The polarized yield obtained from data, �ndata, would
nominally agree with neither the standard �nsim0 nor the
nonstandard �nsim1, since neither model would match our
data perfectly.

By comparing the polarized yield from our data (�ndata)
with that from the standard simulation (�nsim0) and the non-

standard simulation (�nsim1), the value for g1 was extracted
as

gdata
1 = gsim0

1 +
(

gsim1
1 − gsim0

1

) �ndata − �nsim0

�nsim1 − �nsim0
(46)

= gsim0
1 +

(

gsim1
1 − gsim0

1

)�ndata − �nsim0

�ndiff
, (47)

where gsim0
1 and gsim1

1 are the g1 values used in the standard

and the nonstandard simulations, respectively. Similarly, the
value for A1F1 was extracted as

(A1F1)data = (A1F1)sim0

+ [(A1F1)sim1 − (A1F1)sim0]
�ndata − �nsim0

�ndiff
.

(48)

The ratios of �ndiff/(gsim1
1 − gsim0

1 ) and
�ndiff/[(A1F1)sim1 − (A1F1)sim0] on the RHS of Eqs. (47)
and (48) describe how the yield varies with the input g1

or A1F1 of the model, and directly affect the extraction of
these structure functions. These ratios were sensitive to the
statistical fluctuations in �ndiff , which can be large if small
W bins are used. In our analysis, these ratios were smoothed
out by taking a five-point average of adjacent W bins.

We emphasize that our method of extracting g1 and A1F1

described above does not depend strongly on the specific
models used for the Monte Carlo generator, since a larger
deviation of the model from the data would simply lead to
a larger “correction” in Eqs. (47) and (48), bringing the result
to the same final value.

G. Systematic uncertainty due to models used in the extraction

In the extraction of g1 or A1F1 described above, there can
be systematic uncertainties due to the models used for F1,2,
R, A1, and in particular, for A2, because only longitudinally
polarized targets were used in this experiment. We evaluated
the model dependence as follows: a simulation corresponding
to a variation of the input structure function was performed,
following the same method as the nonstandard simulation
(where A1 is changed by ±0.1). This variation of simulation
gave �nvar, with “var” for “variation in the input model.” The
value for g1 with this model variation was also calculated,
denoted as gvar

1 . The systematic uncertainty in the extracted
g1 was calculated as

�g
syst
1 =

[

(

gsim1
1 − gsim0

1

)

�ndiff

]

�nvar −
(

gvar
1 − gsim0

1

)

, (49)

and similarly for A1F1,

�(A1F1)syst =

[

((A1F1)sim1 − (A1F1)sim0)

�ndiff

]

�nvar

−[(A1F1)var − (A1F1)sim0], (50)

where [ (gsim1
1 −gsim0

1 )
�ndiff ] and [ ((A1F1 )sim1−(A1F1 )sim0 )

�ndiff ] are the same val-
ues as those on the RHS of Eqs. (47) and (48), extracted
from comparison between the standard versus the nonstandard
simulations. A total of six variations was performed:

(i) Variation 1: Both F1 and F2 were increased by 3%;
(ii) Variation 2: R was changed by R → R + dR with dR

the uncertainty of R given by Refs. [141] and [142];
(iii) Variation 3: The value of A1 in the resonance region

was changed to the fit before including the EG1b data
(A2 unchanged);

(iv) Variation 4: The value of A2 in the resonance was
changed to the fit before 2009 (A1 unchanged);

(v) Variation 5: The value of A1 in the DIS region was
changed by the uncertainty of the DIS fit used in the
the standard version. The full uncertainty matrix of
the fit is used;

(vi) Variation 6: The value of A2 was changed by adding
an extra twist-3 term, obtained by fitting to the SLAC
E155x data [149].
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Note that the systematic uncertainty evaluated this way can
be either positive or negative. When integrating the measured
g1 or A1F1 for the moments, the sign of the systematic uncer-
tainty was retained and there can be cancellations. However,
when combining these variations to form the total systematic
uncertainty, the uncertainty from each variation was added in
quadrature for g1, A1F1, and for the moments. Also note that
model uncertainties affect both the extraction of g1 and A1F1

directly as well as indirectly through radiative corrections that
are based on these models. Our method accounted properly
for correlations between these two effects.

H. Contamination from polarized nitrogen

The 15N in the target was slightly polarized, and scattering
from the 15N can contribute to the polarized count difference
measured in the data. The 15N contribution had three effects:
contribution of 15N nuclear elastic scattering to the proton
elastic peak; contribution of radiative tail from 15N nuclear
elastic scattering to proton inelastic scattering; and contribu-
tion from 15N inelastic scattering to proton inelastic scattering.
The first affected normalization of the elastic simulation to
the data, while the latter two affected the extraction of the
structure functions from the inelastic polarized yield.

To account for each contribution from the 15N background,
one first needs to obtain the polarization of 15N as follows: the
ratio of 15N polarization over that of the proton is about 16%
[125], and there are three protons for every 15N nucleus in
NH3. Therefore, the 15N contamination to either the inelastic
or elastic polarized yield can be obtained by multiplying the
calculated 15N unpolarized yield by the effective polarization
ratio of 15N /p = 16%/3 ≈ 5%.

The contribution from 15N nuclear elastic scattering was
calculated using the 15N form factors [150], and was found
to be problematic only in the low Q2 bins. This is because
the invariant mass W for the 15N nuclear elastic scattering,
calculated using Eq. (3), is separated from that of the proton
elastic peak (W = M) by

�W =
1

2

Q2

M2

(

M

M15N

− 1

)

M < 0, (51)

where M15N is the 15N nuclear mass. Therefore in the W

spectra, the separation the between 15N nuclear elastic and
proton elastic peaks was large enough for the two peaks to
be distinguished from each other in all data except the very
low Q2 bins. The contamination from 15N nuclear elastic
scattering to the elastic normalization was kept below 1%
by excluding elastic data below Q2 = 0.0379 GeV2 from the
elastic normalization.

The contribution of radiative tails from 15N nuclear elastic
scattering to the inelastic polarized yield was calculated and
found to be no more than 2% of the proton elastic tail itself.
Similarly, the relative contribution from 15N inelastic scatter-
ing to the proton inelastic polarized yield difference was found
to be below 0.7%. We included both effects in the systematic
uncertainty evaluation.

In the case of the deuteron, the possible corrections due to
other components in the target were somewhat larger, since
the deuteron polarization is typically a factor 2 smaller than

that of protons. In addition to the contribution from 15N, there
is also the possibility of contamination from 14N and ordinary
hydrogen in the target. A detailed study of possible correc-
tions from these contributions showed a maximum effect of
4.5% which we included in the systematic uncertainty budget
for the deuteron results.

I. Summary of systematic uncertainties

In the following, we list all systematic uncertainties that
enter our final results:

(1) Statistical uncertainty from the simulation that enters
Eqs. (47) and (48). This is typically negligible com-
pared to data statistics and is not included in the total
systematic uncertainty.

(2) Model uncertainties, analyzed by using the model vari-
ations described in Sec. V G.

(3) Systematic uncertainty due to the radiative tail from
proton elastic scattering and from radiative correc-
tions included in our Monte Carlo simulation. There
are two potential contributions to this uncertainty: the
models for the form factors and structure functions
that enter these tails and radiative corrections, and
the amount of target material traversed by the beam,
which affects the external radiative tails. The former
are “automatically” accounted for by our study of the
overall systematic effect of using different structure
function models, see Sec. V G, and by trying differ-
ent form factor parametrizations (see Sec. V D). Note
that we modified those model inputs simultaneously

in the entire analysis chain, and retained the sign and
magnitude of all variations to propagate them to the
final results for the structure functions and moments,
to properly account for correlations. The second un-
certainty comes mostly from the uncertainty of the
overall areal density of the target material, which in
turn is determined by the packing fraction. The pack-
ing fraction (PF) is defined as the ratio of the actual
quantity of ammonia target material contained in the
target cell to the ideal quantity for a complete filling of
the cell volume. While PF is not explicit in Eq. (39), it
affects the total target thickness and thus the radiative
effects in the simulation. To obtain the uncertainty
due to PF, we reran the full simulation using a set of
“alternate PF values” that differ from the nominal PF
values. The data were reanalyzed using the alternate
PF simulations and g1 and A1F1 were extracted. The
differences in the structure function results and those
obtained using nominal PF values were taken as the
uncertainty due to PF values. The uncertainty in the
PF values themselves is taken to be 0.1. The nominal
PF values used in the analysis are shown in Table III.

(4) Systematic uncertainty due to normalizing the elastic
peak of simulation to data. This includes: an uncer-
tainty of (1 + Eb)% (with Eb the beam energy in GeV)
(see Sec. V D) and the statistical uncertainty of the data
elastic or quasielastic peak (Fig. 9).
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TABLE III. Nominal packing factor (PF) values used in the anal-
ysis for each combination of target type and beam energy. See Fig. 3
for the detailed naming convention of the target cells.

Beam Energy Target Cell PF Value

1.1 GeV long NH3 top 0.717
long NH3 bottom 0.625

1.3 GeV long NH3 bottom 0.657
short NH3 0.602

ND3 0.624
2.0 GeV long NH3 top 0.716

ND3 0.764
2.3 GeV long NH3 top 0.682

short NH3 0.720
3.0 GeV long NH3 top 0.782

(5) Systematic uncertainty due to CC efficiency. This was
obtained by rerunning the analysis without applying
the CC efficiency to the simulated spectra. The differ-
ence in the extracted g1 and A1F1 from the nominal
analysis indicates the effect of the CC efficiency, and
20% of this difference was taken as the systematic
uncertainty due to the CC efficiency. Details of CC
efficiency analysis were described in Sec. IV C.

(6) Systematic uncertainty due to background contri-
butions. This includes effect from pion and pair
production background (1% of the polarized yield, see
Sec. IV D); 15N elastic tail in the inelastic region (see
Sec. V H); and the 15N inelastic scattering background
in the inelastic polarized yield, which contributes 0.7%
of the polarized yield estimated by calculating the 15N
to proton inelastic polarized cross section ratio and
applying the polarization ratio of the two.

(7) Systematic uncertainty due to event reconstruction.
Even with momentum corrections applied to both data
and simulation, the simulated elastic peak can differ
from data in its W position by a small amount (typi-
cally 1–2 MeV or smaller). To estimate the uncertainty
due to this effect, we shifted the simulated W spectra
by +5 or −5 MeV, and reran the analysis. The differ-
ence in the extracted g1 and A1F1 from the nominal
analysis was then scaled by the actual shift in the
elastic peak, obtained from figures such as Fig. 9. This
uncertainty is typically very small except near the edge
of the acceptance. When evaluating the integral of the
structure functions, the data in the single W bin on
the edge are not used because of this reason. Another
reason to exclude data from the edges is that they very
likely do not cover the full W range of the bin.

VI. RESULTS ON THE STRUCTURE FUNCTIONS

We present in this section results on the proton and the
deuteron structure functions g1 and A1F1, which were reported
previously in Refs. [21,22]. We also present new results on the
neutron gn

1 as extracted from the proton and deuteron data, as
well as their isovector combination g

p−n

1 .

A. Results on g1 and A1F1 for the proton and deuteron

In the previous section, we described the method of ex-
tracting g1 and A1F1 and the determination of systematic
uncertainties on our results. The g1 and A1F1 results ob-
tained from all target types and beam energies were then
combined. When doing so, we first checked whether any two
data sets were compatible with each other, using Student’s
t-test to compare the distributions of both data sets in the
region of common kinematics. The data were found to be
consistent.

When combining the five beam energies, the spin structure
function and its statistical uncertainty were determined as

gcombined
1 =

∑

i

g1,Ei
b

δg2
1,Ei

b
,stat

∑

i
1

δg2
1,Ei

b
,stat

, (52)

δgcombined
1,stat =

√

√

√

√

1
∑

i
1

δg2
1,Ei

b
,stat

, (53)

where g1,E i
b

and δg1,E i
b
,stat are the g1 value and its statistical

uncertainty obtained from beam energy E i
b (i = 1, 2, 3, 4, 5).

The systematic uncertainty was calculated as

δgcombined
1,syst =

∑

i

δg1,Ei
b
,syst

δg2
1,Ei

b
,stat

∑

i
1

δg2
1,Ei

b
,stat

, (54)

where δg1,E i
b
,syst is the systematic uncertainty obtained for the

data taken with beam energy E i
b. That is, both experimental

systematic and model uncertainties were weighted by the
relevant statistical uncertainties of each beam energy. The
same method was applied when combining data from different
target cell types.

Our final results for g1 and A1F1 of the proton and the
deuteron are shown in Figs. 10 through 13. Our results are
consistent with the previous data [102,103] where their cov-
erage overlap, but extend the measured Q2 range to three
times smaller values, below the pion mass squared (m2

π ). This
makes it possible to rigorously test χEFT calculations for the
nucleon spin structure functions. Comparing to our existing
A1 model, which was based on existing data prior to EG4, one
can see that it tends to be more positive than the data points,
especially at lower Q2. Our new data can help improve this
model.

B. Results on neutron g1

From our results on g1 of the proton and the deuteron, we
further extracted values for the neutron spin structure func-
tion, gn

1, which were not available previously. This extraction
is based on the simplified model of the deuteron structure
functions described in Sec. II E, where the structure functions
of the deuteron are expressed as sum of the two nucleon
structure functions, convoluted with their spin and momentum
distributions in the deuteron [115]. To extract the deconvo-
luted structure functions for a neutron at rest, we followed a
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FIG. 10. Results on g1 of the proton (red solid circles) plotted vs x, compared with our standard parametrization (blue curves) and results
from EG1b (black crossbars) [102]. The error bars are statistical only. The total systematic uncertainty is shown as the green band on the
bottom edge of each panel and includes both experimental systematics and that from models used in the analysis. The size of the total
systematic uncertainty varies from 0.013−0.15 to 0.0045−0.19, and the relative size of the total systematic to statistical uncertainties varies
from (8.0−33)% to (16−140)%, from the lowest to the highest Q2 bins. The two vertical lines in each panel indicate the location of the �(1232)
and the integration limit xhi that corresponds to W = 1.15 GeV; see Sec. VII A. Note that the Q2 bins (in GeV2) are ordered column-wise, first
from top to bottom, then from left to right.

similar procedure as for the extraction of g
p,d

1 from the data on
the proton and deuteron, described in detail below.

As a first step, we took our g
p

1 results and converted them
to the contribution from the bound proton to the deuteron spin
structure function using the folding technique of Ref. [115].
The bound g

p

1 were then subtracted from our gd
1 results to

obtain g1 data for the bound neutron gn,data,bound
1 . The data

gn,data,bound
1 were compared with expected values for the bound

neutron, gn,model,bound
1 , produced using our model of the free

neutron processed by the same folding technique, and any
observed difference is attributed to how the input gn

1 model
of the free neutron differs from reality. We then produced
a modification of the base model g

n,model−a(b),bound
1 where A1

was changed by +0.1 (−0.1) in the input, and the difference
between the modified and the original model provides infor-
mation on how much the gn

1 model of the free neutron should
be adjusted to match data. More specifically, g1 for the free

neutron is extracted as

g
n,(data,free)
1 = gn,model,free

1

+
(

g
n,model−a(b),free
1 − gn,model,free

1

)

×
gn,data,bound

1 − gn,model,bound
1

g
n,model−a(b),bound
1 − gn,model,bound

1

. (55)

Note that the two versions (a, b) of the modification produce
nearly identical results. The statistical and experimental sys-
tematic uncertainties of each of the input g

p

1 and gd
1 were

propagated to produce the experimental uncertainties in the
extracted gn

1. The uncertainty in this extraction was studied
using a similar method as in Sec. V G, but now by changing
the initial model for the neutron.

Our results for gn
1 are shown in Fig. 14. Similar to the

proton and the deuteron case, we see that the new results from
EG4 are consistent with previous results in the region where
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FIG. 11. Results on g1 of the deuteron. The size of the total systematic uncertainty varies from 0.020−0.183 to 0.010−0.294, and the
relative size of the systematic to statistical uncertainty varies from (4.3−52)% to (16−55)%, from the lowest to the highest Q2 bins. See
Fig. 10 caption for more details.

they overlap, but the best A1 model can be improved in the
lowest Q2 bins, below about 0.1 GeV2.

Finally, we show the isovector combination g
p−n

1 (x, Q2) in
Fig. 15. Comparing with Figs. 10, 11, and 14, one clearly
observes the suppression in the isovector component of the
�(1232). This has important consequences for the Bjorken in-
tegral (i.e., the first moment of g

p−n

1 (x, Q2)), see Sec. VII F,
and its comparison to χEFT [151]. Like the other EG4 results
on g1 and A1F1, Fig. 15 also makes clear that in the (x, Q2)
domain covered by EG4, the parametrization of the world data
(continuous blue line) needs to be revised.

VII. RESULTS ON MOMENTS

OF STRUCTURE FUNCTIONS

Similar to the previous section(s), we summarize the pro-
cedure to form the moments of the proton and the deuteron
structure functions, and present the results that were reported
previously in Refs. [21,22] but with updated χPT calculations.
We also present new results on the moments of the neutron
extracted directly from the moments of the proton and the

deuteron, as well as their isospin combinations �
p−n

1 and
γ

p∓n

0 .

A. General procedure used to form the integrals

To form moments of g1 and A1F1, we integrated these quan-
tities over the full range of 10−3 � x � xth (xth corresponds
to the electroproduction threshold), using our model for the
low and high x region beyond the data coverage. In addition,
for a few high Q2 bins the coverage of our data has gaps at
intermediate W values because of disabled DC wires. The
integrand over these gap regions was provided by the model
as well. The full integral, e.g., �1(Q2) was therefore evaluated
as

�1(Q2) =

∫ xlo

0.001
gmod

1 (x, Q2)dx

+

∫ xhi

xlo

gEG4 data
1 (x, Q2)dx +

∫ xth

xhi

gmod
1 (x, Q2)dx

+

∫

gaps (when applicable)
gmod

1 (x, Q2)dx, (56)
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FIG. 12. Results on A1F1 of the proton plotted vs W to emphasize the contribution of different resonance regions. The size of the total
systematic uncertainty varies from 0.0134−0.151 to 0.0045−0.190, and the relative size of the systematic to statistical uncertainty varies from
(8.2−33)% to (8.0−118)%, from the lowest to the highest Q2 bins. Note that earlier CLAS data [102] are not available for this quantity. See
Fig. 10 caption for more details.

where xlo and xhi are the lower and upper limits of the data
integration, gmod

1 is the estimate from our best model described
in Sec. V F and gEG4 data

1 is our data. The low-x integration
starts at x = 10−3 and the step size was set to dx = 10−5.

The range (xlo, xhi) of the data integration in Eq. (56) is
slightly narrower than the actual kinematic coverage of the
experiment because the data uncertainties on the edge of the
coverage are large: At large x, near the pion threshold W ≈
1.07 GeV, the polarized yield is dominated by the radiative
tail from elastic scattering and the measured polarized yield is
not sensitive to the value of g1 or A1F1; while for the low x or
large W edge of the data, the spectrometer acceptance drops
and the statistics of the data is low, see Sec. V I. Thus, the
value of xhi was chosen to be at W = 1.15 GeV and xlo was
set at a few tens of MeV below the maximum W covered by
the data. The upper x limits of the data integration ranges are
shown in Figs. 10 and 11.

Uncertainties in the model enters the integral in two ways.
First, the model enters the extraction of the data itself, as
described in Sec. V G. Second, the uncertainty of the model
integration below xlo and above xhi was evaluated by variation

of the model parameters, similar to the method described in
Sec. V G. When evaluating model uncertainties of the data
integral, the sign of each model uncertainty of g1 or A1F1 is
retained to allow partial cancellation when integrating. The
total uncertainty on the full integral was formed by adding all
experimental and model uncertainties in quadrature.

B. Latest χEFT moment predictions

In the following sections, we will compare the EG4 result
on the moments to theoretical predictions, in particular from
χEFT. We will display only two recent predictions, from
Refs. [60,61], as they supersede earlier χEFT calculations
[79,81,83,152]. The crucial advance of the latest calculations
is that they account rigorously for the �(1232) excitation. At the
same time, the approaches by Refs. [60,61] have significant
differences. The chief reason is the effective accounting of
higher-order contributions of the χEFT series by Ref. [61],
which uses a phenomenological form factor. It softens the
steep Q2-dependence otherwise seen in Ref. [60]. The soft-
ening form factor of Ref. [61] accounts for their typically
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FIG. 13. Results on A1F1 of the deuteron plotted vs W to emphasize the contribution of different resonance regions. The size of the total
systematic uncertainty varies from 0.020−0.22 to 0.019−0.952, and the relative size of the systematic to statistical uncertainty varies from
(4.3−55)% in the lowest Q2 bin, to (18−39)%, from the lowest to the highest Q2 bins. Note that earlier CLAS data [102] are not available for
this quantity. See Fig. 10 caption for more details.

better description of the Q2-dependence of moments. The
methodological differences between the two calculations are
detailed in Sec. VII G.

C. Moments of the proton spin structure functions

Our results on �
p

1 (Q2) [Eq. (33)] are shown in Fig. 16.
They agree with the most recent χEFT predictions [60,61] up
to Q2 ≈ 0.03 GeV2, above which only that of Ref. [61] agrees
with the data. The new �

p

1 (Q2) results generally agree with a
previous experiment [102] in the overlapping Q2 region within
their uncertainties. However, it is visible that the parametriza-
tion based on Ref. [102] (purple solid curve) can be improved
by including the new results. The phenomenological models
Burkert and Ioffe [54,55] and Pasechnik et al. [57] agree
well with the new results for all Q2 values. They predict the
behavior of �1 in the nonperturbative domain of QCD and
beyond: The Burkert and Ioffe model [54,55] extrapolates DIS
data using vector meson dominance and a parametrization
of resonance contributions; while the Pasechnik et al. model
[57], improved upon the earlier Soffer-Teryaev model [56],

employs the analytical perturbation theory (APT) approach
that extrapolates DIS data to low Q2, accounting for the
mild Q2-dependence of g1 + g2. Lastly, the MAID unitary
isobar phenomenological model [113] is a parametrization of
experimental pion production data based on a partial wave
analysis in the resonance region, and includes nonresonant
background. MAID does not account for multiparticle fi-
nal states and therefore provides a partial �1(Q2) in the
resonance region, without the low-x (high-W ) contribution.
Consequently, it can be roughly compared with the exper-
imentally measured �1(Q2) (open blue circles), although it
does not necessarily have the same integration limits. With
these caveats in mind, MAID and the EG4 measured sum
agree well up to Q2 = 0.2 GeV2, after which the model is
below the data.

Our results on I
p

TT(Q2) [Eq. (30)] are shown in Fig. 17.
Compared with the χEFT predictions, similar conclu-
sions as for �

p

1 (Q2) are reached. The MAID model still
agrees with the experimentally measured integral within
uncertainties. Finally, the difference between the new re-
sults and the parametrization of previous data [102]
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FIG. 14. Results on g1 of the neutron (red solid circles) vs x extracted from deuteron and proton data. These are compared with our standard
parametrization with the best A1 model (blue curves) and results from EG1b (black crossbars) [102]. The error bars are statistical only. The
total systematic uncertainty is shown as the green band on the bottom edge of each panel that includes both experimental systematics and that
from models used in the analysis. The size of the total systematic uncertainty varies from 0.040−0.305 to 0.023−0.160, and the relative size
of the systematic to statistical uncertainty varies from (10.7−55)% to (32−170)%, from the lowest to the highest Q2 bins.

is more visible and the parametrization can clearly be
improved.

Extrapolating our I
p

TT(Q2) results to Q2 = 0 yields [22]

I
p EG4
TT (Q2 → 0) = −0.798 ± 0.042 (tot). (57)

This agrees well with the GDH sum rule prediction I
p theo
TT =

−κ2/4 = −0.804(0) and the experimental photoproduc-
tion result I

p exp
TT (0) = −0.832 ± 0.023 (stat) ± 0.063 (syst)

[65–68]. We note that the uncertainties from Refs. [65–68]
and Eq. (57) are comparable. For EG4, the uncertainty due
to the Q2 → 0 extrapolation is compensated by the fact that
inclusive electroproduction automatically sums over all reac-
tion channels, removing uncertainties due to the detection of
all final states needed in photoproduction. The EG4 data thus
provide the first test of the GDH sum rule with a different
technique than photoproduction.

One more moment that can be formed from the EG4
data is the generalized longitudinal spin polarizability γ 0(Q2)
[Eq. (35)]. Compared to ITT [Eq. (30)], the x2-weighting in

Eq. (35) indicates that ITT and γ 0 have different contributions
from both systematic and model uncertainties. Results for
γ

p

0 (Q2) are shown in Fig. 18. They agree with χEFT calcu-
lation from Bernard et al. [60] only at very low Q2 (below
≈0.03 GeV2) and agree marginally with Alarcon et al. [61],
though both calculations have large uncertainties. However,
when combined with the photoproduction data point [153],
the EG4 results support the larger slope at very low Q2 pre-
dicted by Bernard et al. [60]. The agreement between the
measured integrals and the MAID model is similar to both
�

p

1 and I
p

TT. The recent calculation by Bigazzi et al. [154]
(not shown in the figure) based on the anti-de Sitter/conformal
field theory (AdS/CFT) correspondence [155] applied to QCD
[156] recovers the sign and qualitative behavior of γ

p

0 (Q2),
albeit up to a normalization factor.

D. Moments of the deuteron spin structure functions

Results for the deuteron moments I
d

TT, �
d

1 , and γ d
0 are

shown in Figs. 19–21, respectively. The bar now indicates
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FIG. 15. Results on the isovector component g
p−n

1 . Across all Q2 bins, the size of the total systematic uncertainty varies from 0.022 to
1.013, while the relative size of the total systematic to statistical uncertainty varies within (7.7−173)%. See Fig. 14 caption for more details.

that, in addition to the elastic reaction, the deuteron electro-
disintegration contribution is also excluded from the integrals.
Therefore, they approximately correspond to the sum of the
proton and neutron moments rather than to the deuteron nu-
cleus (see Sec. II E).

Similar observations as for the proton measurements can be
drawn: the EG4 data agree with the previous data from CLAS
[102] (and from SLAC E143 [107], not shown in the figure).

The measured �
d

1 and I
d exp
TT (Q2) agree with the χEFT results

for the sum of proton and neutron (multiplied with the D-state
depolarization, see Sec. II E) of Alarcón et al. [61], and of
Bernard et al. [60] for the lowest Q2 points. The models of
Pasechnik et al. [57] and Burkert-Ioffe [54,55] agree well with

the �
d

1 data, while the parametrization [102] is systematically
slightly larger. The comparison between the MAID model and
the data is similar to that of the proton for all three integrals.

Extrapolating the I
d

TT(Q2) data to Q2 = 0 yields [21]

I
d EG4
TT (Q2 → 0) = −1.724 ± 0.057 (tot), (58)

which agrees at the 1.5 σ level with the GDH sum rule
prediction −1.574 ± 0.026, obtained using Eq. (37), where
the uncertainty is from the deuteron D-state correction.

This can be compared with the data using real photons of

energy between 0.2 < ν < 1.8 GeV, I
d exp
TT (0) = −1.986 ±

0.008 (stat) ± 0.010 (syst) [65]. Note that the systematic un-
certainty of [65] does not include that from the unmeasured
low and large ν contributions.

Regarding the generalized spin polarizability γ d
0 , the EG4

results are clearly outside the range predicted by Alarcón et al.

[61], but agree with the Bernard et al. calculation for the low-
est Q2 points. The parametrization [102] does not describe the

data well below Q2 = 0.1 GeV2, similarly to the I
d

TT(Q2) case.

E. Moments of the neutron spin structure functions

Moments of the neutron spin structure function can be
extracted directly from those of the proton and neutron
results, see Sec. II E. Understanding the deuteron moments
as “per nucleus” (rather than “per nucleon”), we rewrite
Eqs. (36)–(38) as

�
n

1 = �
d

1/(1−1.5ωD) − �
p

1, (59)

I
n

TT = I
d

TT/(1−1.5ωD) − I
p

TT, (60)

γ n
0 = γ d

0/(1−1.5ωD) − γ
p

0, (61)
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FIG. 16. EG4 results on the proton �
p

1 (Q2). Integrals over the full
(experimentally covered) x range are shown as solid red (open blue)
circles. The inner and the outer error bars (sometimes too small to
be seen) are for statistical and total uncertainties, respectively. To
illustrate their relative contributions, we also show the systematic
uncertainty as the (red colored) band at the bottom of the figure,
which includes both experimental systematic and model uncertain-
ties. Across all Q2 bins, the size of the systematic uncertainty varies
from 0.0002 to 0.0068, while the relative size of the systematic to
statistical uncertainty varies within (23−233)%. These results are
compared with earlier data from CLAS [102] (solid black crossbars),
χEFT predictions by Alarcón et al. [61] (green backslash hatched
band) and Bernard et al. [60] (magenta forward-slash hatched band),
phenomenological models by Burkert and Ioffe [54,55] (orange dot-
dashed curve) and Pasechnik et al. [57] (gray dashed curve), and
our own spin structure function parametrization [102] (purple solid
curve). The MAID model [113] that includes only one-pion pro-
duction contributions is shown by the (yellow) dotted curve. The
GDH slope (black dotted line) is the GDH sum rule expectation for
Q2 → 0. See texts for detailed discussions.

with ωD given previously under Eq. (38). When extracting
the neutron moments as above, we added in quadrature the
proton and deuteron statistical uncertainties, as well as the
systematic uncertainties.

The resulting �
n

1(Q2) and I
n

TT(Q2) are shown in Figs. 22
and 23, respectively. They agree with previous data from E143
[107], EG1a [94,95], and EG1b [102,103] where the neutron
information was extracted from the combined deuteron and
proton data, as well as those from E94-010 [93] and E97-110
[71] for which the neutron information was extracted from
3He data. There is also agreement with the phenomenological
models of Burkert and Ioffe [54,55] and Pasechnik et al. [57]
(when available) and with the χEFT predictions from Bernard
et al. [60] (up to Q2 � 0.08 GeV2) and, to a lesser extent, with
Alarcón et al. [61]. The MAID model prediction is systemat-
ically more positive than the data. Like in the case of γ n

0, the

FIG. 17. EG4 results on the proton I
p

TT(Q2). Across all Q2 bins,
the size of the systematic uncertainty (red colored band) varies from
0.186 to 0.104, while the relative size of the systematic to statistical
uncertainty varies within (54−357)%. The GDH value is shown as
the short horizontal line, at I

p

TT(0) = −0.804. The result from the
photoproduction experiment [65–68] is shown as the solid purple star
at Q2 = 0. Note that earlier CLAS data [102] and the phenomenolog-
ical model predictions [55,57] are not available for this integral. See
Fig. 16 caption for more details.

calculation of [154] (not shown in the figure) agrees in sign
and behavior with the γ n

0(Q2), up to a similar normalization
factor as for γ

p

0 (Q2).
The real photon GDH sum for the neutron can be deduced

from Eqs. (57) and (58):

I
n EG4
TT (Q2 → 0) = −1.084 ± 0.130 (tot), (62)

where the uncertainty arises from the uncertainties of pro-
ton, deuteron, and the D-state component added linearly.
This agrees within ≈1.3σ from the sum rule expectation,

I
n theo
TT (0) = −0.915(0).

Results on the generalized longitudinal spin polarizability
on the neutron are shown in Fig. 24, along with earlier re-
sults from JLab (EG1b [102,103], E97-110 [71], and E94-010
[93]). The EG4 neutron results generally agree with the earlier
data, though there is a tension between EG4 and E97-110
for Q2 � 0.1 GeV2. Adding the EG4 deuteron and proton
systematic uncertainties linearly, rather than in quadrature,
does not remove the tension. It contrasts with the agreement
between EG4 and E97-110 for the neutron data on �

n

1 or I
n

TT,
suggesting the discrepancy arises from the high-x (near pion
threshold) contribution. The EG4 results agree with χEFT
calculation from Ref. [60] up to Q2 ≈ 0.1 GeV2 but not with
that of Alarcón et al. [61].
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FIG. 18. EG4 results on the proton γ 0
p(Q2). Across all Q2 bins,

the size of the systematic uncertainty (red colored band) varies from
0.0045 to 0.198 (×10−4 fm4), while the relative size of the systematic
to statistical uncertainty varies within (66−364)%. The photopro-
duction data point [153] is slightly displaced from Q2 = 0 (purple
star). Note that phenomenological model predictions [55,57] are not
available for this integral. See Fig. 16 caption for more details.

FIG. 19. EG4 results on the deuteron �
d

1 (Q2). The size of the sys-
tematic uncertainty (red colored band) varies from 0.0011 to 0.0065,
while the relative size of the systematic to statistical uncertainty
varies within (44−98)%, from the lowest to the highest Q2 bins. See
Fig. 16 caption for more details.

F. Isospin analysis on the moments of spin structure functions

Results on the proton and deuteron moments presented in
the previous sections can be used to form various isospin com-
binations based on the description in Sec. II E. The isoscalar
(p + n) combination would be similar to the deuteron results,
up to a factor ≈1/0.92 from the deuteron D-state. For isovec-
tor (p − n) moments, the proton and deuteron results were
combined as

�
p−n

1 = 2�
p

1 − �
d

1/(1−1.5ωD), (63)

γ
p−n

0 = 2γ
p

0 − γ d
0/(1−1.5ωD), (64)

where ωD is given under Eq. (38) and with the deuteron
moments understood as “per nucleus.” Alternatively to using
the EG4 proton and deuteron data, one can use the proton
results from EG4 and the neutron results obtained from 3He
data such as those from JLab E97-110 [71] to perform the
isospin separation.

The isovector moments are expected to be simpler to com-
pute than the isoscalar or nucleon moments. For lattice QCD
simulations, this is because the disconnected diagrams are
suppressed [17]. For χEFT calculations, e.g., Refs. [61,151],
the inclusion of the �(1232) 3/2+ excitation is often difficult,
which would cancel in the isovector combination. However,
the consequence of the expectation that the χEFT predic-
tions are more robust has been upheld only with data on
the Bjorken sum �

p−n

1 [43–45], but not with γ
p−n

0 [44], nor
with the longitudinal-transverse interference polarizability δLT

[19,104] for which the �(1232) contribution is also expected to
cancel. Our results provide improved tests of this expectation
thanks to the lower Q2 coverage and higher precision of EG4
data.

1. Results on the Bjorken sum �
p−n

1 (Q2 )

The isovector combination �1(Q2) is the Bjorken sum
[28,29], see Eqs. (25)–(32). Our results on �

p−n

1 (Q2) are
shown in Fig. 25, compared with data from earlier experi-
ments [43–45,106]. Besides the models already discussed in
connection with Figs. 16–24, we also show predictions from
holographic light-front QCD (HLFQCD) [156]. In HLFQCD,
the QCD coupling αs is derived in the g1 scheme following
the effective charge prescription [7,8,157], from which the
Bjorken sum can be obtained [158–160].

Note the comparison between the �
p−n

1 results obtained
from EG4’s proton and deuteron data and those extracted from
the EG4 proton and E97-110 neutron (3He) data. An agree-
ment between the two different approaches was not assured
since the nuclear structures of the deuteron and 3He are quite
different: 3He is strongly bound compared to the deuteron,
therefore more sensitive to potential nuclear modification of
the proton. Our treatment of the deuteron is minimal and con-
sists of accounting for its D-state [116–120], while treatment
of the 3He data accounted for the nucleon effective polariza-
tions [162]. As shown in Fig. 25, the two approaches agree
well with each other. This suggests that, at least for �

p−n

1 , the
nuclear corrections applied to the deuteron and 3He data to
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FIG. 20. EG4 results for the deuteron I
d

TT(Q2). Across all Q2

bins, the size of the systematic uncertainty (red colored band) varies
from 0.0198 to 0.125, while the relative size of the systematic to
statistical uncertainty varies within (42−83)%. The expected GDH

value I
d

TT(0) = −1.574 ± 0.026 is shown by the short horizontal
line. Note that earlier CLAS data [102] and the phenomenological
model predictions [55,57] are not available for this integral. See
Fig. 16 caption for more details.

obtain the neutron information appear sufficient at these low
Q2 values.

Both the EG4 and EG4/E97-110 results on �
p−n

1 are sys-
tematically above χEFT and model predictions, except that
of HLFQCD [59] and [161], which agree with the data. To
allow a quantitative comparison between the data and theory,
we employed a fit of the form bQ2 + cQ4 to the entire world
data set, based on Eq. (32) [53], where b is expected to be the
GDH slope. Our results are shown in Table IV. The “uncor”
uncertainty designates the point-to-point uncorrelated uncer-
tainty. It is the quadratic sum of the statistical uncertainty and
a fraction of the systematic uncertainty determined so that
χ2/n.d.f = 1 for the best fit. The “cor” uncertainty is the
correlated uncertainty estimated from the remaining fraction
of the systematic uncertainty.

We note that our value for b deviates significantly from that
expected from the GDH sum rule. This is partially due to the
large cancellation for the GDH sum rule in the p-n combina-
tion, which is only 1/4 of the value for the individual nucleons.
Experimentally, because of the nearly perfect cancellation
of the large contribution from the �(1232) resonance in the
p-n difference, the isovector integral is much more strongly
affected by small-x contributions than the other moments,
with relatively large uncertainties for g

p

1 − gn
1. Of course, our

results could also indicate a much stronger Q2-dependence
near the photon point than can be captured by a two-parameter
fit. In any case, they do not indicate a violation of the GDH

FIG. 21. EG4 results on the deuteron γ d
0 (Q2). Across all Q2

bins, the size of the systematic uncertainty (red colored band) varies
from 0.0123 to 0.339 (×10−4 fm4), while the relative size of the
systematic to statistical uncertainty varies within (37−93)%. Note
that phenomenological model predictions [55,57] are not available
for this integral. See Fig. 16 caption for more details.

FIG. 22. EG4 results on the neutron �
n

1(Q2), compared with
earlier results from EG1b (d,p) [102,103] (black crossbars), JLab
E97-110 (neutron extracted from 3He) [71] (blue triangles), and
E94-010 (3He) [93] (green triangles). The size of the systematic
uncertainty (red colored band) varies from 0.0013 to 0.0071, while
the relative size of the systematic to statistical uncertainty varies
from (45−92)%, from the lowest to the highest Q2 bins. See Fig. 16
caption for more details.
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FIG. 23. EG4 results on the neutron I
n

TT(Q2), compared with
results from JLab E94-010 (3He) [92] (green triangles) and E97-
110 (3He) [71] (blue triangles). Across all Q2 bins, the size of
the systematic uncertainty varies from 0.0275 to 0.141, while the
relative size of the systematic to statistical uncertainty varies within
(49−123)%. The GDH value is shown as the short horizontal line
at I

n

TT(0) = −0.915. Note that earlier CLAS data [102] and the
phenomenological model predictions [55,57] are not available for
this integral. See Fig. 16 caption for more details.

sum rule since, as shown in the previous section, our results
for the proton and neutron are individually consistent with the
sum rule within (1–1.3)σ . Further discussions on the possible
discrepancy between the b parameter and the GDH slope can
be found in Ref. [53].

2. Isospin study of γ0(Q2 )

Our results on the isovector and isoscalar combination of
γ 0(Q2) from EG4 are shown in Fig. 26. We also provide
results based on EG4 p data and E97-110 n(3He) data [104].
The total experimental systematic uncertainties on the pro-
ton and deuteron/neutron(3He) are combined quadratically, as
are the statistical uncertainties. The low-x uncertainties are
added linearly. The results shown in Fig. 26 agree reasonably
well with those from the previous experiments EG1b and
EG1b/E94-010 [44]. However, unlike for �

p−n

1 , results from
the EG4-only and EG4/E97-110 approaches agree only at the
higher Q2 points. On the other hand, if we combine linearly
the total systematic uncertainties of the two experiments, then
the tension at low Q2 vanishes.

For γ
p−n

0 (Q2), both the EG4 and EG4/E97-110 results indi-
cate that it stays positive in the measured Q2 range, conversely
to the χEFT and MAID predictions. In the case of γ 0(Q2)p+n,
both the EG4 and EG4/E97-110 combinations agree with
Bernard et al. in the lower Q2 range, but disagree with the
Alarcón et al. prediction.

FIG. 24. EG4 results on the generalized spin polarizability γ n
0,

compared with earlier results from JLab EG1b (proton and deuteron)
[102,103] (black crossbars), E97-110 (3He) [71] (blue triangles), and
E94-010 (3He) [93] (green triangles). Across all Q2 bins, the size of
the systematic uncertainty varies from 0.0158 to 0.397 (×10−4 fm4),
while the relative size of the systematic to statistical uncertainty
varies from (40−124)%. Note that phenomenological model predic-
tions [55,57] are not available for this integral. See Fig. 16 caption
for more details.

G. Discussions

As discussed in previous sections, the success of χEFT
in describing our results on the moments of the spin struc-
ture function remains limited. One reason for this limited
success may be coming from the difficulty to fully account
for the �(1232) degree of freedom in the calculation. In fact,
early χEFT calculations [79,152] did not include explicitly
the �(1232) excitation, which slows the convergence of the
χEFT perturbation series, or they included it phenomenolog-
ically [81,83]. This was thought to not be important for some
observables for which the �(1232) contribution was expected
to be suppressed, such as the longitudinal-transverse spin
polarizability δLT and the isovector quantities �

p−n

1 [151] or
γ

p−n

0 . It therefore came as a surprise that much of the early
nucleon spin structure function data [92] disagreed with calcu-
lations [79,81,83,152], noticeably δn

LT and γ
p−n

0 . This puzzle
prompted refined χEFT calculations [60,61] and a new exper-
imental program at JLab optimized to cover the χEFT domain
[21,71,163], including the EG4 experiment reported here.

The latest χEFT calculations by Bernard et al. [60] and
Alarcón et al. [61] both included the �(1232) but differ in
their expansion method for the π (pion)-�(1232) corrections. In
χEFT, the general expansion parameter is mπ/�χSB, where
mπ ≈ 0.1 GeV and �χSB ≈ 1 GeV is the chiral symme-
try breaking scale. To explicitly account for the �(1232), the
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FIG. 25. The Bjorken sum �
p−n

1 (Q2) from EG4 (solid red circles)
and from the EG4 proton data combined with the JLab E97-110
neutron data [71] (blue triangles). Also shown are earlier data from
E94-010/EG1a [43] (green triangles), CLAS EG1b [44] (black cross-
bars), and EG1dvcs [45] (brown open squares). The inner (outer)
error bars on the data points give their statistical (total) uncertainties,
while the systematic uncertainties of EG4 and EG4/E97-110 are also
given by the red and the blue bands, respectively. Across all Q2

bins, the size of the systematic uncertainty of the EG4 results (red
colored band) varies from 0.0017 to 0.0115, while the relative size
of the systematic to statistical uncertainty varies from (58−131)%.
The χEFT predictions from Alarcón et al. [61] and Bernard et al.

[60] (the latter without error band as given in Ref. [60]) are shown
along with phenomenological model predictions from Burkert-Ioffe
[54,55], Pasechnik et al. [57], MAID [113], HLFQCD [59], and
Gabdrakhmanov et al. [161].

nucleon-�(1232) mass difference mN� ≈ 0.3 GeV must be
included in the chiral expansion. Bernard et al. [60] treated
mN� as a small parameter of the same order as mπ . Alar-
cón et al. [61] used mN� as an intermediate scale so that
mN�/�χSB ≈ mπ/mN� is the expansion parameter for the

TABLE IV. Best fit of the world data on �
p−n

1 over the range
0.021 � Q2 � 0.244 GeV2. The fit form used is bQ2 + cQ4. The
meaning of the “uncor” and “cor” uncertainties is explained in the
main text. Also shown are the GDH sum rule expectation and the
results of the fit applied to the theoretical predictions.

Data set b [GeV−2] c [GeV−4]

World data 0.182±0.016 (uncor)
±0.040 (cor) −0.124±0.089 (uncor)

±0.112 (cor)

GDH sum rule [62] 0.0618 –
χEFT Bernard et al. [60] 0.07 0.3
χEFT Alarcón et al. [61] 0.066(4) 0.25(12)
Burkert-Ioffe [54,55] 0.09 0.3
Pasechnik et al. [57] 0.09 0.4
HLFQCD [59] 0.177 −0.067

FIG. 26. EG4 results on the isovector (top) and isoscalar (bot-
tom) combinations of the generalized longitudinal spin polarizability
γ 0(Q2). The EG4-only data are shown by the red circles, compared
with the earlier EG1b-only (black crossbars), the combination of
EG4 p and E97-110 n(3He) data (blue triangles), and the combi-
nation of EG1b p and E94-010 n(3He) data (green triangles). For
γ

p−n

0 (Q2), the size of the systematic uncertainty varies from 0.026 to
0.522 (×10−4 fm4), while the relative size of the systematic to statis-
tical uncertainty varies from (58−216)%. For γ

p+n

0 (Q2), the size of
the systematic uncertainty varies from 0.013 to 0.367 (×10−4 fm4),
while the relative size of the systematic to statistical uncertainty
varies from (36−93)%. The results are compared with χEFT pre-
dictions from Alarcón et al. [61] and Bernard et al., as well as the
MAID model. The prediction by Bernard et al. [60] does not provide
uncertainty bands for the proton-neutron difference; for illustration,
we show a band whose width is the larger of the proton and the
neutron uncertainties.

π -�(1232) corrections. This is referred to as the “δ-expansion
scheme.” Additionally, Alarcón et al. included a phenomeno-
logical form factor, viz. not derived within χEFT, that
suppresses the Q2-dependence of observables at large Q2. This
clearly extends the range of applicability of the Alarcón et al.

prediction [61] to higher Q2 compared to that of Bernard et al.

[60], albeit by introducing an extra scale factor.
An important outcome that can be drawn from the results

shown in this section is that χEFT, although successful in
many instances, remains challenged by results from dedi-
cated polarized experiments at low Q2. This includes not only
EG4, but also other experiments that used different detectors,
methods, and spin observables [71,104,163]. To address this
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problem, further improvements on χEFT would be required,
although it is very difficult to upgrade the predictions to the
next order. Since χEFT is the leading QCD-rooted approach
to calculating the effects of the strong force at large distances,
this difficulty poses a problem in our pursuit of a complete de-
scription of nature. Alternatively or complementarily, it would
be helpful to have predictions from other nonperturbative ap-
proaches to QCD, such as lattice QCD, the Dyson-Schwinger
Equations, or the AdS/CFT methods. Recent progress in
calculating doubly virtual Compton scattering (VVCS) am-
plitudes in lattice QCD now makes moments involved in sum
rules within reach of this method, see, e.g., Refs. [164,165]
for recent development. At present, only calculations for
spin-independent VVCS amplitudes are available; these
calculations are difficult because they involve computing four-
point correlation functions, in contrast to usual Lattice QCD
calculations that require less computing-extensive two- and
three-point correlations functions. Only recently, advances in
methods and computer power have allowed such a compu-
tation. There is no difficulty in extending these calculations
to computing the spin-flip VVCS amplitudes that enter our
sum rules. Our results and their mixed level of agreement
with χEFT predictions are strong incentives to extend these
calculations to spin-dependent VVCS amplitudes, allowing
lattice QCD predictions to be extensively tested.

Apart from tests of fundamental predictions in the hadronic
spin sector, our data will also provide input for calculations
of two-photon effects in the hyperfine splitting of the hydro-
gen (or muonic hydrogen) ground state. The lack of proton
spin data at low enough Q2 has made this contribution the
dominant source of uncertainty in that calculation. The EG4
longitudinal spin data combined with the transverse spin data
from the recent JLab Hall A experiment E08-027 [163] will
help to remedy this situation [166].

VIII. SUMMARY AND CONCLUSIONS

In this archival paper, we present the details of the Jefferson
Lab EG4 experiment and our final results for proton and the
deuteron spin structure function data for Q2 values as low as
0.012 and 0.017 GeV2, respectively. We include results on the
proton and the deuteron g1, A1F1, and their moments, reported
previously in Refs. [21,22], along with details of the simu-
lation and data analysis procedure that led to these results.
Our results agree well with previous JLab experiments, but
the significantly improved precision of the new data reveal
that the world knowledge on low Q2 spin structure functions,
mostly encapsulated in the parametrization [102], must be
updated.

We also present new results on the neutron gn
1 and various

moments, extracted by combining the corresponding observ-

able of the proton and deuteron and using a simple deuteron
model to correct for Fermi smearing and the deuteron D-state
component. Our results on the neutron moments agree with
earlier results that used polarized 3He targets.

Extrapolating the lowest Q2 EG4 data ITT(Q2) to Q2 = 0
provides a check of the GDH sum rule validity, indepen-
dent from exclusive photoproduction (Q2 = 0) method. This
technique using quasireal photons tests the sum rule with a
competitive accuracy compared to real photon experiments.
It provides results in excellent agreement with the GDH ex-
pectation for the proton, and reasonable agreement for the
neutron and the deuteron. By combining the proton with neu-
tron results, isovector or isoscalar moments can be formed,
which provide complementary tests of theory predictions at
low Q2. We also compared the new results on moments to
several phenomenological models, and found a mixed level of
success.

Finally, our results test extensively χEFT predictions using
eight distinct moments representing diverse x-weightings and
isospin components. The new data are of high precision and
are at Q2 values well into domain of χEFT. Despite these
advantages and the recent improvements on the χEFT cal-
culation, there is mixed level of agreement between data and
χEFT depending on the observable, Q2 range, and type of
calculations. Clearly, χEFT remains challenged by the exper-
imental data at low Q2. We hope other methods, such as lattice
QCD, Dyson-Schwinger Equations, and AdS/CFT, will soon
provide predictions that can be compared with experimental
results at low Q2, advancing the theoretical nonperturbative
approaches to the strong interaction.
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