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Generalized parton distributions (GPDs) are key quantities for the description of a hadron’s three-
dimensional structure. They are the current focus of all areas of hadronic physics—phenomenological,
experimental and theoretical, including lattice QCD. Synergies between these areas are desirable and
essential to achieve precise quantification and understanding of the structure of, particularly, nucleons, as
the basic ingredients of matter. In this paper, we investigate, for the first time, the numerical implementation
of the pseudodistribution approach for the extraction of zero-skewness GPDs for unpolarized quarks.
Pseudodistributions are Euclidean parton correlators computable in lattice QCD that can be perturbatively
matched to the light-cone parton distributions of interest. Although they are closely related to the
quasidistributions and come from the same lattice-extracted matrix elements, they are, however, subject to
different systematic effects. We use the data previously utilized for quasi-GPDs and extend it with other
momentum transfers and nucleon boosts, in particular a higher one (P3 ¼ 1.67 GeV) with eightfold larger
statistics than the largest one used for quasidistributions (P3 ¼ 1.25 GeV). We renormalize the matrix
elements with a ratio scheme and match the resulting Ioffe time distributions to the light cone in coordinate
space. The matched distributions are then used to reconstruct the x dependence with a fitting Ansatz. We
investigate some systematic effects related to this procedure, and we also compare the results with the ones
obtained in the framework of quasi-GPDs. Our final results involve the invariant four-momentum transfer
squared (−t) dependence of the flavor nonsinglet (u − d) H and E GPDs.
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I. INTRODUCTION

Since the realization that nucleons possess an internal
structure, physicists across theoretical, experimental, phe-
nomenological, and lattice QCD communities have collec-
tively endeavored to unravel and quantify this structure.
Synergies among these disciplines have been pivotal in the
notable progress achieved thus far. However, the quest
remains immensely complex. Precise quantitative descrip-
tions often rely on the “simplest” functions, such as form
factors (FFs) and specific types of parton distribution
functions (PDFs). FFs and PDFs encapsulate our

understanding in terms of functions of a single variable,
namely the invariant four-momentum transfer squared (−t)
and the longitudinal momentum fraction (x) of the partons.
It is natural to extend this framework to encompass more
general functions dependent on multiple variables.
Generalized parton distributions (GPDs) represent a promi-
nent example of such functions, where FFs and PDFs
emerge as their moments or forward limits, respectively.
Introduced nearly three decades ago [1–3], GPDs probe
light-cone correlations between hadron states under
momentum transfer. Beyond their dependence on momen-
tum fraction, GPDs are sensitive to both the total momen-
tum transfer and its longitudinal momentum component,
characterized by the skewness variable (ξ).
The inclusion of momentum transfer enables a more

comprehensive exploration of hadron structure. GPDs offer
three-dimensional portrayals of hadrons [4–7], granting
access to parton angular momenta [2] and insights into
internal pressure and shear forces [8–10]. Recent discov-
eries have brought to light chiral and trace anomaly poles
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within GPDs, which may offer insights into phenomena
such as mass generation, chiral symmetry breaking, and
confinement [11–14]. A plethora of review articles exten-
sively explore the physics of GPDs, providing additional
clarity on their significance and implications [15–22].
Experimental knowledge about GPDs is gleaned from

hard exclusive scattering processes like deep virtual
Compton scattering [1–3,23,24] and hard exclusive meson
production [25–27]. However, extracting GPDs from these
reactions in a model-independent manner is intricate,
primarily due to the integration over the momentum
fraction x in observable quantities such as Compton form
factors. Recent detailed analyses of this issue are available
in Refs. [28,29]. Parametrizing GPDs and fitting them from
global experiments has been attempted in various studies;
see, for instance, Refs. [8,30–41]. However, such studies
are challenging mainly due to the multidimensional nature
of the GPDs and the sparsity of experimental data for some
of the key processes. Therefore, acquiring information on
GPDs directly from first principles in lattice QCD is highly
desirable, especially concerning their dependence on x.
Lattice QCD has long explored hadron structure, initially

focusing on moments of parton distributions expressed
through matrix elements of local operators. While it is
theoretically possible to reconstruct x-dependent distribu-
tions from moments, practical challenges arise due to the
power-divergent mixing of higher moments and diminish-
ing signal-to-noise ratio. Early attempts to overcome these
obstacles were proposed in the 1990s and 2000s, but
limited computing power hindered their application. The
resurgence of interest came with Ji’s seminal papers
[42,43], which introduced quasidistributions. These exploit
the infrared structure of matrix elements while addressing
mixing issues by comparing light-front and spatial corre-
lations. This approach sparked extensive research and
alternative proposals [44–47], reinvigorating earlier ideas.
We refer to the reviews [48–53] for more details
and to original theoretical and lattice papers, see, e.g.,
Refs. [54–171].
The cited literature primarily focuses on PDFs as a starting

point for direct lattice investigations into x dependence.
However, several studies also explore the extraction of
GPDs. Matching papers for quasi-GPDs surfaced in
2015 [59,60], with subsequent contributions [79,154].
Radyushkin extended the pseudo-PDF approach to GPDs
[49,87,170]. Model investigations [73,88,148,172,173] and
lattice extractions for pions [82] andnucleons [110] emerged,
later extending to transversity [131] and axial GPDs [163].
Initially, symmetric frames like the Breit frame were
employed, necessitating separate computations for each
momentum transfer. The latest breakthrough involves asym-
metric frames [149,158,161,168], allowingmultiplemomen-
tum transfers in a single calculation. Leveraging this
advancement, our study utilizes asymmetric-frame data
within the pseudo-GPD framework, building upon

preliminary findings presented in Ref. [174]. We expand
this analysis to various momentum transfers, capitalizing on
increased statistics, especially at high nucleon boosts.
The paper follows this structure: In Sec. II, we elaborate

on our theoretical and lattice setup. Relevant details of the
pseudo-GPD approach are outlined in Sec. III. Our
numerical results are presented in Sec. IV. Lastly, we offer
concluding remarks and discuss future prospects in Sec. V.

II. THEORETICAL AND LATTICE QCD SETUP

In this work, we follow the formulation of Ref. [149],
and we refer to this paper for an extensive discussion of
GPD definitions and their parametrizations in different
frames of reference (see also Ref. [175] for related recent
work). Here, we recall the main definitions to establish our
notation.
Since light-front correlations are inaccessible on a

Euclidean lattice, we calculate matrix elements (MEs) of
the following form:

Fμðz; Pf; PiÞ ¼ hNðPfÞjψ̄ðzÞγμWð0; zÞψð0ÞjNðPiÞi; ð1Þ

where jNðPi=fÞi are the nucleon’s initial/final states with
four-momenta Pi=Pf. The four-vector z is taken as
ð0; 0; 0; z3Þ, and for brevity we will denote z3 ¼ z to
indicate the length of the straight Wilson line Wð0; zÞ,
i.e. it will be taken purely along the z direction. The Dirac
matrix γμ corresponds to the case of unpolarized quarks,
and we use μ ¼ 0; 1; 2 to construct the twist-2 GPDsH and
E. We also introduce the momentum transfer Δ ¼ Pf − Pi,
and the average momentum P ¼ ðPi þ PfÞ=2.
The above MEs can be parametrized in terms of eight

Lorentz-invariant amplitudes [149], Ai ≡ Aiðz · P; z · Δ;
Δ2; z2Þ, which in Minkowski metric read

Fμðz; Pf; PiÞ ¼ ūðPf; λ0Þ
�
Pμ

m
A1 þmzμA2 þ

Δμ

m
A3

þ imσμzA4 þ
iσμΔ

m
A5 þ

iPμσzΔ

m
A6

þ imzμσzΔA7 þ
iΔμσzΔ

m
A8

�
uðPi; λÞ; ð2Þ

where σμν ≡ i
2
ðγμγν − γνγμÞ, σμz ≡ σμρzρ, σμΔ ≡ σμρΔρ,

σzΔ ≡ σρτzρΔτ, and m is the nucleon mass.
Our bare MEs are computed in asymmetric frames of

reference, with a fixed final state momentum Pf ¼
ðP0

f; 0; 0; P
3
fÞ. Thus, all the momentum transfer is attributed

to the initial state, Pi¼ðP0
f−Δ0;−Δ1;−Δ2;P3

fÞ. Moreover,
weconcentrate on the zero skewness case, i.e. no longitudinal
momentum transfer, Δ3 ¼ 0, leading to P3

i ¼ P3
f ¼ P3. In

what follows, we give expressions in Euclidean metric, and
thus we use lower indices.
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We use four parity projectors, the unpolarized one,
Γ0 ¼ ð1þ γ0Þ=4, and the three polarized in the k direction,
Γk ¼ ð1þ γ0Þiγ5γk=4 for each of the Dirac matrix γμ. For
μ ¼ 0; 1; 2, this gives rise to 12 MEs, ΠμðΓκÞ, six of which
are independent upon averaging equivalent contributions
with reversed roles of Δ1 and Δ2. In this way, one obtains a
system of six equations containing six of the Lorentz-
invariant amplitudes (A2 and A7 enter only for μ ¼ 3, not
used in this work to avoid operator mixing under renorm-
alization [176]).
Upon the extraction of the amplitudes in such a setup,

one can construct the unpolarized GPDs H and E. In
Ref. [149], two definitions were proposed, referred to as the
“standard” definition and the “Lorentz-invariant” (LI) one.
In the infinite momentum frame, both definitions are

equivalent, but at any finite boost, they differ by power-
suppressed higher-twist effects (HTEs). As such, they can
have different convergence properties towards physical
GPDs. It was observed in Ref. [158] that the LI variant
leads to a mild improvement in convergence for the H
GPD, whereas the improvement in the E function is
significant. This can be interpreted as meaning that the
different combinations of amplitudes that contribute to both
GPDs profit from some cancellation of HTEs, particularly
in the E GPD. We note that this cancellation is largely
accidental and is not related to the feature of Lorentz
invariance. Nevertheless, the better convergence properties
of the LI GPDs led us to choose this definition for our
work. In terms of amplitudes, the H and E GPDs in
possition space read

TABLE I. Details of our lattice setup. The numbers in the right part of the table correspond to: NΔ—number of
permutations of ðΔ1;Δ2Þ times two (signs of P3), Nconfs—number of employed gauge field configurations, Nsrc—
number of source positions for each configuration, Nmeas—total number of measurements (Nmeas ¼ NΔNconfsNsrc).

−t ½GeV2� P3 [GeV] ðΔ1;Δ2Þ ½2π=L� NΔ Nconfs Nsrc Nmeas

0 �0.42 (0, 0) 2 100 8 1600
0 �0.83 (0, 0) 2 100 8 1600
0 �1.25 (0, 0) 2 269 16 8608
0 �1.67 (0, 0) 2 506 32 32384
0.17 �0.42 ð�1; 0Þ, ð0;�1Þ 8 100 8 6400
0.17 �0.83 ð�1; 0Þ, ð0;�1Þ 8 100 8 6400
0.17 �1.25 ð�1; 0Þ, ð0;�1Þ 8 269 8 17216
0.17 �1.67 ð�1; 0Þ, ð0;�1Þ 8 506 32 129536
0.34 �0.42 ð�1;�1Þ 8 100 8 6400
0.34 �0.83 ð�1;�1Þ 8 100 8 6400
0.34 �1.25 ð�1;�1Þ 8 195 8 12480
0.34 �1.67 ð�1;�1Þ 8 506 32 129536
0.65 �0.42 ð�2; 0Þ, ð0;�2Þ 8 100 8 6400
0.65 �0.83 ð�2; 0Þ, ð0;�2Þ 8 100 8 6400
0.65 �1.25 ð�2; 0Þ, ð0;�2Þ 8 269 8 17216
0.65 �1.67 ð�2; 0Þ, ð0;�2Þ 8 506 32 129536
0.81 �0.42 ð�1;�2Þ, ð�2;�1Þ 16 100 8 12800
0.81 �0.83 ð�1;�2Þ, ð�2;�1Þ 16 100 8 12800
0.81 �1.25 ð�1;�2Þ, ð�2;�1Þ 16 195 8 24960
0.81 �1.67 ð�1;�2Þ, ð�2;�1Þ 16 506 32 259072
1.24 �0.42 ð�2;�2Þ 8 100 8 6400
1.24 �0.83 ð�2;�2Þ 8 100 8 6400
1.24 �1.25 ð�2;�2Þ 8 195 8 12480
1.24 �1.67 ð�2;�2Þ 8 506 32 129536
1.38 �0.42 ð�3; 0Þ, ð0;�3Þ 8 100 8 6400
1.38 �0.83 ð�3; 0Þ, ð0;�3Þ 8 100 8 6400
1.38 �1.25 ð�3; 0Þ, ð0;�3Þ 8 269 8 17216
1.38 �1.67 ð�3; 0Þ, ð0;�3Þ 8 506 32 129536
1.52 �0.42 ð�1;�3Þ, ð�3;�1Þ 16 100 8 12800
1.52 �0.83 ð�1;�3Þ, ð�3;�1Þ 16 100 8 12800
1.52 �1.25 ð�1;�3Þ, ð�3;�1Þ 16 195 8 24960
1.52 �1.67 ð�1;�3Þ, ð�3;�1Þ 16 506 32 259072
2.29 �0.42 ð�4; 0Þ, ð0;�4Þ 8 100 8 6400
2.29 �0.83 ð�4; 0Þ, ð0;�4Þ 8 100 8 6400
2.29 �1.25 ð�4; 0Þ, ð0;�4Þ 8 269 8 17216
2.29 �1.67 ð�4; 0Þ, ð0;�4Þ 8 506 32 129536
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H ¼ A1; ð3Þ

E ¼ −A1 þ 2A5 þ 2P3zA6: ð4Þ

It is also instructive to observe which MEs contribute in the
asymmetric frame used here [cf. Eqs. (117)–(118) of
Ref. [149]]: Π0ðΓ0Þ, Π0ðΓ1=2Þ (depending on the direction
of momentum transfer), Π1=2ðΓ0Þ and Π1=2ðΓ1=2Þ,
Π1=2ðΓ3Þ. This can be contrasted with the contributions
to the “standard” definition from only Π0ðΓ0Þ and
Π0ðΓ1=2Þ. Thus, the effect of including MEs with the
γ1=2 insertions, which define twist-3 vector GPDs, is to
alter the twist-3 and higher-twist contamination in H and E
twist-2 GPDs. Interestingly, in the language of amplitudes,
this contamination follows from A3, A4 and A8, which are
removed by Π1 and Π2 MEs, and the effect from A6 is
suppressed in E and entirely removed in H.
The lattice methodology is thoroughly discussed in

Ref. [149]. Here, we recapitulate the main points. The
MEs given by Eq. (1) are computed in a setup consisting of
two degenerate light quarks and nondegenerate strange and
charm quarks (Nf ¼ 2þ 1þ 1) using the twisted mass
fermion discretization with clover improvement and
Iwasaki-improved gluons [177]. The quark masses are
chosen such that they correspond to a pion mass of around
260 MeV, with strange and charm quarks tuned to their
physical masses. The lattice size is L3 × T ¼ 323 × 64, and
the lattice spacing amounts to a ≈ 0.093 fm, giving a
physical lattice extent of around 3 fm in the spatial
directions. MEs are extracted at a source-sink separation
of ts ¼ 10a, which guarantees sufficient suppression of
excited states at this level of precision.
We calculate the MEs at several values of the nucleon

boost in the z direction, P3 ¼ f0; 1; 2; 3; 4gð2π=LÞ, which
corresponds to P3 ¼ f0; 0.42; 0.83; 1.25; 1.67g GeV in
physical units. All results presented here pertain to the
zero skewness case, which implies momentum transfer
only in the transverse directions (x and y). We consider all
permutations and changes of direction of the momentum
transfer components, ðΔ1;Δ2Þ, as well as both directions of
the longitudinal momentum boost, P3. Details of the setup
are shown in Table I, where we give the employed values of
the invariant momentum transfer,1 the nucleon boost,
permutations of the transverse momentum transfer vector,
and the numbers of these permutations multiplied by the
two directions of P3, the used gauge field configurations

and the source positions per configuration. The last column
displays the total number of measurements for each case.
We note that MEs for the P3 ¼ 1.25 GeV case were

calculated in Ref. [149] and analyzed within the quasidis-
tribution approach. In the latter, the nucleon boost needs to
be as large as possible to suppress higher-twist contami-
nation. In the pseudodistribution method, data at smaller
boosts are also valuable as long as they pertain to
sufficiently small z. For this reason, we supplemented
the data of Ref. [149] with ones at P3 ¼ 0.42, 0.83 GeV.
These cases are straightforward from the point of view of
the data’s precision, as a considerably smaller number of
measurements already leads to statistical errors present at
P3 ¼ 1.25 GeV. However, we also decided to add data at
larger P3 ¼ 1.67 GeV. In this instance, a significantly
larger number of measurements is needed to match the
precision of P3 ¼ 1.25 GeV, amounting roughly to an
order of magnitude increase. Thus the calculations for P3 ¼
1.67 GeV constituted the bulk of new computations for
this work.

III. PSEUDO-GPDS

Bare coordinate-space MEs of GPDs, constructed as
implied by Eqs. (3) and (4), are the starting point for both
the quasi- and pseudodistribution approaches. In both
cases, one needs to first renormalize the standard loga-
rithmic and Wilson-line-induced power divergences. The
resulting renormalized MEs are Euclidean objects that can
be translated into physical distributions by an appropriate
matching procedure. The key difference between quasi-
and pseudodistribution approaches lies in the space in
which the matching is performed—momentum space
(quasi) or coordinate space (pseudo). This implies different
practical procedures with both methods and possibly
different associated systematic effects. The latter should
vanish upon elimination of lattice effects (e.g. finite lattice
spacing effects or finite volume effects) and other attendant
systematics, such as HTEs induced by a finite hadron boost
or truncation effects in the perturbative matching. Thus, it is
highly desirable to analyze the bare lattice data through
both approaches, with the logic that potential differences in
the final distributions give estimates of the unquantified
systematics that are still unavoidable at the present stage of
these computations.
Below, we summarize the main parts of the pseudo-GPD

analysis procedure, concentrating on the three main steps:
renormalization of the divergences in a ratio scheme,
matching of the coordinate-space distributions to their
light-cone counterparts and the reconstruction of the x
dependence to obtain the results ultimately in momentum
space. For theoretical details of the pseudodistribution
approach, we refer to the original papers by Radyushkin
[45,67,87,178–181] and the review [49].
Bare MEs of GPDs, generically denoted here as FðP3; zÞ

(F ¼ fH;Eg), are renormalized in a ratio scheme by

1The quoted values of −t pertain to P3 ¼ 1.25 GeV and are
slightly different for other nucleon boosts due to different
energies of the initial and final states in the asymmetric frame
and the discreteness of ðΔ1;Δ2Þ components in units of 2π=L.
However, the effect of combining data at slightly different −t
values is subleading with respect to the current precision of the
data.
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forming a double ratio [64] with zero-momentum unpo-
larized PDFs, fð0; zÞ, with the second ratio involving
unpolarized PDFs at z ¼ 0, fðP3; 0Þ and fð0; 0Þ, cancel-
ing additional systematics and ensuring the desired
normalization:

F ðP3; zÞ ¼
FðP3; zÞ
fð0; zÞ

fð0; 0Þ
fðP3; 0Þ

; ð5Þ

where F ¼ fH; Eg is called a pseudo-ITD (Ioffe time
distribution) or a reduced ITD. It has been conjectured
that, in addition to removing the divergences, the double
ratio can remove some part of HTEs and other systematic
effects [64]. The double ratio is renormalization group
invariant and defines a nonperturbative renormalization
scheme, with 1=z playing the role of a kinematic scale
suppressing HTEs.
Pseudo-ITDs differ from light-cone ITDs in the ultra-

violet regime and, thus, their difference can be calculated in
perturbation theory and subtracted [67,181–184], with the
procedure commonly called the matching. In Ref. [144], we
tested the effects of 2-loop formulas for the matching of
ITDs and found the effect of the second order in αs to be
negligible even for unpolarized PDF data analyzed in this
paper, comparatively much more precise than our current
GPD data. Hence, for simplicity, we restrict the current
work to 1-loop matching. The latter consists of an action of
two perturbative kernels, BðuÞ that evolves the reduced
ITDs from the scales 1=z to a common scale μ, and LðuÞ
that performs the actual translation from Euclidean ratio-
scheme-renormalized to Minkowski MS-renormalized
observables. We will show the effects of both kernels
and therefore, we introduce the intermediate evolved ITDs,
F 0ðP3zÞ. Defining additionally

F uðP3; zÞ ¼ F ðuP3; zÞ − F ðP3; zÞ; ð6Þ

the evolved ITDs are given by

F 0ðP3; zÞ ¼ F ðP3; zÞ

−
αsCF

2π

Z
1

0

duBðuÞ ln z
2μ2e2γEþ1

4
F uðP3; zÞ:

ð7Þ

The matched (light-cone) ITDs, F̄ ðP3; zÞ are then obtained
via

F̄ ðP3; zÞ ¼ F 0ðP3; zÞ −
αsCF

2π

Z
1

0

duLðuÞF uðP3; zÞ: ð8Þ

The perturbative kernels read [67,181–184]

BðuÞ ¼ 1þ u2

u − 1
; ð9Þ

Lð1ÞðuÞ ¼ 4
lnð1 − uÞ
u − 1

− 2ðu − 1Þ: ð10Þ

The matching procedure is performed separately for each
nucleon boost P3 and Wilson line length z. However, the u
integral over perturbative kernels necessitates access to data
at all continuous values of the boost up to P3 through the
object F uðP3; zÞ. This is commonly done by employing
interpolation, which involves fitting a low-order polyno-
mial to all available data at a given value of z (we show
examples of such fits in the next section). Thus, even
though the matching proceeds separately for each ðP3; zÞ
pair (we choose to emphasize this fact by explicit argu-
ments of the functions F , F 0 and F̄ ), the results depend
also on all reduced ITDs F ðP3; zÞ at a fixed z.
Light-cone ITDs are functions of two Lorentz invariants,

ν≡ P3z (the Ioffe time) and z2 [length of the 4-vector z; we
use zμ ¼ ð0; 0; 0; z3Þ and abbreviate z3 as z in this work].
However, generically, pseudo-ITDs at a given Ioffe time
and Wilson line length depend on P3, as indicated by our
notation. The final matched ITDs, F̄ ðP3; zÞ, should, in turn,
be equal regardless of the initial value of P3, as long as they
correspond to the same Ioffe time. In practice, it provides
the key check for the robustness of the matching procedure
and the maximum value of z that can be used in recon-
structing physical distributions. In principle, z should be in
the perturbative regime, i.e. z≲ 0.2–0.3 fm. Such a con-
dition is clearly too prohibitive and would limit the
accessible values of the Ioffe time to ν≲ 2. However,
the validity of the matching holds up to Oðz2Λ2

QCDÞ HTEs,
and these effects may, in practice, be relatively small at
intermediate values of z due to possible cancellation in the
double ratio and their magnitude being possibly small with
respect to statistical errors (see next section for numerical
evidence). In this way, the practical criterion that we adopt
for the choice of the maximum value of z (zmax) entering the
reconstruction of physical distributions is such that
matched ITDs derived from all pairs of ðP3; zÞ with the
same P3z are compatible with each other. When this is the
case, we average results coming from different nucleon
boosts that correspond to the same Ioffe time, and we use
the notation F̄ ðν; μÞ to indicate that this averaging was
performed, with the second argument revealing the renorm-
alization scale of the MS scheme. We will take the latter to
be the standard 2 GeV.
The outcome of the matching procedure is light-cone

ITDs in coordinate space, related to momentum-space
GPDs, F̄ ðx; μÞ, by a Fourier transform:

F̄ ðν; μÞ ¼
Z

1

−1
dxeiνxF̄ ðx; μÞ: ð11Þ

Splitting the above equation into real and imaginary parts,
one can also express it as
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ReF̄ ðν; μÞ ¼
Z

1

0

dx cosðνxÞF̄ vðx; μÞ; ð12Þ

ImF̄ ðν; μÞ ¼
Z

1

0

dx sinðνxÞF̄ v2sðx; μÞ: ð13Þ

The different distributions appearing in these equations are
as follows:

(i) F̄ ðx; μÞ—the full distribution encompassing valence
and sea quarks (F̄ ¼ ðF̄ v þ F̄ v2sÞ=2; i.e. involves
both real and imaginary parts of ITDs).

(ii) F̄ sðx; μÞ—only sea quarks (F̄ s ¼ ðF̄ v − F̄ v2sÞ=2;
i.e. involves both real and imaginary parts of ITDs).

(iii) F̄ vðx; μÞ—only valence quarks (only real part
of ITDs).

(iv) F̄ v2sðx; μÞ—valence quarks and twice sea quarks
(only imaginary part of ITDs).

The inversion of the above Fourier transforms neces-
sitates access to ITDs in an infinite range of continuous
Ioffe times. Obviously, the lattice data are discrete and
available only for a truncated range, up to νmax ¼ Pmax

3 zmax,
with Pmax

3 being the maximum boost. This poses an
important limitation for lattice extractions of partonic
distributions; see Ref. [78] for a detailed discussion. The
most common method to address this inverse problem in
the context of pseudodistributions is to reconstruct the
momentum-space quantities with a fitting Ansatz. The
simplest and most common Ansatz for the reconstruction
is the standard one that captures the limiting behaviors both
for small and large x,

F̄ ðxÞ ¼ Nxað1 − xÞb; ð14Þ

where the fitting parameters are as follows:
(i) Real part: a, b; the normalization is fixed by the ν ¼ 0

ITD (F̄ ðν ¼ 0Þ), i.e. R 1
0 dxF̄ ðxÞ ¼ F̄ ðν ¼ 0Þ—thus,

N ¼ F̄ ð0Þ=Bðaþ 1; bþ 1Þ, expressed in terms of
the Euler beta and gamma functions, Bðx; yÞ ¼
ΓðxÞΓðyÞ=Γðxþ yÞ.

(ii) Imaginary part: a, b, N; i.e. the normalization is also
fitted due to no constraint on its value.

The parameter b is taken to be non-negative to accom-
modate the physical restriction that the GPDs vanish at
x ¼ 1. Likewise, the normalization N is positive. The
fitting procedure involves minimizing the χ2 function,

χ2Re=Im ¼
Xνmax

ν¼0

Re=ImF̄ ðν; μÞ − Re=ImF̄ fitðν; μÞ
σ2
Re=ImF̄ ðν;μÞ

: ð15Þ

The weights are given by the statistical errors σRe=ImF̄ ðν;μÞ of
the matched ITDs Re=ImF̄ ðν; μÞ. The fitting parameters
enter the χ2 function through the cosine/sine Fourier trans-
form of the fitting Ansatz, denoted by Re=ImF̄ fitðν; μÞ and
referred to as fitted ITDs. The fitted ITDs are, obviously,

continuous functions of the Ioffe time, and thus this cosine/
sine Fourier transform is well defined. The key parameter of
the fits is the maximum Ioffe time of the lattice data, νmax,
chosen according to the practical criterion discussed above.
Nevertheless, we will test the sensitivity of the results to this
value by also considering other choices.
To test the robustness of our fit, we also explore

functions with additional parameters of the generic form:

F̄ ðxÞ ¼ Nxað1 − xÞbð1þ cxd1ð1 − xÞd2Þ: ð16Þ

Specifically, we try the following choices:
(i) c fitted, d1 ¼ 0.5 or 1, d2 ¼ 0.
(ii) c fitted, d2 ¼ 0.5 or 1, d1 ¼ 0.
(iii) c, d1 fitted, d2 ¼ 0.
(iv) c, d1, d2 fitted.
We note that all statistical analyses are performed using a

bootstrap procedure.

IV. RESULTS

In this section, we present a detailed illustration of our
analysis. For our example case, we choose−t ¼ 0.65 GeV2,
i.e. the value of momentum transfer that was thoroughly
analyzed inRef. [149]within the quasi-GPD framework.The
quasidistribution analysis employed only one value of the
nucleon boost in the asymmetric frame, P3 ¼ 1.25 GeV.
Here, we reuse the data for this boost, but, as pointed out
above, we complement it with the nucleon momenta 0, 0.42,
0.83 and 1.67 GeV.

A. Ioffe time distributions

We start by showing our reduced ITDs for this case,
calculated according to Eq. (5), see Fig. 1. The plots
include datapoints up to z ≈ 1 fm, of which the largest
Wilson line lengths are clearly inappropriate for the
matching procedure. We note that the data at small and
intermediate values of z align close to universal curves.
However, we observe some incompatibilities between the
data from different P3 at very small z in the real part of the
H function and the imaginary part of the E function. In
particular, the z ¼ 0 value in ReH is slightly off between
the lowest and the largest boost. Since this value should be
boost independent, we ascribe the ≈2 − σ difference to a
statistical fluctuation. Concerning statistical errors, we note
they are roughly comparable for all boosts in the inter-
mediate-z regime. Only at small-z, the precision in the low-
P3 ITDs is somewhat better than in the large-P3 ones.
However, interestingly, at fixed Ioffe times of v ≈ 2, the
precision of large-P3 ITDs (originating from small zs)
exceeds the one at the lowest boost (from comparatively
large z). Finally, we observe that the real part seems to be
relatively more precise than the imaginary part, implying a
better signal for the valence distribution than the valence
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FIG. 1. Reduced H (top) and E (bottom) ITDs at −t ¼ 0.65 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.

FIG. 2. Interpolations of the reduced H ITDs with second order polynomials, at three values of z. The momentum transfer is
−t ¼ 0.65 GeV2. The left/right panels show the real/imaginary part.
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plus twice the sea. Similarly, the H function tends to have
smaller errors than the E GPD.
Reduced ITDs for every combination ðP3; zÞ are sub-

jected to the evolution procedure that brings them from
their specific 1=z scales to a common scale of μ ¼ 2 GeV.
This process involves the creation of the interpolation
functions F uðP3; zÞ. As an example, we show quadratic
fits at three values of z ¼ 0.28, 0.56 and 0.84 fm, see Fig. 2.
The curvature encoded in the second-order polynomial is
enough to provide a perfect description of the real part and
a satisfactory one of the imaginary part. We tested an
addition of a cubic term in the imaginary part, which
obviously improves the χ2 value of the fits, but χ2=d:o:f: of
the fits is roughly unchanged with one fewer degree of
freedom (d.o.f.). The impact of including this cubic term on
the final results of the evolution is also minor. Thus, we
implement the quadratic interpolations for all cases.
The results of the evolution procedure are shown in

Fig. 3. In the real part, the evolution to a common scale
has an effect universally increasing the value of the ITD
with respect to its value at the scale 1=z, making the Ioffe

time dependence almost flat at small ν, particularly in the
H GPD. The effect in the imaginary part is the opposite up
to ν ≈ 5, and changes sign around this value, effectively
removing the maximum at ν ≈ 4 observed in the imagi-
nary part of reduced ITDs. Overall, the differences
between ITDs at a fixed value of ν, but from different
nucleon boosts, tend to increase upon the evolution to a
common scale.
The next stage of the perturbative process translates

pseudodistributions in the ratio scheme to light-cone ones
in the MS scheme, without changing the scale, kept
constant at μ ¼ 2 GeV. The matched ITDs are depicted
in Fig. 4. As observed in earlier pseudo-PDF analyses, e.g.
in Refs. [64,100,122,144], the effect of the matching and
the scheme conversion is very close to the evolution effect,
but with an opposite sign. Hence, matched ITDs are rather
close to reduced ITDs; see also below after averaging data
from different combinations of ðP3; zÞ and the same ν.
We argued above that this stage of the procedure

provides a practical criterion for the choice of zmax used
in the x-space dependence reconstruction. Recalling the

FIG. 3. Evolved H (top) and E (bottom) ITDs at −t ¼ 0.65 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part. The common scale for all evolved ITDs is μ ¼ 2 GeV.
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argument, we consider zmax to be the value for which
matched ITDs, F̄ ðP3; z ≤ zmaxÞ, do not depend on the
initial scale or boost, as long as they correspond to the same
Ioffe time. To establish zmax robustly, we discuss each
of the four cases, real/imaginary parts of H̄=Ē, separately.
We also discuss other values of the momentum transfer,
with the corresponding plots shown in the Appendix A
(Figs. 20–27):

(i) ReH̄—at −t ¼ 0.65 GeV2, the agreement between
fixed-ν matched ITDs persists up to z ≈ 0.8 fm with
the main tension seen between the two intermediate
boosts.2 This conclusion persists for values of
−t≲ 1.4 GeV2, while larger momentum transfers
evince agreement at even larger values of z due to
increased errors.

(ii) ImH̄—at −t ¼ 0.65 GeV2, tensions start already
around z ≈ 0.6 fm, indicating possibly larger HTEs
induced by the sea quarks (absent in the real part of
ITDs). The conclusion is again valid for other values
of −t, with agreement slightly extended for the two
largest momentum transfers.

(iii) ReĒ—in this case, the larger statistical errors imply
compatible fixed-ν ITDs even at z ≈ 1 fm, for all
momentum transfers.

(iv) ImĒ—similarly to the real part, the errors are
somewhat enhanced with respect to the H̄ function,
implying better compatibility between different
boosts. Nevertheless, tensions start to be seen around
z ≈ 0.7 fm at −t ¼ 0.65 GeV2, particularly at the
lowest boost. At other values of −t≲ 1.4 GeV2,
tensions are seen to develop between z ¼ 0.6 fm and
z ¼ 0.8 fm, while −t≳ 1.5 GeV2 implies no ten-
sions even at z ≈ 1 fm.

Overall, the behavior observed at −t ¼ 0.65 GeV2 is
representative of all values of the momentum transfer, with
only the two largest values of −t ¼ 1.52, 2.29 GeV2

extending the viable range of z to at least 1 fm, simply
as a consequence of increased statistical noise. Thus, the
value of zmax robust from the point of view of perturbative
matching is seen to be rather universal in our data, with
somewhat better agreement between matched ITDs origi-
nating from different nucleon boosts seen in the real part,
i.e. probing only the valence distribution.
The final stage of the coordinate-space analysis is to

average matched ITDs that originate from different combi-
nations of the boost and the Wilson line length but
correspond to the same Ioffe time. We test this averaging
with four distinct values of zmax, ranging from 0.46 to
1.02 fm, to better see the effects of contaminating the data
with exceedingly large z values, see Fig. 5. The effect of
increasing zmax has a twofold effect. The obvious one is to

FIG. 4. Matched H (top) and E (bottom) ITDs at −t ¼ 0.65 GeV2, μ ¼ 2 GeV, with four nucleon momentum values, slightly shifted
for better visibility. The left/right panels show the real/imaginary part.

2We ignore the tension at very small z, evinced already at
z ¼ 0 and ascribed to a statistical fluctuation.
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extend the range of covered Ioffe times, but also data
at smaller Ioffe times are affected. For example, the
Ioffe time ν ≈ 1.57 can be obtained from the combina-
tions ðP3; z=aÞ ¼ ð2π=L; 8Þ; ð4π=L; 4Þ; ð8π=L; 2Þ. With
zmax=a ¼ 7, only the last two enter the average, while
zmax=a ¼ 9 also includes the lowest boost. Overall, the
smoothness of the ν-averaged curves depends on the con-
sidered case, according to the above discussion. The inclu-
sion of zmax ¼ 1.02 fm data leads to nonsmooth curves in all
cases, apart from the real part of Ē. All other cases are
relatively smooth, with somewhat better behavior of
zmax ¼ 0.84 fm in the real parts as compared to the imagi-
nary parts.
In the end, we single out two zmax values that lead to the

best compromise between the covered range of Ioffe times
and the validity of the perturbative evolution and matching,
zmax ¼ 0.65 fm and zmax ¼ 0.84 fm. The former can be
considered rather conservative for the real parts of matched
ITDs, but it is the most proper for the imaginary parts. The
latter, in turn, is somewhat less conservative and can have

enhanced HTEs in the distributions, including sea quarks.
Below, we will also compare these two preferred choices
for zmax with one smaller (z ¼ 0.46 fm) and one larger
value (z ¼ 1.02 fm) to better reflect the influence of this
parameter. We summarize the perturbative process from
reduced via evolved to matched ITDs in Fig. 6 (H ITD) and
Fig. 7 (E ITD). The most conspicuous feature is that the
effects of evolution and matching with scheme conversion
are almost identical, although with the opposite sign. Thus,
matched ITDs are compatible with reduced ITDs almost in
the whole range of Ioffe times, with the most notable
deviation from this behavior at ν≳ 5 and only in the real
part of the H function (a tendency towards this behavior is
obscured in the E function due to larger errors). The
matched ITDs, H̄ and Ē, are approximately aligned on
universal curves, with some irregularities observed pre-
dominantly in the imaginary parts. The latter again indi-
cates a potential problem when including the effects of sea
quarks. We also again note an artifact of the incompatibility
of small-z data in the real part of H, between the boosts

FIG. 5. MatchedH (top) and E (bottom) ITDs at −t ¼ 0.65 GeV2 after averaging data from different combinations ðP3; zÞ at the same
Ioffe time. We show four cases of zmax and the data are slightly shifted for better visibility. The left/right panels show the real/imaginary
part.
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f2; 4gπ=L and f6; 8gπ=L, manifesting in the irregularity at
the lowest Ioffe times. In practice, this leads to an inflation
of the χ2=d:o:f: function in the fitting reconstruction of H̄,
from not being able to capture the difference between data
at Ioffe times originating from only the lowest boosts
(ν ¼ f2; 4ga=L) and the ones including the two larger ones
(ν ¼ f6; 8ga=L). We emphasize that this issue is not
indicative of large HTEs at these small Ioffe times, but
it should be attributed to a statistical fluctuation and kept in
mind in the x-dependence reconstruction when evaluating
the quality of the fits.

B. x-dependent distributions

The final step of the analysis is to reconstruct the x
dependence of the GPDs from matched ITDs averaged over
data from different nucleon momenta, utilizing Wilson line
lengths up to the selected zmax. We follow the strategy
discussed in Sec. III and start with the simplest fitting
Ansatz, including the parameters a, b. We show examples

of such fits for zmax ¼ 0.65 fm, depicted in Fig. 8. A clear
problem is encountered in the reconstruction of the valence
part of the H GPD (upper left panel). To understand the
problem, we show the values of the ða; bÞ fitting parameters
for all bootstrap samples, see Fig. 9.
This plot reveals a striking behavior for H̄v—the values

of a and b are almost perfectly correlated and span a huge
range of values, from slightly positive up to a ≈ 50 and
b ≈ 120, with the corresponding N prefactor of the fit
getting up to around 1050. As such, the GPD is strongly
suppressed at small and large x, with visibly positive values
only in a relatively short range of intermediate x. It is still
subject to much larger errors than other distributions. The
fitting reconstruction for this case is, thus, numerically ill
defined. This is further illustrated in the left panel of
Fig. 10, where we map out the underlying χ2=d:o:f:
function for one of the bootstrap samples. The plot depicts
a very shallow minimum of this function, with the global
minimum shown with a red circle. However, the value of
χ2=d:o:f: is almost constant along the direction of the

FIG. 6. Real (left) and imaginary (right) part of reduced (blue circles), evolved (red squares) and matched (green diamonds) H-ITDs,
averaged over the combinations of ðP3; zÞ with the same Ioffe time. Upper plots are computed at zmax ¼ 0.65 fm and bottom plots
at zmax ¼ 0.84 fm.
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correlation between the a and b parameters. In practice, for
different bootstrap samples, it implies that small differences
between them are translated into huge differences in the
position of the global minimum of χ2=d:o:f: Below, we
propose a solution to this problem based on an additional
constraint on the value of the prefactor N, a quantity that
depends on both fitting parameters of the valence distri-
bution. However, it needs to be remembered that results
utilizing such a constraint have to be considered with care,
and the problem’s occurrence calls for better lattice data to
be obtained in the future. We note that the problem is
present only at small values of νmax and only in the valence
distribution. Concerning the former, better lattice data
means that νmax needs to be extended without increasing
zmax, i.e. it shows the need for data at larger nucleon boosts.
However, interestingly, the problem does not occur for any
other distribution than H̄v, as shown in the other panels of
Fig. 9 (Ēv—upper right, H̄v2s—lower left, Ēv2s—lower
right). For all these cases, the correlation between the a and
b parameters is still significant but visibly smaller than in

the case of H̄v, and it does not imply a huge range of values
for these parameters for different bootstrap samples. The
χ2=d:o:f: function, shown for Ēv in the right panel of
Fig. 10, reveals again a rather shallow global minimum, but
robust enough to be limited to the range a∈ ð−0.7;−0.4Þ
for 75% of bootstrap samples and to a∈ ð−0.7; 0Þ for 95%
of samples.
In view of the observed correlation between the a and b

parameters, we propose the following strategy to decorre-
late the parameters. The essence of the problem is that small
differences between bootstrap samples translate to huge
differences in the pairs ða; bÞ corresponding to the global
minimum, with small differences in the value of this
function along the direction of the correlation. Thus,
instead of a single global minimum, there is, in practice,
a direction of minima of the χ2=d:o:f: function with very
close values of this function but considerably different
physical implications. The formal global minimum for
some bootstrap samples implies a large-x behavior of
ð1 − xÞ100, small-x suppression of x50 and a value of the

FIG. 7. Real (left) and imaginary (right) part of reduced (blue circles), evolved (red squares) and matched (green diamonds) E-ITDs,
averaged over the combinations of ðP3; zÞ with the same Ioffe time. Upper plots are computed at zmax ¼ 0.65 fm and bottom plots
at zmax ¼ 0.84 fm.
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prefactor of 1050. This is clearly nonphysical, and we
propose to constrain these coefficients for fitting results that
are accepted. Since the fitting parameters are strongly
correlated, we choose to impose this constraint on the
prefactor N, looking for a minimum of the χ2=d:o:f:
function in the parameter subspace such that N ≤ Nmax.
In Figs. 11 and 12, we show the effect of introducing this

Nmax constraint for the ill-behaved case of H̄v and the well-
behaved case of Ēv2s, respectively, using three values of
Nmax ¼ 10, 100, 1000. Starting with the well-behaved case,
it can be clearly seen that the Nmax constraint is not in
effect, and all results coincide with the unconstrained one,
shown in the lower right panels of Figs. 8 and 9.
Meanwhile, the ill-behaved case is significantly affected
by the constraint. The almost perfect correlation covering
a≲ 50, b≲ 120, and N ≲ 1050 is replaced by a clump of
ða; bÞ pairs with N ≤ Nmax by construction. It is interesting

to see the implication of the different Nmax constraints on
the maximum allowed values of the a and b parameters:

(i) Nmax ¼ 10 implies a≲ 0.8, b≲ 3.8.
(ii) Nmax ¼ 100 implies a≲ 1.8, b≲ 6.2.
(iii) Nmax ¼ 1000 implies a ≲ 2.8, b≲ 8.7.

The constraint on the small- and large-x behavior of the
GPD may be too restrictive with Nmax ¼ 10, but it seems
physically reasonable at Nmax ¼ 100, in view of typical
values of this coefficient, as well as the powers of 1 − x at
large x, found e.g. in global fits of PDFs [185].
Theoretically [186–188], it is also expected that the
parameter b is within the range covered by the choice
Nmax ¼ 100. We assume that results for zero-skewness
GPDs should not be drastically different. For the remainder
of the paper, we choose Nmax ¼ 100 and present results
according to this choice. We note that the result from
Nmax ¼ 100 is compatible with the unconstrained one
within the much larger uncertainties of the latter. Thus,

FIG. 8. Reconstructed x-dependent H (left) and E (right) GPDs at −t ¼ 0.65 GeV2 and zmax ¼ 0.65 fm. The top/bottom row depicts
the fits of the real/imaginary part of matched ITDs (valence/v2s distributions).
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the constraint effectively acts by replacing the fitting results
for samples with N > Nmax by the result corresponding to
the minimum of the χ2=d:o:f: function restricted to
N ≤ Nmax, which leads to a very slight increase of the
value of this function. Nevertheless, the constraint’s exist-
ence is a warning about the limited kinematic range of the
data used in the reconstruction. We emphasize that, in the
future, a clean solution to this issue should consist of
obtaining improved lattice data for these cases, meaning
predominantly larger nucleon boosts, allowing for the
inclusion of a broader range of Ioffe time at fixed zmax.
Luckily, the current problem is restricted to only a few
cases. We summarize it as follows:

(i) H̄v—the constraint N ≤ Nmax is effective for
zmax¼0.46, 0.65 fm and ineffective for zmax¼0.84,
1.02 fm.

(ii) H̄v2s—the constraint is ineffective at all zmax.
(iii) Ēv—the constraint is ineffective at all zmax.
(iv) Ēv2s—the constraint is ineffective at all zmax.
Now, we discuss the results of our fits that employ

Nmax ¼ 100, emphasizing again that this constraint is
relevant only for H̄v at zmax ¼ 0.46, 0.65 fm. The fits at
the level of ITDs are displayed in Fig. 13, for all four
considered values of zmax, with fits of the real/imaginary
part shown in the left/right panel. For each case, we present
the matched ITDs as discrete data points and the fitted ITDs
as a continuous band, being the inverse Fourier transform
of the fitting Ansatz. Overall, the fits provide a good
description of the data, particularly for the two preferred
intermediate values of zmax. The two extreme zmax are
inappropriate for different reasons—the smallest one
restricts the Ioffe time range too much, while the largest

FIG. 9. Correlation plots of the a and b fitting parameters in the reconstruction of H (left) and E (right) GPDs at −t ¼ 0.65 GeV2 and
zmax ¼ 0.65 fm. The top/bottom row depicts the fits of the real/imaginary part of matched ITDs (valence/v2s distributions). Each point
represents the result of one bootstrap sample.
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one includes data severely contaminated by HTEs, which
may cause large deviations of some points from the
fitting band.
Before we present the x-dependent distributions, we

discuss again the correlation plots of the a and b param-
eters, see Fig. 14. The upper left panel summarizes the
situation for H̄v. The two lower values of zmax are the ones
for which the constraint N ≤ Nmax is in effect and behave
qualitatively in a similar manner, with clumping of the
ða; bÞ pairs. The two larger zmax values lead to behavior
more akin to the other distributions, shown in the upper

right and lower panels. In all cases, the correlation between
a and b is clearly visible, but the values of both fitting
parameters are restricted to comparatively narrow intervals.
A different kind of behavior is manifested for the distri-
butions related to the imaginary part of ITDs (lower
panels), for zmax ¼ 0.46 fm (both H̄v2s and Ēv2s) and
zmax ¼ 0.65 fm (only Ēv2s). The limited Ioffe time range,
which at the lowest zmax (νmax ≈ 4) does not even capture
the presence of the maximum of the imaginary part, leads to
the fits favoring negative values of the b parameter for most
of the bootstrap samples and triggers the constraint b ≥ 0.

FIG. 10. Mapping of the value of the χ2=d:o:f: function (color-coded), defined in Eq. (15), for the fitting reconstruction of valence H
(left) and E (right) GPDs at −t ¼ 0.65 GeV2 and zmax ¼ 0.65 fm.

FIG. 11. Valence distribution H̄v at −t ¼ 0.65 GeV2 with zmax ¼ 0.65 fm and its corresponding fitting parameters a and b depicted
with three different values of Nmax.

GENERALIZED PARTON DISTRIBUTIONS FROM THE … PHYS. REV. D 110, 054502 (2024)

054502-15



Thus, most of the samples are attributed b ¼ 0 by the fitting
routine. Finally, we also show histograms of the a param-
eter for H̄v and Ēv at zmax ¼ 0.65 fm, see Fig. 15. In both
cases, i.e. with and without the Nmax constraint being in
effect, the distributions of the fitting parameter are approx-
imately Gaussian. We show the median of the distributions
with a vertical red line and also vertical green lines
corresponding to the 16th and 84th centiles, such that
around 68% of realizations of a are between these lines. In
the ideal Gaussian case, the error defined by such centiles
would coincide with the standard deviation of the Gaussian
distribution. For x-dependent PDF extraction, we choose to
define the central values and the errors based on the median
and these centiles to avoid distortion of the average and the
error defined as standard deviation by some fitting outliers
induced by numerical instabilities in minimizing the
χ2=d:o:f: function.
Our x-dependent distributions are summarized in

Fig. 16. In the upper left panel, we display the fits of
H̄v at four values of zmax. We recall that our preferred
choice is zmax ¼ 0.65 fm, but the reconstructed GPDs are
consistent between all zmax and almost ideally overlap for
the three lower choices. In particular, the agreement
between zmax ¼ 0.65 fm (that hits the Nmax constraint)
and zmax ¼ 0.84 fm (where N is always naturally below
Nmax) allows us to conclude a very robust reconstruction.
The situation is considerably different for H̄v2s (middle left
panel). Here, we observe significant dependence on zmax.
Specifically, the result at zmax ¼ 0.46 fm is affected by
almost all samples having b ¼ 0, which leads to artificially
suppressed errors and the unphysical behavior of

H̄v2sðx ¼ 1Þ > 0. At larger zmax, the fitting parameter b
is robustly nonzero [hence, H̄v2sðx ¼ 1Þ ¼ 0], but there are
still significant differences between zmax ¼ 0.65 fm and
zmax ¼ 0.84 fm for several ranges of x. As we have argued
above, the larger of these two zmax values is likely
contaminated by HTEs in the data from z=a ¼ 8; 9.
Hence, we consider the distribution obtained at zmax ¼
0.65 fm to be more reliable. Finally, extending the Ioffe
time range even further with data at z=a ¼ 10; 11
(zmax ¼ 1.02 fm) mostly has the effect of suppressing
the errors, without tension in central values with respect
to zmax ¼ 0.84 fm. Comparing H̄v and H̄v2s, the different
behavior can be attributed to the effects of sea quarks,
absent in H̄v, which, apparently, induce additional HTEs.
However, it is interesting to consider also the distribution
that combines the real and imaginary parts, H̄, shown in the
lower left panel. At x > 0, it sums the contributions from
valence and sea quarks, while at x < 0, the valence part is
identically zero, i.e. H̄ðx < 0Þ ¼ −H̄sðx > 0Þ. The sup-
pressed sea-quark contribution for x > 0 eases the tension
between different zmax choices, leading to compatible
results for zmax ≤ 0.84 fm in the range of x≳ 0.1. The
antiquark (fully sea) part is, obviously, still characterized by
tensions between different zmax and, thus, should be
considered unreliable. Overall, we conclude robust
reconstruction of the full H̄ distribution in the range
x≳ 0.1, and we attribute the problems at small-x and
x < 0 to potentially large HTEs related to sea quarks.

Now, we analyze the results of the x dependence of Ē.
For both Ēv and Ēv2s (upper and middle right panels of
Fig. 16), the outcomes are qualitatively similar to the case

FIG. 12. 2vs distribution Ē2vs at −t ¼ 0.65 GeV2 with zmax ¼ 0.65 fm and its corresponding fitting parameters a and b depicted with
three different values of Nmax. All data points overlap with ones without the Nmax constraint, indicating that this constraint is not in
effect.
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of H̄v, with enlarged statistical errors. The robustness of the
reconstruction with respect to zmax is particularly visible in
Ē (lower right panel), which indicates compatible distri-
butions at all zmax in the whole range of x. This brings the
natural question of why the picture for Ē seems to be
significantly more robust as compared to H̄. In the latter
case, we attributed the difficulties in some ranges of x to
enhanced HTEs induced by sea quarks. This interpretation
is lent credence in view of the convergence properties of the

LI definition of H and E GPDs mentioned in Sec. II.
Namely, it is consistent with the result reported in
Ref. [158], where the x-dependent H and E GPDs were
reconstructed following the quasidistribution approach. We
observed that the standard and LI definitions give almost
identical results for the H case, whereas the E function
behaves in a substantially different manner. Specifically,
using the standard definition leads to incompatible results
at P3 ¼ 0.83, 1.25, 1.67 GeV, while the LI variant evinces

FIG. 13. Real (left) and imaginary (right) part of matched ITDs H̄ and fitted ITDs at −t ¼ 0.65 GeV2, zmax increases from top to
bottom.
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total agreement for all these boosts for all x. Moreover, this
is not the case for the LI H function, showing incompat-
ibility between the two largest boosts in the range between
approximately x ¼ 0.2 and x ¼ 0.5. We can, thus, conclude
that the interplay of HTEs in the LI E function is more
favorable than in theH GPD—even if some cancellation of
HTEs is largely accidental in the former, it translates to a
more robust reconstruction for E.
Apart from the simplest fits employing the functional

form Nxað1 − xÞb, we also attempted to include more
fitting parameters, according to Eq. (16). We found that
no additional parameters are relevant in any of the scenarios
discussed below Eq. (16), i.e. they turn out to be sta-
tistically insignificant or on the verge of statistical

significance in some cases employing one additional fitting
parameter. We exemplify the results of including a 1þ c

ffiffiffi
x

p
correction to the leading functional form in Fig. 17, for
zmax ¼ 0.65 fm, with other cases (differing by zmax and/or
−t) evincing similar behavior. It is clear that the modifi-
cation with respect to fits including only a, b does not alter
the reconstruction, the only visible effect being some
enhancement of the error and introduction of a kind of
oscillatory behavior in H̄v. Hence, for our final results, we
choose the simplest fits with only two parameters describ-
ing the shape of the GPDs. We note that upon increased
precision of the lattice data, additional fitting parameters
will likely be required for a robust reconstruction.

FIG. 14. Correlation plots of the a and b fitting parameters in the reconstruction ofH (left) and E (right) GPDs at −t ¼ 0.65 GeV2 and
four values of zmax represented by different colors. The top/bottom row depicts the fits of the real/imaginary part of matched ITDs
(valence/v2s distributions). Each point represents the result of one bootstrap sample. The red points (zmax ¼ 0.65 fm) are identical to the
points in Fig. 9 for H̄v2s, Ēv and Ēv2s (N ≤ Nmax constraint ineffective), while for H̄v, the picture with imposed Nmax is significantly
different.
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The example of −t ¼ 0.65 GeV2, discussed in detail
above, is found to be representative of all other considered
values of the momentum transfer. The final H̄ and Ē
distributions for all −t can be found in the Appendix B
(Figs. 28 and 29). We establish the following general
conclusions:
(1) The H̄GPD is robustly reconstructed in the positive-

x part, at least down to x ≈ 0.1, with some values of
−t evincing even better compatibility between zmax
(particularly at large −t that has enhanced errors and
suppressed values). The leftover incompatibilities
usually involve the two extreme values of zmax, with
generically good agreement between our preferred
choices, zmax ¼ 0.65 fm and zmax ¼ 0.84 fm.

(2) The antiquark part of H̄ (x < 0) is subject to
enhanced HTEs, and the final results are compatible
with zero.

(3) The positive-x Ē is reconstructed with practically no
dependence on zmax at any momentum transfer,
likely due to the better convergence properties of
the LI definition of the E GPD, i.e. smaller con-
tamination by HTEs.

(4) The antiquark part of Ē (x < 0) likewise evinces
perfect agreement between different zmax. The values
are, nevertheless, compatible with zero for x≲ −0.1,
with indications of divergence at small negative x for
momentum transfers −t≲ 1 GeV2.

Before we show full t dependence of GPDs from our data, it
is interesting to compare the outcomes of our analyses at

−t ¼ 0.65 GeV2 from pseudo- and quasidistribution
approaches.

C. Pseudo-GPDs vs quasi-GPDs

The pseudo- and quasidistribution approaches utilize the
same bare lattice data. Thus, given the considerable
computational cost to obtain such data, it is natural to
follow both prescriptions. In this paper, we analyze these
data independently from our previous quasi-GPD work.
However, as discussed below, the approaches can be
combined to augment each other in regions where their
applicability may be questionable.
The treatment of the bare data is considerably different in

both methods and implies distinct systematic effects.
Below, we summarize and discuss the main differences:

(i) Bare MEs are renormalized in a variant of the RI/
MOM scheme (quasi) and in a ratio scheme
(pseudo).

(ii) Renormalized MEs (ITDs) are first subjected to x-
dependence reconstruction using the Backus-Gilbert
method (quasi) and they are matched to light-cone
ITDs still in coordinate space (pseudo).

(iii) In the next step, quasi-GPDs, already in momentum
space, are matched to their light-cone counterparts.
Light-cone ITDs in coordinate space are subjected to
x-dependence reconstruction using a fitting Ansatz.

Note that some of the above differences are not intrinsic
to the approaches but follow from standard practice.

FIG. 15. Fitting parameter histograms (numbers of bootstrap samples in a given interval) for the valence distributions H̄v and Ēv at
−t ¼ 0.65 GeV2 and zmax ¼ 0.65 fm. We show the median of the distribution with a vertical red line. The 1-sigma vertical green lines
correspond to the 16th and 84th centiles, such that they coincide with one standard deviation for a Gaussian distribution.
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For example, RI/MOM or ratio renormalization for pseudo/
quasi could be used in both cases if appropriate matching
equations are available. Also, GPDs in the pseudodistri-
bution approach could be reconstructed with the Backus-
Gilbert method (see Ref. [100]), but the limited range of
Ioffe times makes it less preferable. Conversely, fitting
Ansatz reconstruction of quasi-GPDs is hindered by their
noncanonical support in x, leaving the form of the Ansatz
unclear. With the above differences, systematic effects in
pseudo- and quasireconstructed distributions are signifi-
cantly different. Thus, a comparison of the final outcomes
allows us to estimate the size of these systematics.
In Fig. 18, we show a comparison of H and E GPDs

extracted using both pseudo- and quasidistribution

procedures. Once again, we use −t ¼ 0.65 GeV2 as an
example, with the quasi-GPD data taken from Ref. [149].
Both reconstructed GPDs use the same bare matrix ele-
ments, with the quasi one limited to only one nucleon
boost, P3 ¼ 1.25 GeV.
Starting with the antiquark part, one is forced to

conclude that, at present, no definite conclusions can
be drawn for the sea-quark distributions. This agrees with
our statements above, based exclusively on the pseudo-
GPD method. In the positive-x part, the differences
between quasi and pseudo are much smaller. In H̄, the
most prominent differences appear around x ¼ 0.25.
Interestingly, in Ē, we observe perfect agreement up to
x ≈ 0.5, but clear differences for larger x. Generally, we

FIG. 16. Reconstructed x-dependent H (left) and E (right) GPDs at −t ¼ 0.65 GeV2 with four different zmax values. The top row
depicts the valence distributions (F̄ v; from the real part of ITDs), the middle row the valence plus twice sea distributions (F̄ v2s; from the
imaginary part of ITDs), and the bottom row the valence plus sea distribution (F̄ ; mixing real and imaginary parts of ITDs.
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find the level of agreement in the positive x-region
encouraging.
Nevertheless, it is of utmost importance to robustly

quantify all sources of systematic effects and to introduce
further refinements in the analysis procedures and in the
lattice data. The latter are the bare input in both approaches,
and they can be improved in several ways. The obvious
aspect is to access data at different lattice parameters to
estimate the traditional sources of lattice systematics. For
example, data at different lattice spacings will allow one to
control discretization effects and ultimately extrapolate
them out by taking the continuum limit. Similarly, the
physical quark masses limit can be reached by an extrapo-
lation or, preferably, with simulations directly at the
physical point. However, the key aspect is to be able to

access larger nucleon boosts since power corrections in
the matching of both pseudo- and quasidistributions can
be naturally suppressed by larger P3. Unfortunately, while
acquiring data at additional lattice spacings or pion masses
poses no principal problem apart from computational time
demand, reaching larger P3 is an exponentially hard
problem, i.e. the signal-to-noise ratio decays exponen-
tially with each additional unit of lattice momentum.
Thus, for the time being, only moderate increases in P3 are
conceivable.
Another group of refinements involves analyzing the

bare lattice data and concerns their renormalization and
matching to the light cone. There has been a lot of
theoretical effort to improve these aspects, particularly in
quasi-distributions. It has been argued that more robust

FIG. 17. Comparison of fitting reconstruction of H̄v (upper left), Ēv (upper right), H̄v2s (middle left), Ēv2s (middle right, H̄ (lower left)
and Ē (lower right) using the simplest fitting Ansatz (purple bands) and an Ansatz with an additional fitting parameter (blue bands), at
−t ¼ 0.65 GeV2, zmax ¼ 0.65 fm.
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renormalization needs to be applied to avoid undesirable
effects. For example, the regularization-independent
momentum subtraction (RI/MOM) renormalization applied
in the case of nonlocal operators is bound to introduce
nonperturbative contaminations at large z when converting
the renormalization functions from the RI/MOM scheme to
the MS one. A remedy for this can be the usage of hybrid
schemes [109], e.g., with the ratio scheme used at small z
and the power divergence at larger z subtracted in a
different manner, e.g., from the static potential [138]. A
self-renormalization approach has also been proposed
[118] which extracts the required renormalization factors
from suitable bare matrix elements that can be matched to a
continuum scheme at short distance. Further refinements
involve subtraction of the linear renormalon [189,190] and
resummations of logarithms both at small x and large x
[147,160,191]. Analogous improvements can be done in
short-distance factorization relevant for pseudodistributions
[191,192].
In this paper, we have treated the pseudo- and quasi-GPD

methods as alternatives to each other. However, the optimal
way of using both frameworks might be to combine them in
a single analysis. This was postulated in Ref. [150]. In this
reference, it was emphasized that factorization, either in
momentum or in coordinate space, leads to different
applicability for both approaches. Quasidistributions pro-
vide a way to directly calculate the x dependence in an
intermediate-x region (from 0.15–0.20 to 0.80–0.85), with
power corrections in the matching being enhanced both
around x ¼ 0 and x ¼ 1. Pseudodistributions, instead, can
probe light-cone correlations up to some Ioffe time νmax
above which power corrections again dominate. Then,
going to x space necessitates some modeling of the
large-ν behavior, typically done by employing some fitting
Ansatz. Thus, one can imagine combining the two
approaches by supplementing the information missing in

one of them with the other. Reference [150] advocates
using the information from coordinate-space factorization
to provide constraints at small and large x. However,
another possibility is to extend the range of Ioffe times
accessible in coordinate space by employing information
from momentum-space factorization. Developing such
ideas, together with the above-mentioned improvements
in lattice data and analysis methods, is likely to produce the
most robust results for partonic distributions in the future.
When the pseudo- and quasidistribution approaches are
used independently, the discussed refinements should also
bring them toward convergence by eliminating important
sources of systematics. In particular achieving larger boosts
on the lattice will contribute towards extending the range of
validity of both approaches, i.e. broadening the range of x
reliably extracted from quasidistributions and the range of
Ioffe times accessible via pseudodistributions.

D. t dependence of GPDs

We finalize by presenting the t dependence from our
analyses. The upper/lower panel of Fig. 19 displays our
results for H̄=Ē, with the invariant momentum transfer
ranging from −0.17 to −2.29 GeV2.3 As expected, we
observe monotonous suppression of both GPDs with
increasing −t at x > 0, with the E GPD being suppressed
somewhat faster than its H counterpart. We also note that
the picture for the E GPD is better behaved as compared to
H. Above, we speculated that this is related to the better

FIG. 18. Comparison between reconstructions using the pseudodistribution approach (red bands) and the quasidistribution approach
(green bands). Left/right panel for H̄=Ē, −t ¼ 0.65 GeV2, zmax ¼ 0.65 fm for pseudo-GPDs.

3We chose to skip data at −t ¼ 1.24 GeV2, which is numeri-
cally ill-behaved at the stage of fitting reconstruction, particularly
for Ē (see this case in the Appendix B). While the results at this −t
show no tension with other momentum transfers, the inclusion of
this uncertainty-enhanced case in the t-dependence plot obscures
the general picture.
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convergence properties of the LI definition of E, with the
accidentally more favorable interplay of HTEs, i.e., their
probable cancellation between different amplitudes.
Overall, the picture summarized in Fig. 19 is akin to the
analogous picture obtained with the quasi-GPD method,
see Fig. 6 of Ref. [158] for direct comparison. While at the
quantitative level, there are some differences between
results from quasi- and pseudodistributions (again, some-
what larger for the H GPD), the striking similarities
between the outcomes of both approaches promise good
prospects for the future. At the same time, we repeat that
better lattice data are needed. Thus, it needs to be kept in
mind that the current statements are predominantly quali-
tative and quantitative and have to be postponed until
robust estimation and subtraction of several systematic
effects are achieved.

V. CONCLUSIONS AND PROSPECTS

In this paper, we extracted, for the first time, the zero-
skewness flavor nonsinglet GPDs H and E of the nucleon
from Radyushkin’s pseudodistribution approach. We uti-
lized lattice data at a single lattice spacing with a pion mass
of about 260 MeV. We employed data previously used for
an analogous analysis in Ji’s quasi-GPD framework [149]
at P3 ¼ 1.25 GeV, but we extended it significantly, adding
three lower nucleon boosts and one larger, P3 ¼ 1.67 GeV.
We profited significantly from the acquisition of the data in
asymmetric frames of reference [149], which allowed us to
obtain results for several momentum transfers in a single
calculation. Moreover, we used the Lorentz-invariant def-
inition of pseudo-GPD matrix elements in coordinate space
proposed in Ref. [149], which turned out to lead to very
robust results, particularly for the GPD E.

FIG. 19. Momentum transfer dependence of the reconstructed H̄ (top) and Ē (bottom) GPDs. All reconstructions use the preferred
value of zmax ¼ 0.65 fm.
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The pseudodistribution approach is a multistep pro-
cedure which starts from the same bare matrix elements as
quasidistributions. These matrix elements are renormal-
ized in a ratio scheme (leading to objects termed reduced
or pseudo-ITDs), perturbatively evolved to a common
scale (evolved ITDs), and matched to light-cone distri-
butions in coordinate space (matched ITDs). Finally, the
reconstruction of the x dependence follows, using fitting
Ansätze similar to ones employed in standard global fits of
experimental data. Some remarks are in order to empha-
size important aspects of the analysis. The ratio scheme
removes logarithmic and power divergences in the bare
lattice data and plausibly reduces some of the higher-twist
effects, allowing us to extend the lengths of Wilson lines
beyond the naive perturbative values, z≲ 0.2–0.3 fm.
In practice, HTEs start to become visible around
z ¼ 0.7–0.8 fm. We emphasized the importance of a
reliable choice of zmax, adopting a practical criterion
involving agreement of matched ITDs extracted from
different combinations of the nucleon boost (P3) and
the Wilson line length (z) but corresponding to the same
Ioffe time ν ¼ P3z. We noted that the imaginary parts of
ITDs are somewhat more sensitive to HTEs than the real
parts. In the end, we singled out two plausible choices for
zmax, 0.65 fm, and 0.84 fm, which appear to be the best
compromise between the reliability of the perturbative
procedure and the attained range of Ioffe times. Upon both
choices, the final x-dependent distributions H̄ and Ē, the
sums of the valence and the sea parts of H and E GPDs,
are compatible within uncertainties in the positive-x
region. The negative-x region is found to be much less
reliable, and the results are compatible with zero for most
of this region. These conclusions hold for a wide range of
momentum transfers employed in our analyses, from −t ¼
0.17 GeV2 to −t ¼ 2.29 GeV2. The reconstruction of the
x dependence is found to be robust for all cases. The most
troublesome cases appear when the Ioffe time range is
limited, particularly for zmax ¼ 0.46 fm and, to some
extent, also zmax ¼ 0.65 fm. We identified problems of
two kinds, summarized below. The valence distribution
H̄v at small zmax suffers from enhanced correlations
between the fitting parameters, which led us to adopt a
constraint on the value of the prefactor of the fitting
Ansatz, Nxað1 − xÞb, where N ≤ Nmax. However, results,
when this constraint is effective at zmax ¼ 0.65 fm, are
fully compatible with the ones at zmax ¼ 0.84 fm without
the constraint playing any role, establishing minor prac-
tical importance of the problem. The other problem
observed in the reconstruction appears for the distribu-
tions involving the imaginary parts of ITDs, again at small
zmax. The insufficient range of Ioffe times, reaching below
or only close to the maximum of the imaginary part,
renders the fitting parameter b zero for many bootstrap
samples, thus failing to describe the decay of the GPDs to
zero at x ¼ 1. Luckily, the issue is comparatively mild at

zmax ¼ 0.65 fm and does not affect positive-x GPDs H̄
and Ē within our precision. Overall, the two above
problems are not severe at the present stage but call for
improved lattice data in the future. Most importantly, there
is a need to extend the Ioffe time range at moderate values
of zmax, which requires precise data at larger nucleon
boosts. Obviously, this is difficult in view of the expo-
nentially decaying signal-to-noise ratio when increas-
ing P3.
Overall, our work clearly demonstrates the feasibility of

the pseudodistribution approach to extracting GPDs from
the lattice. In the future, several systematic effects need to
be addressed in order to obtain fully reliable results. The
present analysis involved data at a single lattice spacing and
a single volume—thus, one needs to investigate and
quantify discretization and finite volume effects. Quark
mass effects are also potentially contaminating the results.
As hinted at above, also HTEs need to be reduced, which
can be achieved with data at larger nucleon boosts. Finally,
other ways of reconstructing the x dependence should be
explored, such as those based on machine learning.
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APPENDIX A: MATCHED ITDS FOR ALL
MOMENTUM TRANSFERS

In this appendix, we show matched ITDs for all
employed momentum transfers, see Figs. 20–27. In each
case, we present the data separately for each nucleon boost
P3. The inspection of all plots allows us to draw con-
clusions about the proper values of zmax that can be used in
the reconstruction of the x dependence of the GPDs, see the
main body of the text.

FIG. 20. Matched H (top) and E (bottom) ITDs at −t ¼ 0.17 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.

GENERALIZED PARTON DISTRIBUTIONS FROM THE … PHYS. REV. D 110, 054502 (2024)

054502-25



FIG. 21. Matched H (top) and E (bottom) ITDs at −t ¼ 0.34 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.

FIG. 22. Matched H (top) and E (bottom) ITDs at −t ¼ 0.65 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.
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FIG. 23. Matched H (top) and E (bottom) ITDs at −t ¼ 0.81 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.

FIG. 24. Matched H (top) and E (bottom) ITDs at −t ¼ 1.24 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.
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FIG. 25. Matched H (top) and E (bottom) ITDs at −t ¼ 1.38 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.

FIG. 26. Matched H (top) and E (bottom) ITDs at −t ¼ 1.52 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.
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APPENDIX B: ALL FULL RECONSTRUCTIONS

In Figs. 28 and 29, we present the H̄ and Ē in momentum
space, for all our momentum transfers and four values of
zmax. As discussed in the main body of the text, all cases

evince agreement between our preferred choices,
zmax ¼ 0.65 fm, and zmax ¼ 0.84 fm, for H̄ðx≳ 0.1Þ and
Ē practically at all x.

FIG. 27. Matched H (top) and E (bottom) ITDs at −t ¼ 2.29 GeV2 with four nucleon momentum values, slightly shifted for better
visibility. The left/right panels show the real/imaginary part.
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FIG. 28. Full H (left) and E (right) reconstructed GPDs from −t ¼ 0.17 GeV2 to −t ¼ 0.81 GeV2.
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FIG. 29. Full H (left) and E (right) reconstructed GPDs from −t ¼ 1.24 GeV2 to −t ¼ 2.29 GeV2.
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