2207.05542v5 [math.AP] 18 Jan 2024

.
.

arxiv
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Abstract

We consider approximation of the variable-coefficient Helmholtz equation in the exterior
of a Dirichlet obstacle using perfectly-matched-layer (PML) truncation; it is well known that
this approximation is exponentially accurate in the PML width and the scaling angle, and the
approximation was recently proved to be exponentially accurate in the wavenumber k in [28].

‘We show that the Ap-FEM applied to this problem does not suffer from the pollution effect,
in that there exist C1,Cs > 0 such that if hk/p < Ci and p > Cslogk then the Galerkin
solutions are quasioptimal (with constant independent of k), under the following two conditions
(i) the solution operator of the original Helmholtz problem is polynomially bounded in k (which
occurs for “most” k by [41]), and (ii) either there is no obstacle and the coefficients are smooth
or the obstacle is analytic and the coefficients are analytic in a neighbourhood of the obstacle
and smooth elsewhere.

This hp-FEM result is obtained via a decomposition of the PML solution into “high-” and
“low-frequency” components, analogous to the decomposition for the original Helmholtz solution
recently proved in [29]. The decomposition is obtained using tools from semiclassical analysis
(i.e., the PDE techniques specifically designed for studying Helmholtz problems with large k).

Keywords: Helmholtz equation, high frequency, perfectly-matched layer, pollution effect,
finite element method, error estimate, semiclassical analysis.
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1 Introduction and statement of the main results

1.1 Recap of the Helmholtz exterior Dirichlet problem and k-dependence
of its solution operator

This paper is primarily concerned with computing solutions of the Helmholtz exterior Dirichlet
problem when the wavenumber k is large.

Definition 1.1 (Helmholtz Exterior Dirichlet problem) Let Q2 C Bg, :={z : |z| < Ro} C
R?, d = 2,3, be a bounded open set with C> boundary U'p such that 0y := R\ Q_ is connected.
Let Agear € C(Qy, RIXD) be symmetric positive definite, let coear € C™(Qp;R) be strictly positive
and bounded, and let Agcat and cscar be such that there exists Rgcay > Ro > 0 such that
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Given g € L*(Q4) with suppg € R? and k > 0, u € HL () satisfies the exterior Dirichlet
problem if

2oV (Ageat Vu) + k2u=—g  in Qy, u=0 onTIp, (1.1)
and u is outgoing in the sense that u satisfies the Sommerfeld radiation condition
Oru(x) — iku(z) = o(r_(d_l)/2) as r:=|z| = oo, uniformly in T = x/r. (1.2)

Although the exterior Dirichlet problem makes sense for non-smooth domains and coefficients,
our results below require (at least) the smoothness in Definition 1.1, and so we assume this
smoothness from the start for simplicity. Let || - [|; be the standard weighted H ! norm

lwllZr = IVwlZz + E||wl|Z.. (1.3)

Definition 1.2 (Polynomial-boundedness of the solution operator) Given kg > 0, K C
[ko, 00), the solution operator of the Helmholtz exterior Dirichlet problem is polynomially bounded
for k € K if there exists M > 0 such that given R > 0 there exists C > 0 such that given g € L*(Qy)
with supp g C Bg, the solution u of the Helmholtz exterior Dirichlet problem satisfies

lullzry (Bana.) < CEYlgllL2Banay)  for allk € K. (1.4)

There exist C*° coefficients Agcat and csear and obstacles € such that the solution operator is
not polynomially bounded for all k. E.g., [57] gives an example of a ¢scay € C'°° such that the solution
operator with this cgcat and Ageay = I grows exponentially through a sequence 0 < k1 < ko < ...
with k; — oo as j — oo. Note that this exponential growth is the worst-possible growth of the
solution operator by [10, Theorem 2].

Theorem 1.3 (Conditions under which the solution operator is polynomially bounded)
Suppose Q_, Agcat, and Cseay are as in Definition 1.1.

(1) If Q_, Agscat, and cscat are additionally nontrapping (i.e. all the trajectories of the generalised
bicharacteristic flow defined by the semiclassical principal symbol of (1.1) starting in Bg leave Bg
after a uniform time), then given ko > 0, (1.4) holds with M =0 and K = [kg, 00).

(ii) Given ko,d,e > 0 there exists a set J C [ko,00) with |J| < & such that (1.4) holds with
M =5d/2+ ¢ and K = [ko,00) \ J.

References for the proof. (i) follows from either the results of [56] combined with either [67,
Theorem 3] or [46], or [11, Theorem 1.3 and §3]. (ii) is proved for ¢ = 1 in [41, Theorem 1.1 and
Corollary 3.6] and the proof for more-general ¢ follows from combining the results of [41] with [29,
Lemma 2.3]; we highlight that, under an additional assumption about the location of resonances, a
similar result with a larger M can also be extracted from [65, Proposition 3| by using the Markov
inequality. [

1.2 Truncation of the exterior domain (2, using the exact Dirichlet-to-
Neumann map and solution via the hp-FEM

A popular way of solving boundary value problems involving variable-coefficient PDEs, such as
the Helmholtz exterior Dirichlet problem of Definition 1.1, is the finite-element method (FEM).
When the FEM is used with standard piecewise-polynomial subspaces (i.e., piecewise polynomials
of degree p on a mesh with meshwidth h), the exterior domain €4 must be truncated before the
FEM can be used.

One truncation option is to introduce R > Rgcat such that supp g C Bg, and then replace Q.
by Q4 N Bg, using as a boundary condition on dBp the exact Dirichlet-to-Neumann (DtN) map
for the Helmholtz equation Au + k?u = 0 in the exterior of Br with the radiation condition (1.2)
(with this map given explicitly, by separation of variables, in terms of Fourier series and Hankel
functions). The solution of this truncated problem is then the restriction of the solution of the
exterior Dirichlet problem to Bg.



For the exterior Dirichlet problem with exact-DtN-map truncation, there has been a relatively
large amount of analysis of the associated FEMs since the initial work of [49, 39]. In particular, for
the hp-version of the FEM, where accuracy is increased by both decreasing h and increasing p, the
results of [55, Theorem 5.8] (when I'p is analytic, A = I, and ¢ = 1) and [29, Theorem B1] (when
I'p is analytic and A, ¢ are analytic near I'p — see Assumption 1.11 below) show that if the solution
operator is polynomially bounded in k as k — oo (in the sense of Definition 1.2) then there exist
C4,Cy, and Cq (independent of k, h, and p) such that if

hk
— < C; and p>Cshlogk
p

then the Galerkin solution uy exists, is unique, and satisfies

llu— uN||Hé(BRnQ+) < Coo vzrvneilI}N Ju — ,UNHH;(BRQQ+) )
where Vj is the hp approximation space.

Since the total number of degrees of freedom of the approximation space is proportional to
(p/h)?, these results show there is a choice of h and p such that the Galerkin solution is quasioptimal,
with quasioptimality constant (i.e. Cyo) independent of k, and with the total number of degrees
of freedom proportional to k%. The significance of this result is that it is well-known that the
h-FEM (where accuracy is increased by decreasing h with p fixed) is not quasioptimal with Cy,
independent of k& when the total number of degrees of freedom ~ k? (i.e., when h ~ k~1); see [2].
This feature is known as “the pollution effect” (with the term coined in [38]), and the results of
[55, 29] quoted above therefore show that the hp-FEM applied to the exterior Dirichlet problem
with exact-DtN-map truncation does not suffer from it.

1.3 Truncation of {2, using a PML

Although the solution of the problem truncated with the exact DtN map is the restriction of the
solution of the true problem to 2, N Br, the exact DtN map is a non-local operator, and hence
expensive to compute. A popular way of truncating in a less-computationally-expensive way is
to use a perfectly-matched layer (PML), introduced by [5] (in cartesian coordinates) and [16] (in
spherical coordinates). In this paper we consider the following radial PMLs.

Radial PML definition. Let Ry, > R1 > Rscar and let Qi € R? be a bounded Lipschitz open
set with Bp,, C Q4. Let Q:= Qy,, NQ4, Ty i= 0y, and 0 < 0 < /2. Let

Pi=- scatv (ASCatv)'

so that the Helmholtz equation in (1.1) is (P — k?)u = g. The PML method replaces (1.1)-(1.2) by

(Pp—k =g inQ, v=0onTp, and v=0onTy, (1.5)
where
P. <R
pp={ =" (1.6)
—Ag, r > Rl,

where —Ay is a second order differential operator that is given in spherical coordinates (r,w) €
[0,00) x S9=1 by

1 0\2 d—1 0 1
8= (1w a) Y eTREIaT Ry o T EheER (1)
- 1 O (rtifor)™tON, L
T (A Fify () (r - ifa(r))t or ( ) * (r+ife(r>)2A“’

)
1+ify(r) oOr
0

with A, the surface Laplacian on S9=1 and fp(r) € C°°([0,00); R) given by fo(r) := f(r)tané for
some f satisfying

{fy=0}={f'(n=0t={r<mi}, f(r)=0, fr)=ronr>Ry  (18)



i.e., the scaling “turns on” at r = Ry, and is linear when r > R;. We emphasize that R, can be
< Ry, i.e., we allow truncation before linear scaling is reached. Indeed, Ry > Ry can be arbitrarily
large and therefore, given any bounded interval [0, R] and any function f € C*°([0, R]) satisfying

{fry=0}={F' (=0} ={r<Ri}, [f(r)>0,
our results hold for an f with f|p g = f.

Remark 1.4 (Link with other notation used in the literature) In (1.5)-(1.8) the PML
problem is written using notation from the method of complex scaling (see, e.g., [22, §4.5]). In
the numerical-analysis literature on PML, the scaled variable is often written as r(1 +ic(r)) with
a(r) = og for r sufficiently large, see, e.qg., [35, §4], [8, §2]. To convert from our notation, set
a(r) = fo(r)/r and op = tané.

Remark 1.5 (Smoothness of the PML scaling function fy) We assume that fy € C* be-
cause we need the differential operator —Ag to be a semiclassical pseudodifferential operator (with
the definition of these recapped in §A). More precisely, we need the operator éhyg, defined by (3.10)
i terms of —Ag, to be a semiclassical pseudodifferential operator. While we could work with
pseudodifferential operators with non-smooth symbols, and thus cover fg with lower reqularity, this
would be more technical.

Accuracy of PML truncation. It is well-known that, for fixed k, the error [lu — v|| g5, \)
decays exponentially in Ry, — Ry and tan 6 — see [44, Theorem 2.1], [45, Theorem A], [35, Theorem
5.8] (with analogous results for cartesian PMLs in [40, Theorem 5.5], [9, Theorem 5.8]).

It was recently proved in [28] that the error [[u — v||g1 (B, \0) also decreases exponentially in k;
indeed, the following theorem is a simplified version of [28, Theorems 1.2 and 1.5].

Theorem 1.6 (Radial PMLs are exponentially accurate for k large) Suppose that fy €
C3(0,00) and the solution operator of exterior Dirichlet problem is polynomially bounded in k
(in the sense of Definition 1.2). Given € > 0, there exist C1,Ca, kg > 0 such that for all 0 > e,
Ry, > Ri(1+¢€), and k > ko the following is true.

Given g € L?(2y) with supp g C Bg,, the solution v to (1.5) exists, is unique, and satisfies

lu = vl (Br,\0_) < Crexp ( — Cok(Riy — Ri(1+€)) tan 9) gl L2y (1.9)
where u s the solution to the exterior Dirichlet problem of Definition 1.1.

We make four remarks regarding Theorem 1.6.

e The order of the quantifiers in Theorem 1.6 (and also later results in the paper) dictates
what the constants depend on; e.g., in Theorem 1.6, C7,C5, and ky depend on €, but are
independent of Ry, R, and 6.

e A similar bound on the error holds even when the solution operator is mot polynomially
bounded and grows exponentially in k; see [28, Theorems 1.2 and 1.5].

e Results showing exponential decay in k (similar to in (1.9)) for the model problem of
Ascat =1, cscat = 1, and Q_ = (i.e., no scatterer) were given in [15, Lemma 3.4] for d = 2
and [47, Theorem 3.7] for d = 2, 3, using the fact that the solution of this problem can be
written explicitly via the fundamental solution or separation of variables.

e The exponential decay of the error (1.9) in k is in contrast to truncation with local absorbing
boundary conditions (introduced in [48, 23, 24, 4, 3]) which give O(1) relative errors as k — oo
when approximating the solutions of scattering problems; see [27].



The variational formulation of the PML problem. Given fy(r), let

a(r):==1+ifg(r) and B(r):=1+ife(r)/r. (1.10)
Let
_ Agcat for r < Ry and i :: cs_cit for r < Ry (1.11)
HDHT forr > Ry, c? a(r)B(r)¢=t  forr > Ry,

where, in polar coordinates (r, ),

_( Br)a(r)! 0 [ cosp —sing B
b= ( 0 a(r)B(r)~! ) and - H = ( sinp  cosp ) for d =2,

and, in spherical polar coordinates (r, ¢, @),

B(r)2a(r)~t 0 0 sinpcos¢ cospcosp —sing
D= 0 afr) 0 and H= | sinpsing cospsing cos¢ for d = 3.
0 0 ar) cos —sing 0

(since Agear = I and c 2, = 1 when 7 = Ry, A and ¢~2 are continuous at r = R;).

Lemma 1.7 (Variational formulation of the PML problem (1.5)) Given g € L?(Q) with
supp g C Bg,, the variational formulation of the PML problem (1.5) is

find v € HY(Q) such that a(v,w) = G(w) for all w € Hy(Q), (1.12)
where
- k2 qg__
a(v,w) = | AVv-Vw— —vw and G(w):= =w.
Q C Br, €

Proof. With « and 8 defined by (1.10) (with this notation used by [44, 47]), Ay defined by (1.7)

becomes 1
1 - 1
Ay = 9 (BT 9, Ao.
a(rp)d=1 or a Or (rB)?
Multiplying the PDE in (1.5) by c.2,aB% !, using that ceea = 1 for r > Ry, a = § = 1 for
r < Rj, and suppg C Bg,, and then changing variables to cartesian coordinates, we find that
V - (AVu) + (k?/c*)u = —g/c?; the variational formulation (1.12) follows. ]

Remark 1.8 (Plane-wave scattering) The exterior Dirichlet problem of Definition 1.1 consid-
ers the Helmholtz equation with right-hand side g. Another important Helmholtz problem is that
of plane-wave scattering; that is, with Q_, Agcat, and cscar as above, given a € R with la| =1, let
ul (z) := exp(ikz - a) and find u € H} _(Q4) such that

loc
2V (Ageat V) + k2u =0 in Q,, u=0 onIp,

and u® = u—u' is outgoing (i.e., satisfies (1.2)). Since u itself is not outgoing, it cannot be directly
approzimated by the solution of a problem with PML truncation. However, let x € C (R4 [0,1])

comp
be such that x =1 for v < Rgeay and x =0 for r > Ry, and let
=xu! +u’ =u—(1-x)u! and g¢:=2Vyx Vu! +u’Ax.

Observe that @ then satisfies the PDE in (1.1), and that the right-hand side g is supported in
Recat < 7 < Ry. Therefore PML truncation can be used to approrimate u. Observe further that
u =u for r < Rgcat, with this usually the region where one is interested in finding the solution u.

Assumption 1.9 When d =3, fy(r)/r is nondecreasing.

Assumption 1.9 is standard in the literature (in the notation described in Remark 1.4 it is that
o is non-decreasing; see, e.g., [8, §2]) and ensures that the matrix A (1.11) satisfies RA > 0 (in the
sense of quadratic forms) for all 8; see Lemma 2.3 and Remark 2.5 below.



1.4 The main result: accuracy of the hp-FEM applied to the Helmholtz
exterior Dirichlet problem with PML truncation

Existing results on the accuracy of the FEM applied to Helmholtz problems with PML
truncation. Although the FEM with PML truncation is widely used to compute solutions of the
Helmholtz exterior Dirichlet problem (and other boundary value problems involving the Helmholtz
or Maxwell equations), until now there have been no rigorous k-explicit results guaranteeing the
accuracy of the computed solutions of the Helmholtz exterior Dirichlet problem with PML truncation
as described in §1.3.

Indeed, the only existing k-explicit results on the accuracy of the FEM applied to Helmholtz
problems with PML truncation are the following.

e The result [47, Theorem 4.4] concerns the model problem of Ageat = I, Cscat = 1, and Q_ =
(i-e., no scatterer), and shows that [|v — UNHHé(Q) is bounded (independently of k) in terms

of the data if hk3/? is sufficiently small; this threshold is observed empirically to be sharp
when p =1 and is the same threshold that appears for the problem with DtN truncation [42]
or a first-order absorbing boundary condition [68]. !

e The result [12] considers 2_ starshaped, Ascat = I, and cgeat = 1, and obtains the same
thresholds for quasioptimality (for arbitrary fixed p > 0) as for both the problem with DtN
truncation or a first-order absorbing boundary condition [55]. However, [12] considers scaling
functions of the form fp(r) = ro/k (with o independent of k), and with such scaling the PML
error is not exponentially small in k.

e The result [6, Theorem 6.6.7]/[7, Theorem 5.5] covers the exterior Dirichlet problem with
PML truncation, with a Robin boundary condition on I'y;, under the assumptions that (i) the
PML scaling angle, 6, is sufficiently small and (ii) the solution operator for this problem is
polynomially bounded (in the sense of Definition 1.2); we discuss the results of [6, 7] further
in §1.8 below.

Statement of the main result. We consider the exterior Dirichlet problem with domain and
coefficients satisfying one of the following two assumptions.

Assumption 1.10 (i) Q_ = .
(i1) Ascat and cscar are as in Definition 1.1.
(iii) Ty is CLL.

Assumption 1.11 (i) Q_, Ascat, and csear are as in Definition 1.1.
(it) Q_ is analytic, and both Agcat and cscar are analytic in Br, for some Ry < R, < Rj.
(iii) Ty is C1L.

The reasons we consider these classes of domain and coefficients is explained in §1.8/§4.2 below.
We note here that the assumption that I'y, is C1'! ensures that the PML solution is in H? (Qr)-

Theorem 1.12 (Quasioptimality of hp-FEM for the exterior Dirichlet problem with
PML truncation) Suppose that Q_, Ascat, Cscat, and i, satisfy either Assumption 1.10 or
Assumption 1.11. Suppose further that Q_, Ascat, Cscat, and K C [ko,00) are such that the solution
operator of the exterior Dirichlet problem is polynomially bounded (in the sense of Definition 1.2).
Suppose that the PML scaling function fg € C* and satisfies Assumption 1.9. Let (VN)S_, be the
piecewise-polynomial approzimation spaces described in [54, §5], [65, §5.1.1] (where, in particular,
the triangulations are quasi-uniform and allow curved elements).

1Since the preprint of the present paper appeared, the preprint [30] generalised the result of [47, Theorem 4.4]
to general scattering problems with PML truncation and h-FEM spaces of arbitrary polynomial degree, proving
quasi-optimality if (hk)?k'TM is sufficiently small, where M is as in (1.4), and a bound on the relative error if
(hk)2PkHM s sufficiently small.



Given € > 0, there exist k1, Cy,Ca, Cqo > 0 such that the following is true. Given G € (HL(Q))*,
forallk € KNlky,00), e <0 <7/2—¢, and Ry, > R1(1 +¢€), the solution v to the PML problem
(1.5)/ (1.12) exists and is unique. Furthermore, if

bk <Cp and p>Cslogk, (1.13)
p

then the Galerkin solution vy of the PML problem (1.12), satisfying
a(vy,wy) = G(wy)  for allwy € Vi, (1.14)
exists, is unique, and satisfies the quasioptimal error bound
v — UNHH;(Q) < Cqo szvnEirl}N v — wNHH;(Q) : (1.15)

The error on Br N4 between the true solution u and the Galerkin approximation to the PML
solution vy is then controlled by combining (1.15) with (1.9).

Remark 1.13 (Non-conforming error) Theorem 1.12 assumes that the domain € is triangulated
exactly. In practical applications, however, exact triangulations are seldom used, and some analysis
of the geometric error is therefore necessary. We ignore this issue here (just as in the previous work
on the hp-FEM in [54, 55, 26, 53, 43, 29]), but note that, empirically, at least for the h-FEM, the
geometric error caused by using simplicial elements is smaller than the pollution error.

1.5 The idea behind the hp-FEM result of Theorem 1.12: decompositions
of high-frequency Helmholtz solutions

Decomposition of constant-coefficient Helmholtz solutions in [54, 55, 26]. The celebrated
papers [54, 55, 26, 53] established a k-explicit convergence theory for the hp-FEM applied to the
constant-coefficient Helmholtz equation Au + k%?u = —f. This theory is based on decomposing
solutions of this equation as

u=1uyg+ugez, (1.16)

where

(i) w4 is analytic, and satisfies bounds with the same k-dependence as those satisfied by the full
Helmholtz solution, but with explicit k-dependence built into the Cauchy estimates, and

(ii) wuge has finite regularity (normally H?), and satisfies bounds with improved k-dependence
compared to those satisfied by the full Helmholtz solution.

The papers [54, 55, 26] obtained such a decomposition for a variety of constant-coefficient Helmholtz
problems, with the idea of the decomposition that u 4 corresponds to the low-frequency components
of the solution w (i.e., components with frequencies < k) ug2 corresponds to the high-frequency
components of solution (i.e., components with frequencies 2 k) — we discuss this “decomposing-via-
frequencies” idea further in §1.8.

How the decomposition shows that the hp-FEM does not suffer from the pollution effect
under the conditions (1.13). The classic duality argument (originating from ideas introduced
in [61] and then refined by [60]) gives a condition for the Galerkin solutions to be quasioptimal in
terms of how well solutions of the adjoint problem are approximated by the finite-element space
(see §2.1 below and the discussion/references therein). Note that solutions of the adjoint problem
for the Helmholtz equation are just complex-conjugates of Helmholtz solutions (see Lemma 2.7
below), so in this argument one only needs to consider approximation of Helmholtz solutions.

When applying the classic duality argument to the Helmholtz equation, approximating the
Helmholtz solution directly (without any decomposing) and using the sharp bound (in terms of
k-dependence) on its H? norm results in the condition “hk?/p sufficiently small” for quasioptimality;
this is the sharp condition when p =1 — see, e.g., [38, Figure 8].



The fact that ug2 satisfies a bound one power of k better than that satisfied by u means that
the analogue of the condition “hk?/p sufficiently small” with u replaced by ug= is the improved
“hk/p sufficiently small”; i.e., the first condition in (1.13). Provided that the solution operator is
polynomially bounded in the sense of (1.4), the analogue of the condition “hk?/p sufficiently small”
with u replaced by u4 (and using the first p 4+ 1 derivatives of u_4) is essentially

g (hk>p (1.17)

op

sufficiently small (with o constant); see (2.6) below. With hk/p sufficiently small, (1.17) can be
made arbitrarily small if p/log k is sufficiently large, leading to the second condition in (1.13); note
that the analyticity of u 4 is crucial here, since it allows us to take p arbitrarily large.

The recent paper [29]: analogous decompositions for very general Helmholtz scattering
problems. The recent paper [29] (following [43]) showed that similar decompositions can be
obtained for very general Helmholtz scattering problems, namely, those fitting into the so-called
“black-box” framework of Sjostrand—Zworski [63], with this framework including problems where the
scattering is caused by variable coefficients, penetrable obstacles, or impenetrable obstacles. For
these general Helmholtz solutions, u 4 is not necessarily analytic, but the regularity is determined
by properties of the scatterer. The paper [29] then showed that, if the domain and coefficients
satisfy either Assumptions 1.10 or 1.11, then w4 is analytic (possibly modulo a remainder that is
super-algebraically small in k), and then the arguments of [54, 55] can be used to show that the
hp-FEM applied to these Helmholtz problems does not suffer from the pollution effect.

The main contribution of the present paper. The main contribution of the present paper is
showing that the decompositions of outgoing Helmholtz solutions obtained in [29] also hold for the
corresponding Helmholtz solutions with PML truncation. Indeed, our main decomposition result for
PML solutions, stated informally in the next subsection as Theorem 1.15, and then rigorously in
Theorem 4.1, is the exact analogue of the corresponding decomposition result in [29] for outgoing
Helmholtz solutions.

The results in [29] that show that w4 is analytic if the domain and coefficients satisfy either
Assumption 1.10 or 1.11, then show the corresponding result for the low-frequency components of
the PML solution. Thus, exactly as in [29], the arguments of [54, 55] can be used to show that the
hp-FEM applied to these PML problems does not suffer from the pollution effect, i.e., Theorem
1.12.

We emphasise that the proof of Theorem 4.1 involves several new technical ideas compared to
the proof of the analogous result in [29] for outgoing Helmholtz solutions. These differences arise
from the fact that in [29] the notion of “high-frequency” and “low-frequency” components of the
solution is defined via the functional calculus for self-adjoint operators (see §1.8 below) but the
PML operator is not self-adjoint. To overcome this obstacle, we use (i) the ellipticity of the PML
operator in the scaling region and the recent results of [28], (ii) the fact that the functional calculus
is pseudolocal (see Lemma 3.5 below), and (iii) the fact that, away from the scatterer and the PML
truncation boundary, the functional calculus is pseudodifferential (see Lemma 3.6 below).

Recap of k-explicit analyticity. Before stating informally the main decomposition result for
PML solutions (Theorem 1.15), we record the following lemma about how the bound an analytic
function depending on k satisfies dictates the k-dependence of the region of analyticity; we use this
lemma below to understand the properties of the v 4s in Theorems 1.15, 1.16, and 1.17.

Lemma 1.14 (k-explicit analyticity) With D a bounded open set, let u € C*°(D) be a family
of functions depending on k.
(i) If there exist C,Cy > 0 such that, for all multiindices «,

10%ull y2(py < CulCR)'.

then wu is real analytic in D with infinite radius of convergence, i.e., u is entire.



(ii) If there exist C,Cy > 0 such that, for all multiindices «,
||(904uHL2(D) < Cu(Ck)\OéHa“,

then u is real analytic in D with radius of convergence proportional to (Ck)™!.
(iii) If there exist C,C\y > 0 such that, for all multiindices c,

16%ull 12y < CuC1* masx {|af, £},
then u is real analytic in D with radius of convergence independent of k.

Proof. In each part, we use the Sobolev embedding theorem to obtain a bound on [[0%ul| e (py,
and then sum the remainder in the truncated Taylor series. For this procedure carried out in Part
(iii), see, e.g., [54, Proof of Lemma C.2]; the proofs for the other cases are similar. ]

1.6 Informal statement of the main decomposition result for Helmholtz
problems with PML truncation

Theorem 1.15 (Informal statement of the main decomposition result) Let P be a for-
mally self-adjoint operator with P = —A outside a sufficiently-large ball (“the black box”). Suppose
that P — k2 is well defined and that

(H1) the solution operator associated with P — k* is polynomially bounded: there exists M > 0
so that for any x € Cgy,, and any compactly-supported g € L?, the outgoing solution of

(P — k?)u = g satisfies
Ixullzz < kMgl 22,

(H2) one has an estimate quantifying the regularity of P inside the black box.

Let Py be defined by (1.6), and let Qi and Q be as in §1.1. Then any solution of (Py — k*)v =g
in ) can be written as
UV = Vg2 + VA + VUresidual

where

(i) vg2 satisfies the same boundary conditions as v and the bound
o2l 20) + k2 Povrz |2 ) S k29l L2 @)

(ii) v is regular, with an estimate depending on both the regularity of the underlying problem
(as measured by (H2)) and M. In addition, the part of va away from the black box is entire
(in the sense of Lemma 1.14(1)).

(i) Uresidual @S negligible, in the sense that all of its norms are smaller than any algebraic power

of k.

Finally, given € > 0, the constants in the bounds on vg2,v4, and Vresidual are uniform in 0 for
e<O<m/2—e.

We make the following immediate remarks:

e The assumptions in Theorem 1.15 (involving the unscaled operator P) are exactly the same
as in the analogue of Theorem 1.15 for outgoing Helmholtz solutions; see [29, Theorem A’].
The conclusions of Theorem 1.15 are essentially the same as those [29, Theorem A’], except
with u replaced by v, P replaced by Py, and the addition of the “residual” term vyesidual (the
reason why this residual term appears here, but not in [29, Theorem A’], is to make vy
satisfy the zero Dirichlet boundary condition on I'y, — see the discussion after Theorem 4.1).

e If P is the Dirichlet Laplacian with both I'p and I'y, € Ct! then ||Pyvp2|| 2 controls |[vgz|| g2
up to ||vgz||z2 by elliptic regularity, and thus the bound in (i) is a bound on ||vgz|| g2 — hence
the notation vgz. (Assumptions 1.10 and 1.11 contain these assumptions on I'p and T,
precisely to ensure this H? regularity of vpy=.)



e The paper [41] shows that the assumption (H1) holds in the black-box framework for “most”
frequencies (see Part (i) of Theorem 1.3 for a more precise statement of this). Therefore, to
apply this result to specific situations, the key point is to check that an estimate of the type
(H2) holds; we discuss this further in §4.2.

Transferring the results in [29] for particular Helmholtz solutions to the corresponding
Helmholtz solutions with PML truncation. Since (i) the assumptions of Theorem 1.15 (and
its precise version Theorem 4.1) are exactly the same (by design) as the assumptions of [29, Theorem
A’ /Theorem A], and (ii) these assumptions are checked in [29] for the particular Helmholtz problems
we are interested in here, analogous decompositions to those in [29] for outgoing Helmholtz solutions
then immediately hold for the analogous PML problems. Indeed, [29] proves the decomposition
u=1uy +ug2 (1.16) with u_4 analytic under Assumptions 1.10 and 1.11, with (H2) corresponding
to, respectively, an explicit estimate on the eigenfunctions of the Laplace operator on the torus and
an analytic estimate for solutions of the heat equation. The PML analogues of these results then
follow immediately and are stated in Theorems 1.16 and 1.17 in the next section.

We highlight that [29] also decomposes the solution of the Helmholtz transmission problem,
and thus an analogous result holds for the corresponding PML problem. This result shows only
finite-regularity of v4 (as opposed to analyticity), and so gives a (sharp) result about quasioptimality
of the h-FEM, but not the hp-FEM. Since we focus on the hp-FEM in the present paper, we do not
state this decomposition for the transmission problem with PML truncation (but highlight here
that it exists).

1.7 The main decomposition result applied to the Helmholtz exterior
Dirichlet problem with PML truncation under Assumptions 1.10 or
1.11

Theorem 1.16 (Decomposition of the PML solution under Assumption 1.10) Suppose
that Q_, Ascat, Cscat, and Q. satisfy Assumption 1.10. Suppose further that Agcat, Cscat, and
K C [ko,00) are such that the solution operator is polynomially bounded (in the sense of Definition
1.2).

Given € > 0, there exist Cj,5 = 1,2,3, and k1 > 0 such that the following is true. For all
Ry > Ry +¢, Bp, C Qi €RY, and e < 0 < /2 — ¢, given g € L?(2), the solution v of the PML
problem (1.5) exists, is unique, and is such that

UV =vg2 + VAt Uresidual,
where vA, vz, and Vyesidual Satisfy the following. vy= € H2(Q) N HL(Q) with
10%vE2 |2 (0) < Clk|a|_2||g||L2(Q) for all k € K N[k, 00) and for all |a] < 2. (1.18)
v satisfies
10%vallL2 (o) < Cy(Cy)lelglal=14+M lgllz2()  for all k € K N[ky,00) and for all o (1.19)

and is negligible in the scaling region in the sense that for any N,m > 0 there exists Cn,y, > 0
(independent of 0) such

||UA||7_[m((BR1(1+€))c) < CN)mk_NHgH’H(Q“) forallk e KN [khOO).

Finally vyesidual s negligible in the sense that for any N,m > 0 there exists Cnm > 0 (independent
of 8) so that
[vresiduat | g () < Cnmk ™™ gl 2 for all k € K N [ky,00). (1.20)

By Part (i) of Lemma 1.14, v 4 in Theorem 1.16 is entire.

Theorem 1.17 (Decomposition of the PML solution under Assumption 1.11) Suppose
that Q_, Agcat, Cscat, and Qi satisfy Assumption 1.11. Suppose further that Q_, Agcat, Cscat, and

10



U A near analytic

e »

(7.—00
U A near = O‘\k OC)

VA far €DtIre

Figure 1.1: The regions where v 4 near and v .4 2y appearing in Theorem 1.17 are analytic, entire, or
O(k=).

K C [ko,00) are such that the solution operator is polynomially bounded (in the sense of Definition
1.2).

Given € > 0, there exist C; > 0,7 =1,...,5, and Ry < R, < R, < R, < R, < Ry such that
the following is true. For all Ry > Ry +¢€, Br,, C Qi €RY, and e < 0 < 71/2 —¢, given g € L*(1),
the solution v of the PML problem (1.5) ewists, is unique, and is such that

U = Vg2 + VA + Uresidual
where v A, vz, and Vpesidual Satisfy the following. vy= € H*(Q) N HE () with
10%upz2]|L2(0) < C’lk‘a|72||g||Lz(Q) for all k € KN [ky,00) and for all |o] < 2. (1.21)

VA = VA ncar + VA far, Where VA near has zero Dirichlet trace on I'p, v tar has zero Dirichlet trace
on Ty, and, for all k € K N[ky,00) and all a,

Ha%A,neaer(BRW no) < Co(C)le! maX{Wla‘akla‘}k_HM 91l 22 (@), (1.22)

T [

10%v A ar | L2((Br, o) < Ca(Cs) Q)5

and, for any N,m > 0 there exists Cn ., > 0 (independent of ) so that
lvasarll 5 (Br, n0) + 1V Anear | (R, )on0) < Cnmk ™™ Nlgllz2(e) for all k € K N [ky,00).

Finally vresiaual 15 negligible in the sense that for any N,m > 0 there exists Cnm > 0 (independent
of 8) so that (1.20) holds.

By Parts (iii) and (i) of Lemma 1.14, v 4 pear is analytic in B R,, With k-independent radius of
convergence, and v ry iS entire in (BRI)C; see Figure 1.1.

1.8 The ideas behind the decomposition result of Theorems 1.15, 1.16,
and 1.17 and previous decomposition results for Helmholtz problems

Table 1.1 summarises the problems considered and approaches to the decompositions in the papers
[54, 55, 26, 43, 29], and the present paper. We now discuss the six main ideas/ingredients used in
the proof of Theorem 1.15 (and its precise statement in Theorem 4.1).

11



4!

Paper Helmholtz equation Problem Freq. cut-offs Freq. cut-offs Proof of bound Proof of bound
defined by applied to on HF part on LF part
[54] Au+Ku=—f in R? with SRC Fourier transform on R? data asymptotics of asymptotics of
with sharp cut-off Bessel/Hankel Bessel /Hankel
functions functions
[55] Au+k*u=—f EDP obstacle analytic as in [54] plus data bounds on analytic estimate
ITP convex polygon extension operators cut-offs from [54] on Helm. solutions
or smooth with analytic data
[26] Au+Eku=—f IIP convex polygon as in [54] plus data bounds on analytic estimate
extension operators cut-offs from [54] on Helm. solutions
with analytic data
[43] V- (AVu) + k*cu = — f in R? with SRC Fourier transform on R? solution semiclassical ellip. immediate
A, ¢ smooth smooth cut-off x spatial cut-off | of Helmholtz on HF from FT
[29] equations that are any problem functional calculus solution semiclassical ellip. | abstract regularity
(general Au+ k?u =0 fitting in framework (i.e., eigenfunction x spatial cut-off pseudo. prop. estimate in
result) outside large ball of black-box scattering expansion), of func. calc. black box
smooth cut-off
[29] V- (AVu) + k?cu = —f EDP obstacle analytic functional calculus, solution semiclassical ellip. heat-flow
(specific A, ¢ analytic near obstacle smooth cut-off x spatial cut-off pseudo. prop. estimate
result) of func. calc.
this V- (AVu) + k*cu = —f | either A, ¢ smooth, no obs. functional calculus, solution semiclassical ellip. heat-flow
paper + PML truncation or EDP obstacle analytic smooth cut-off x spatial cut-off pseudo. prop. estimate
A, ¢ analytic near obstacle supported of func. calc.
into PML region

Table 1.1: Summary of the decomposition results in the papers [54, 55, 26, 43, 29] and the present paper. “SRC” stands for “Sommerfeld radiation condition”,
“EDP” stands for “exterior Dirichlet problem”, “ITP” stands for “interior impedance problem”, “HF” stands for “high-frequency”, and “LF” stands for
“low-frequency”. To keep the notation concise, we abbreviate Agcay and cgeay by A and ¢, respectively.




Ingredient 1: semiclassical ellipticity of the Helmholtz operator on high frequencies.
The reason the high-frequency component vz satisfies a bound with better k-dependence than the
solution v is because the Helmholtz operator is semiclassically elliptic on frequencies with modulus
> k. While this feature was observed in [43] in the variable-coefficient setting, its essence is most
easily illustrated in the constant-coefficient setting. With the Fourier transform defined by

Frop(€) := /d exp (— ik - &) ¢(z) dw (1.23)
R

(i.e., the standard Fourier transform with the Fourier variable scaled by k), the constant-coefficient

Helmholtz operator is Fourier multiplier with Fourier symbol |¢|? — 1; i.e.,

(k28 = 1)) (@) = 7 (€ = DFw()) @) (1.24)
If A > 1 then there exists C' > 0 such that
€ = 1] > C(e)?  for [¢] > N

i.e., the Fourier symbol of the constant-coefficient Helmholtz operator is elliptic on |£| > 1, with
this range of £ corresponding to the standard Fourier variable (i.e., with no scaling by k in (1.23))
having modulus > k. The “high-frequency” components of the solution are then defined as those
with frequency > k, and the “low-frequency” ones defined as those with frequencies < k.

Ingredient 2: semiclassical pseudodifferential operators. The variable-coefficient Helmholtz
operator V - (Agcat V) + k2Cseas is no longer a Fourier multiplier (i.e., it cannot be written in the
form (1.24)). It is, however, a pseudodifferential operator; indeed, recall that part of the motivation
for the development of pseudodifferential operators was to extend Fourier analysis to study variable-
coefficient (as opposed to constant-coefficient) PDEs. Semiclassical pseudodifferential operators
are those defined with Fourier transform defined by (1.23), i.e., with the large parameter k (or
small parameter k~1) built in; thus semiclassical pseudodifferential operators are precisely the
pseudodifferential operators tailor-made to study problems with a large/small parameter.

The paper [43] uses the “nice” behaviour of elliptic semiclassical pseudodifferential operators
(namely, they are invertible up to a small error) to prove the required bound on the high-frequency
components of the decomposition for the (non-truncated) Helmholtz equation in R? (i.e., Q_ = ()
with smooth Ageat and cgeat. Note that (i) the polynomial boundedness condition of Definition 1.2
is needed to show that the O(k~°) error terms in the pseudodifferential calculus acting on the
solution are indeed small (which is not guaranteed if the solution operator grows exponentially
in k), and (ii) the theory of pseudodifferential operators is the least technical when the symbols
are smooth, thus [43] used smooth frequency cut-offs (as opposed to those defined by an indicator
function in [54, 55]). 2

Ingredient 3: frequency cut-offs defined as functions of the operator (i.e., eigenfunction
expansion). For problems posed in domains other than RY, it is difficult to use the Fourier
transform to define frequency cut-offs. The papers [55, 26] tackle this issue by using the composition
of the frequency cut-offs on R? and a suitable extension operator from the domain to R?. Here,
following [29], we instead define frequency cut-offs using the eigenfunctions of the Helmholtz operator
considered on a large torus including Qy, (and the black box inside it); this approach has the
advantage that the frequency cut-offs then commute with the Helmholtz operator used to define
them.

More precisely, recall that the functional calculus defines functions of a self-adjoint elliptic
operator in terms of eigenfunction expansions. Here we choose the operator to be the so-called
reference operator in the framework of black-box scattering; this is just the operator P,EL =

2The expository paper [64] shows that a frequency cut-off defined by an indicator function can nevertheless be
used in the constant-coefficient case; this is because Fourier multipliers can be formulated without any differentiability
requirements on the symbols. The paper [64] gives an alternative proof of the decomposition result in [54] using
just elementary properties of the Fourier transform and integration by parts (in particular, without any of the
Bessel/Hankel-function asymptotics used in [54]).
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—2.2
—k Cscat

V - (AscatV) considered on the torus ’JI“}%’ﬁ with Ry sufficiently large so that the torus

contains ¢, (see §3.1 below). Then, with A§ and (;52 the eigenvalues and eigenfunctions of Pg and
f a real-valued Borel function,

f(Prg)v = Zajf<>\§')¢§' for o= Zajqﬁg-

(see §3.4 below). Given ¢ € Cgs,,,,(R; [0,1]) with supp+ C [~2,2] and ¢ =1 on [~1,1], we define
Yo = (/1) and let

HLOW = Z[};L(P}g) and 1_[High = (1 - 1/)u)(P£) =1- HLOW;

see (5.6) and (5.7) below. As mentioned above, a crucial fact about these frequency cut-offs is that
they commute with P,g.

Ingredient 4: introduce a spatial cut-off and use ellipticity of the PML operator in
the scaling region. We choose ¢, € C5, (R%[0,1]) such that ¢y = 1 on Bg, (144 and

comp

supp pu C Br,(1425) for a suitably chosen ¢ > 0. We then decompose v as

v = High (¢v) + Hpow (960) + (1 — o )v . (1.25)
———
=:VHigh =!ULow =:UPML

We then use results from the recent paper [28] to bound vpyr, in terms of the data with one power
better k-dependence than the bound on the solution v; thus vpyy, can be included in the component
vyz (note that the conditions on I'y, in Assumptions 1.10 and 1.11 ensure that the PML solution is
H? up to the boundary T'y,).

The ingredients used to bound vpyr, are (i) the fact that, at highest order, the imaginary part
of —k72Ay — 1 has a sign in the scaling region (see, e.g., [28, Equation 4.22], with this behind
Lemma 5.4 below) and (ii) a Carleman estimate describing how v propagates in the scaling region
(see Lemma 5.5 below).

In bounding vpmy, it is crucial that (1 — ¢,) (and hence also (1 — ¢, )v) is supported only in
the PML scaling region (Bg, ). However, the fact that supp ¢y, enters the scaling region causes
the following issue. When bounding vgigh, we consider

(P! — DTliign (00v) = Higign (P — I)(0ev) = g ([p,g, oulv + ou (P — I)v). (1.26)

We would now like to say that (P}g — I)v equals the data (Pj ¢ — I)v, but this is not the case since
Phﬁ # Pp, g on supp ¢y, (which enters the scaling region).

The solution is twofold: we first split viigh = Haigh(©ov) + Hiigh (1 — o) @uv (see (5.28) below),
where g € C5,,(R% [0, 1]) such that o = 1 on Bg, and supp ¢y C Bg,, and thus P,g = P9 on
supp ¢o. We argue as above for ITyign(¢ov) and then deal with the component ITyigh (1 — o),
as well as the commutator term in (1.26), using the next ingredient.

Ingredient 5: away from the black box, functions of P,g are semiclassical pseudodiffer-
ential operators. When bounding vnign and vrew, we use repeatedly the result that, when f
is sufficiently well-behaved and y € C*(R?; [0,1]) is zero in a neighbourhood of the black box,
xf (Pg)x is a pseudodifferential operator (up to a negligible error term); see Lemma 3.6 below. In
particular, this result allows us to treat Iign and Iy as pseudodifferential operators away from
the black box.

The context of this result, due to Sjostrand [62], is the following: in the setting of the homogeneous
pseudodifferential calculus, Strichartz [66] proved that a well-behaved function of a self-adjoint elliptic
differential operator is a pseudodifferential operator. Helffer—Robert [33] proved the corresponding
result in the semiclassical setting (see, e.g., the account [19, Chapter 8]), with this result using the
Helffer—Sjostrand approach to the functional calculus [34]. In the setting of black-box scattering,
we cannot expect such a result to hold everywhere, because we don’t know what’s inside the black
box. However, thanks to Sjostrand [62] this pseudodifferential property holds when localised away
from the black box.

14



Ingredient 6: regularity estimates inside the black box. While the analysis of vyigh is
insensitive to the contents of the black-box (see Ingredient 3) understanding the properties of the
low-frequency piece vyow necessarily involves “opening” the black box. Intuitively, the fact that the
spectral parameter in Iy (@1,0) is compactly supported indicates that strong elliptic estimates
should hold, but knowing that vy, is analytic is dependent on the coefficients and domain inside
the black box.

The abstract result Theorem 4.1 contains the abstract regularity hypothesis (4.4). The choices
of this hypothesis to prove Theorems 1.16 and 1.17 are discussed in §4.2 (after the statement of
Theorem 4.1), but we highlight here that bound (1.19) on v,y in Theorem 1.16 is proved using
explicit calculation involving the eigenvalues of —A on the torus, and the bound (1.22) on v,y in
Theorem 1.17 is proved using heat equation bounds from [25]. Indeed, for the latter, because of
the compact support of the spectral parameter in Ilf., we can run the backward heat equation
on I ow (¢erv) for as long as we like and obtain L? estimates on the result. If the boundary and
coefficients are analytic then known heat kernel estimates yield the necessary Cauchy-type estimates
on 0°II,ow (¢1rv); see Corollary 6.1 and Theorem 6.2 below.

Discussion of the recent results [6, 7] that extend the approach of [54, 55, 26] to variable-
coefficient problems. The recent thesis [6] is an extension of the approach of [54, 55, 26] to
variable-coefficient Helmholtz problems. Since the preprint of the present paper appeared, the
results of [6] appeared as the preprint [7]. We make the following three remarks comparing and
contrasting the approach of [6, 7] (following [54, 55, 26]) and the approach of [43]/[29]/the present

paper.

1. (Boundary conditions.) The approach of [6, 7] in principle covers a variety of boundary
conditions. For example, [7, Theorem 5.5] proves an analogous result to Theorem 1.12 for the
PML problem with an impedance boundary condition on I'y, under (i) assumptions about
the coeflicients and domain discussed in Point 2 below, (ii) the assumption that the solution
operator of the PML problem is polynomially bounded in k, and (iii) the assumption that
the PML scaling angle 6 is sufficiently small. Theorem 5.3 below (from [28]) verifies the
assumption (ii) for truncation with a Dirichlet boundary condition (under the assumptions
on the scaling function in §1.3) and this result also holds for truncation with an impedance
boundary condition (indeed, the boundary condition on I'y, enters the analysis in [28] via [28,
Lemma 4.4], and this lemma — relying on integration by parts near I'y, — goes through as
before provided the impedance parameter has the correct sign).

We note that truncation via the exact DtN map, which is the easiest boundary condition
to deal with in the approach of [43]/[29]/the present paper, is the most difficult boundary
condition to deal with in the approach of [6]. Indeed, the decomposition for the DtN map
required in the latter approach is proved using results about boundary integral operators
from [52] (see [6, Lemma 6.5.12 and its proof in §6.9]).

2. (Assumptions on the coefficients/domain.) As in [54, 55, 26], the frequency cut-offs in [6, 7]
are applied to the data; v 4 is then the solution of a Helmholtz problem with (piecewise)
analytic data, and one needs (piecewise) analytic coefficients (where the pieces are separated
by analytic surfaces) and an analytic domain to get that vy4 is analytic [6, Lemma 6.5.8].
In contrast, the approach in [43]/[29]/the present paper can deal with smooth coefficients
(everywhere when Q) = (), and away from the obstacle in the general case) as a result of
applying the cut-offs to the solution itself.

3. (Bound on the high-frequency part.) In [6, 7], the semiclassical ellipticity of the Helmholtz
operator on high frequencies — although not explicitly mentioned — is again behind the
improved bound on vpy2 compared to v. Indeed, with S, the solution operator to the
Helmholtz equation (A + k?)v = —f and S} the solution operator to (A — k?)v = f, [6, Page
98] writes “we will later see that S;  and S; act very similar on high-frequency data” (with
“later” referring to [6, Remark 6.3.7]).
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1.9 Outline of the rest of the paper

Section 2 proves the hp-FEM convergence result of Theorem 1.12 using Theorems 1.16 and 1.17, as
discussed in §1.5, this follows closely the arguments in [54, 55, 43, 29] and so, for brevity, quotes
several results from these papers without proof.

Section 3 recalls the framework of black-box scattering, and sets up the associated functional
calculus; this section is similar to [29, §2] (and refers to that for some of the proofs) except that it
now has to deal with both the (unscaled) operator P and the scaled operator Py, whereas [29, §2]
only deals with P.

Section 4 states the main decomposition result for Helmholtz solutions in the black-box framework
with PML truncation (Theorem 4.1), with this result then proved in Section 5.

Section 6 shows how Theorems 1.16 and 1.17 follow from Theorem 4.1 — by design, these
proofs are essentially identical to the proofs in [29] of the analogous results for outgoing Helmholtz
solutions; we therefore give a sketch of the main steps.

Appendix A recalls results about semiclassical pseudodifferential operators on the torus.

2 Proof of Theorem 1.12 using Theorems 1.16 and 1.17

2.1 Overview

The two ingredients for the proof of Theorem 1.12 are

e Lemma 2.9, which is the classic duality argument giving a condition for quasioptimality
to hold in terms of how well the solution of the adjoint problem is approximated by the
finite-element space (measured by the quantity n(Vx) defined by (2.5)), and

e Lemma 2.10 that bounds n(Vy) using the decomposition from Theorem 1.17.

Regarding Lemma 2.9: this argument came out of ideas introduced in [61], was formalised in its
present form in [60], and has been used extensively in the analysis of the Helmholtz FEM; see, e.g.,
[1, 20, 51, 37, 60, 54, 55, 69, 68, 21, 13, 47, 14, 12, 32, 31, 43].

Regarding Lemma 2.10: given the decomposition in Theorem 1.17, the bound on 7n(Vy) when
Assumption 1.11 is satisfied is identical to the corresponding proof of [29, Lemma 5.5] (which is
also very similar to the proof of [54, Theorem 5.5]).

The main work in this section is therefore recalling that the PML variational formulation (1.12)
satisfies a Garding inequality and therefore fits in the framework of Lemma 2.9.

2.2 The sesquilinear form a(-,-) is continuous and satisfies a Garding
inequality

In the following lemma (+,-)2 and || - ||]2 denote, respectively, the Euclidean inner product and
associated norm on C?.

Lemma 2.1 Given Agcat and cscar as in Definition 1.1, a scaling function f(r) satisfying (1.8),
and € > 0 there exist Amax and cmax such that, for alle <0< 7m/2—¢€, x€Q, and &, € ce,

1 1

EOEACE

Proof. This follows from the definitions of A and ¢ in (1.11), the definitions of a and 8 in (1.10),
and the fact that fo(r) := f(r) tan6. ]

I(A(@)€, Q)2 < Amax||€ll2/ICll2 and

Corollary 2.2 (Continuity of a(:,-)) If Ceont := max{Amax, cr:fn}, then
a0, )] < Coont [0]52(c) [0z Jor all v,w € HY(S).

Proof. This follows by the Cauchy-Schwarz inequality and the definition of || - || z1(q) (1.3). |
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Lemma 2.3 Suppose that Assumption 1.9 holds when d = 3. With A defined by (1.11), given
€ > 0 there exists Amin > 0 such that, for alle <0 < 7/2 —,

%(A(x){,f)z > Apinll€l|3 forall € € C? and x € Q.
Corollary 2.4 (a(-,-) satisfies a Garding inequality)
Ra(w, w) > Awin[wll3y ) = (Amin + (min) )R [lwlli2q)  for allw € Hy(Q).  (2.1)

Proof of Lemma 2.3. By assumption, Agcat(z) is symmetric positive definite for all 2 €  with
r < R;. We therefore only need to consider the region r > R

Let n := HT¢; since H is orthogonal, ||n]la = ||¢]|2. Then R(AE,€)2 = R(Dn,n)2. Explicit
calculation from the definition of D shows that

1—r 25 +2r " f fo

Hoht o g 00
; 0
RD = 0 1= fo f) ,d=2, and RD = 0 1 0 |,d=3.
I+r=2f3 0 0 1
(2.2)
We now claim that there exists C' > 0 (depending on tan#) such that
R(D(x)n,m)2 = (RD(z)n,m)2 > Cllnll5  for all n € C* and r > Ry; (2.3)

the result then follows since tan 6 depends continuously on 6 and is bounded above and below (with
bounds depending on €) for e < < 7/2 — .

When d = 2, (2.3) follows immediately from (2.2) and the fact that both r=!f, and f}) are
non-negative. When d = 3, (2.3) follows if we can show that r=! fo(r) < fj(r) for all r > Ry, which
in turn follows from Assumption 1.9 since fy(r) = fo(r)/r +r(fo(r)/r)". |

Remark 2.5 (Assumption 1.9 and Lemma 2.3) Without assumptions on fg(r) additional to
(1.8) (such as Assumption 1.9) the eigenvalues of the matriz D will not all lie in a half plane.
Indeed, o (defined in (1.10)) lies in the first quadrant of the complex plane for all 0 € [0,7/2].
Ezxplicit calculation shows that

- (225

If fo(r)/r is small compared to both 1 and fy(r) (which can occur when the scaling “turns on”
sufficiently quickly at a large Ry )
B 2y —1 2fofy ..
— =~ (1 1+ =220
o (1+(f)?) = ifg
and so is in the fourth quadrant of the complex plane. If, in addition, fj(r) is large compared to 1,
then 3m/2 < arg(B%/a) < Tm /8.
If there exists r* € (Ry, Rg) such that fj(r*) is small then

Par (Y 42

« r

Suppose, furthermore, that fo(r*) > r*tanf. Then if tan6 > 1 (i.e., 0 > 7/4), then when r = r*,
B%/a lies in the second quadrant of the complex plane. Furthermore, as 0 — /2, the argument of
B%/a tends to .

Therefore, for an fo(r) combining the two types of behaviour above, 3%/a and o are not contained
in the same half plane for all Ry <r < Rg and e <0 < 7/2 —e.
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2.3 The standard duality argument

Definition 2.6 (Adjoint solution operator §*) Given f € L?(Q), let S*f be defined as the
solution of the variational problem

find S*f € HY(Q) such that a(v,S*f) = / vf forallve Hy(Q). (2.4)
Q

The conditions for quasioptimality below are formulated in terms of S*. However, we record
immediately in the following lemma that S* f is just the complex-conjugate of a solution of the
PML variational problem (1.12).

Lemma 2.7 (The adjoint solution is the complex conjugate of a Helmholtz solution)
With 8* is defined by (2.4),

a(Sfw) = /Q?E for all w € Hy(Q).

Proof. By the definitions of a(-,-) and the coefficients A and ¢=2 (1.11), and the facts that H is
real and D is diagonal (and hence symmetric), a(v,w) = a(w,v) for all v,w € Hg(2); the result
then follows from the definition of S (2.4). |

Definition 2.8 (7(Vy)) Given a sequence (Vn)_, of finite-dimensional subspaces of H3(Q), let

157 f = wnll g2 o

n(Vn):=  sup min (2.5)

0£fEL?(Q) WNEVN ||fHL2(Q)
Lemma 2.9 (Conditions for quasioptimality) If

1 Amax
CCOnt 2(Amin + CI:I?H) ’

kn(Vy) <

then the Galerkin equations (1.14) have a unique solution which satisfies

min wnNEVN

1o = ol < 22 in o — wwll i ) -
H(Q) = A H; ()

References for the proof. This is based on the Garding inequality (2.1); see, e.g., [54, Theorem 4.3]
(when A =T and ¢ = 1) or [43, Lemma 6.4] (for general A and c). ]

2.4 The bound on 7(Vy) obtained using Theorems 1.16 and 1.17

Lemma 2.10 (Bound on 7(Vy) under Assumption 1.10 or 1.11) Suppose that Q_, Ascat,
and Cscay Satisfy either Assumption 1.10 or 1.11. Suppose further that _, Ascat, Cscat, and
K C [kg,00) are such that the solution operator of the exterior Dirichlet problem is polynomially
bounded (in the sense of Definition 1.2).

Given N > 0 there exist

o k1,C1,Cs,0 >0, all independent of k, h, p, and N, and
e Cn >0, independent of k, h, p,
such that, for k € K N [ky,00),

p p
kn(Vy) < 01@ (1 + hk) + CokM ((hi ) +k (hk> ) + Onk N, (2.6)
p p

o op

Proof. The proof of the bound (2.6) using Theorems 1.16/1.17 is identical to the proof of [29,
Lemma 5.5], which uses the results [54, Theorem 5.5] and [55, Proposition 5.3]. The only difference
between the present set up and [29, Lemma 5.5] is that here we have v = vg2 + V.4 + Vresidual,
whereas [29, Lemma 5.5] only has v = vg2 + v4. The term vresidual, however, can be approximated
by zero giving a term of the form Cnk'~" (other terms of this form arise, exactly as in the proof
of [29, Lemma 5.5], from approximating in the regions where they are negligible either v4 far and
VA near il Theorem 1.17 or v4 in Theorem 1.16). [ |
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2.5 Proof of Theorem 1.12 from the bound on n(Vy)

The existence of the solution v to the variational problem (1.12) follows from [28, Theorem 1.6].
Indeed, this result proves existence and uniqueness of the PML solution for & is sufficiently large
when G(w) = [, gw for g € L*(Q). Existence and uniqueness of the PML solution for G € (H}(2))*
follows from existence and uniqueness for L? right-hand sides since the problem is Fredholm (via
the Garding inequality (2.1)).

To prove existence of the Galerkin solution vy to (1.14) under the conditions (1.13), we combine
Lemmas 2.9 and 2.10 Indeed, the bound on kn(Vy) (2.6) holds by Lemma 2.10. We choose N > 1,
and then increase k; > 0 (if necessary) so that

1 A
CnkN < min for all k > k.
S W\ 2 )

After using this bound in (2.6), we see that the conditions (1.13) with C; sufficiently small and Cy
sufficiently large then ensure that kn(Vy) is sufficiently small (independent of k), and the result
follows from Lemma 2.9.

3 The black-box framework and functional calculus

3.1 Recap of the black-box framework

Let i := k™! be the semiclassical parameter; in the literature, the semiclassical parameter is often
denoted by h, but we use & to avoid a notational clash with the meshwidth of the FEM appearing
in §1 and §2.

In this subsection, we briefly recap the abstract framework of black-box scattering introduced
n [63]; for more details, see the comprehensive presentation in [22, Chapter 4]. In fact, we use
the approach of [62, §2], where the black-box operator is a variable-coefficient Laplacian (with
smooth coefficients) outside the black box, and not the Laplacian —A?A itself as in [22, Chapter 4]
(although the operator still agrees with —A%A outside a sufficiently large ball).

The operator Pj;. Let H be a Hilbert space with an orthogonal decomposition
H = Hp, ® L*(RN\Bg,,w(r)dz), (BB1)

where the weight-function w : R? — R is measurable and supp(1 —w) is compact in R?. We call Hg,
the “black box”. We emphasise that, although standard examples of the subspace Hp, are L?(Bg,)
or L?(Bg, NQ4) (see §3.2 below), Hp, need only be an abstract Hilbert space; see the discussion at
the end of [22, §4.1]. Let 1p,, and 1Rd’\BR0 denote the corresponding orthogonal projections. Let
Py, be a family in f of self adjoint operators H — H with domain D C H independent of /i (so that,
in particular, D is dense in H). Outside the black box Hg,, we assume that Py equals Q defined
as follows. We assume that, for any multi-index |a| < 2, there exist functions aj o € C°(R%),
uniformly bounded with respect to i, independent of & for || = 2, and such that (i) for some
Ci1 >0

Z Uho(x)E* > C1|€]?  for all z € RY (3.1)

|a]=2

(where £ := &7 ... £5?), (ii) for some Rgcat > Ro

> ana(2)e* = (€ for |2] > Rucas,

lal<2

and (iii) the operator @y defined by
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(where D := —id) is formally self-adjoint on L?(R%, w(z)dz).
We require the operator P; to be equal to ()5 outside the black box Hp, in the sense that

1Rd\BRO (Pru) = Qh(u|Rd\BRO) forue D, and 1Rd\BROD C Hz(Rd\BRO). (BB2)
We further assume that if, for some ¢ > 0,
ve H*(R?) and wv[p,,. =0, then veD, (BB3)

(with the restriction to Bp,+. defined in terms of the projections in (BB2); see also (3.7) below)
and that
1, (Pr+ i)~! is compact from H — H. (BB4)

Under these assumptions, the semiclassical resolvent R(z,h) := (P, —z)~! : H — D is meromorphic
for Imz > 0 and extends to a meromorphic family of operators of Hcomp — Dioc in the whole
complex plane when d is odd and in the logarithmic plane when d is even [22, Theorem 4.4]; where
Hecomp and D, are defined by

Heomp 1= {u EH : Lpayp, ue Lfomp(Rd\BRO)},

(where Lfomp denotes compactly-supported L? functions) and

Dioe := {u €Hp, ® LIQOC(]Rd\BRO) s if y € C’f;’mp(Rd), X|BR0 =1 then (1BR0 u,Xle\BRou) € D}.

The reference operator P,g. We now define the so-called reference operator using the torus
T%, == R?/ (2RyZ) for some Ry > 0 such that supp(l — w) C Bg,. We work with [~Ry, Ry]? as a
fundamental domain for this torus. The black-box framework by itself requires that Ry > Rscat;
for simplicity we take Ry > diam(f,), so that Qi C [~ Ry, Rs]? (where we assume, without loss of
generality, the origin is inside €2,). *
Let
H* = Hp, ® LQ(T%n\BRO,w(J;)dJ;),

and let 15, and 11% \Br, denote the corresponding orthogonal projections. We define
8

Df = {u ceH: if x e Ceomp(Br,), x =1 near Bg,, then (1, u, X1ra \BROu) €D,
,\Br
and <1_X>1TdRu\BROUEH2(T%ﬁ)}’ (3.3)
and, for any y as in (3.3) and u € D¥,
Plu = Ph(lBROU,qur;gu\BRO u) + Qn((1 - X)lT%u\BRO u), (3.4)

where we have identified functions supported in B(0, R¢)\B(0, Ry) C ']I‘dRu\B(O,RO) with the

corresponding functions on R?\ B(0, Ry) — see the paragraph on notation below.
Let g, € S 2(']I‘§i%u) denote the principal symbol of Q) as a semiclassical pseudodifferential operator

acting on the torus T%n (see Appendix A for a review of semiclassical pseudodifferential operators
on T‘Ii%n); ie.,
(@6 = 3 ana(@)e®.
la|<2

We record for later the fact that (3.1), (3.2), and the uniform boundedness of as (x) with respect
to A imply that there exist C7,Cy > 0 such that

Ch|€? < qn(x,€) < Colé]*  for sufficiently large ¢ and all . (3.5)

3In fact, we could modify the arguments below to work for Ry > Ry only, since we just need supp ¢tr contained
inside BRn'
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The idea behind these definitions is that we have glued our black box into a torus instead of R¢,
and then defined on the torus an operator P,g that can be thought of as Py in Hp, and @y in
(R/2R4Z)™\Bpg,; see Figure 3.1. The resolvent (Pf 4 i)~' is compact (see [22, Lemma 4.11]), and
hence the spectrum of P)g, denoted by Sp P,g, is discrete (i.e., countable and with no accumulation
point).

We assume that the eigenvalues of P,g satisfy the polynomial growth of eigenvalues condition

N(P,[=C,\)) = O(h~ % A%/2), (BB5)

for some d* > d, where N (Pg, I) is the number of eigenvalues of Pg in the interval I, counted with
their multiplicity. When d* = d, the asymptotics (BB5) correspond to a Weyl-type upper bound,
and thus (BB5) can be thought of as a weak Weyl law.

We summarise with the following definition.

Definition 3.1 (Semiclassical black-box operator) We say that a family of self-adjoint opera-
tors Py on a Hilbert space H, with dense domain D, independent of h, is a semiclassical black-box
operator if (Pn, H) satisfies (BB1), (BB2), (BB3), (BB4), (BB5).

P, ~ —h?A

Figure 3.1: The black-box setting. The symbol ~ is used to denote equality in the sense of (BB2)
and (3.4).

Notation. We identify in the natural way:
o the clements of {0} © L*(T¢%, \Bg,) C H*,
o the elements of L*(T%,\Bg,),
e the elements of LQ(T‘}%) supported outside Bg,,
e the elements of L?(R%) supported in [—Ry, Ry]*\ Br,,

e and the elements of {0} @ L?(R¥\Bg,) C H whose orthogonal projection onto L?(R%\ B, ) is
supported in [—Ry, Ry]*\ Br, .

If v e H and x € C,,,(RY) is equal to some constant o on a neighbourhood of B, we define

XU 1= (alBROv,Xle\BROU) cH. (3.6)
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(for example, using this notation, the requirements on u in the definition of D! (3.3) are yu € D
and (1 —x)u € HQ(T‘};Q) for x equal to 1 near Bg,). If v € H and R > Ry, we define

U‘BR = (]‘BROv7 (1Rd\BROU)|BR\BRO) € HRO S3) LQ(BR\BRO)’ (37)

(where the restriction of 1Rd\BRU v to B\ Bg, is restriction in the standard sense, since 1]Rd\BROU €
L*(R4\ Bg,)) and, if v € HE,

0|5y = (1B, v, (11rgﬁ\BRUU)|BR\BRO) € Hr, ® L*(Br\Bg,)
Finally, if Ry < r < Ry, we define the partial norms
||u||Hﬁ(BT) = |lullns,) = HUHHRO@N(BT\BRO)a ||u||m(Bg) = ”]-'Jl‘jl%n\BRouHL?(T‘}?ﬁ\Br)
and

[ull2(Be) = I1ra\ B, vl 2RO\ B,)-
0

3.2 Scattering problems fitting in the black-box framework

A wide variety of scattering problems fit in the black-box framework; see [22, §4.1], [29, §2.2]. The
present paper only uses that the exterior Dirichlet problem of Definition 1.1 fits in this framework.

Lemma 3.2 (Scattering by a Dirichlet obstacle in the black-box framework) Let
Q_, Agcat, Cscat, Ro, and Rgcar be as in Definition 1.1. Then the family of operators

Ppv =~V - (Ascat VV)  with the domain D := H?*(Q4) N Hy(Q4)

is a semiclassical black-box operator (in the sense of Definition 3.1) with w = cozy, Qn = —h?c2., V-
(Ascatv); cmd

Hpy, = L?(Br, N Qi cong(2)dz)  s0 that  H = L?(Q; iy (z)dz).
Furthermore the corresponding reference operator P,g satisfies (BB5) with df = d.

Proof. In [29, Lemma 2.3] the result is proved for Lipschitz Q_ and Agca and ¢ € L™ with domain
{v e HI(Q+), V- (Ascath) e LQ(Q+), v =20 on (’9Q+};

by elliptic regularity, this domain equals H?(Q4) N Hg (24) when Q_ and Agca are smooth. [

3.3 The scaled operator Py and its truncation

The scaled operator Pp. With x € Cg,,,(Bg,) equal to 1 on Bpg,, we define the scaled
operator
Py gu = Pyp(xu) + (—h?Ag)((1 — X)u), (3.8)

where Ay is defined by (1.7) Although the domain and range of Py g strictly involve the scaled
manifold (see [22, Definition 4.31], [27, Equation A.3]), they can be naturally identified with D and
‘H, respectively.

Truncation of the scaled operator (i.e., PML truncation). For the PML truncation, just
as in §1.3, we let Q. C R? be a bounded Lipschitz open set with Bp,, C 4. Just as for Py on
the whole exterior domain, the domain and range of Py ¢ on the truncated domain strictly involve
the scaled manifold (see [28, §A.3]). However, we can naturally identify them with the following:

H(Qtr) = HRO D LQ(QW \ BRO)’
D(Qy) = {u € H(Qy) & if x € Cgopp(Br,) with x = 1 near Bg, then

xu €D, (1—x)ue H (Qu), —As((1 - x)u) € LQ(Qtr)}.

22



Remark 3.3 (A different choice of reference operator) Instead of defining the reference op-
erator P,g using the torus ’]I‘%u, we could instead define Pg ustng a large ball or hypercube with
zero Dirichlet boundary conditions; see [22, Remark on Page 236]. We could therefore define
the reference operator Prg on the domain i, used for the PML truncation, which would have the

advantage that the domain of P,g could be naturally identified with the domain of Py g. We choose
not to do this, however, since our arguments extensively use pseudodifferential operators defined
on the torus ']I‘%u, and part of our proof of the decomposition of Theorem 1.15/4.1 involve explicit

computation with the eigenvalues of the Laplacian on T(Ii%n ; see §5.4.6.

Definition of a suitable scaled operator on the torus. Fix § > 0 so that Ry +40 < Ry;. In
the course of the proof of the main result, we need a operator defined on T{Ij%u and equal to Py g

on Bg,1435) \ Br,- We therefore let —Ay be defined by (1.7) with fy replaced by a non-negative
function fz € C*°([0, 00); R) such that

fo(r) = fo(r) forr <Ry +35 and f(r)=0 forr> Ry +45; (3.9)

ie., —59 = —/Ay for r < Ry + 36 and —89 = —A for r > Ry + 46 (so that the coefficients of —39
are periodic on the torus T%ﬁ). Define the operator Qg on H? (Tji%u) by

Qnou = Qn(vu) + (=12 Ag) (1 — ¥)u), (3.10)

where ¥ € CZ5,,,(Br,) with ¢ =1 on Bg,,,, (we use a tilde in the notation to denote that @579 is

not just the natural scaling of Q). Let gnp € S* (TdRu) denote the principal symbol of @5’9 as a

scat

semiclassical pseudodifferential operator acting on the torus ’JT?%” (see §A).

3.4 A black-box functional calculus for Pg

The Borel functional calculus. The operator P,g on the torus with domain D* is self-adjoint
with compact resolvent [22, Lemma 4.11], hence we can describe the Borel functional calculus [58,
Theorem VIII.6] for this operator explicitly in terms of the orthonormal basis of eigenfunctions
¢§ € H* (with eigenvalues )\g, appearing with multiplicity and depending on #): for f a real-valued
Borel function on R, f (P,g) is self-adjoint with domain

Df = {Zajqbg eH* Z|f()\§)aj|2 <OO},
and if v = Zajqbg- € Dy then
FP@) =D _a; F(X)o5

For f a bounded Borel function, f (P,g) is a bounded operator, hence in this case we can dispense
with the definition of the domain and allow f to be complex-valued.
For m > 1, we then define D%’m as the domain of (P,g)m7 ie.,

Dg’m = {ve?—[ﬂ : (Pg)ZUEDﬁ,E:O,...,m—l},

equipped with the norm
ollpgm = l[ollzes + (PR ™0l (3.11)

and D%’fm as its dual (note that, in the exterior of the black box, the regularity imposed in the

definition of D%’m is that of periodic functions on the torus with 2m derivatives in L?). We also
define the partial norms, for m > 0,

1]l pgm gy = N0z () + (PR 0ll3ez ()
R (B)
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where B equals one of B, or (B,)¢ (with Ry <1 < Ry) or Q4. In addition, we let

Dy = () Dy, (3.12)

m>0

so that v € DY iff (P;.f)mv € Dg for all m € Z+.
The following theorem is proved in [18, Pages 23 and 24]; see also [58, Theorem VIIL5].

Theorem 3.4 The Borel functional calculus enjoys the following properties.
1. f— f(Pg) is a *x-algebra homomorphism.
2. for z ¢ R, if r.(w) := (w—2)~! then r,(P*) = (Pg —2)~ L
3. If f is bounded, f(P?) is a bounded operator for all b, with Hf(P,EL)Hg(Hn) < supyeg | F(N)].

4. If f has disjoint support from Sp Pg, then f(P;g) =0.

The Helffer—Sjostrand construction. In describing the structure of the operators produced
by the functional calculus, at least for well-behaved functions f, it is useful to recall the Helffer—
Sjostrand construction of the functional calculus [34], [18, §2.2] (which can also be used to prove
the spectral theorem to begin with; see [17]).

We say that f € Aif f € C°(R) and there exists 8 < 0, such that, for all » > 0, there exists
C, > 0 such that [f(")(2)] < C.(1 + |z]?)B-)/2,

Let 7 € C*°(R) be such that 7(s) =1 for |s| <1 and 7(s) = 0 for |s| > 2. Finally, let n > 1.

We define an n-almost-analytic extension of f, denoted by f, by

n

F(z) = (Z %(6’"]‘(Re 2)) (iTm Z)M> T (é;; ;)

m=0 ’

(observe that f(z) = f(z) if z is real). For f € A, we define

f(Ph = . /@ 2L (PF — 2)7 ! dady, (3.13)

where dzdy is the Lebesgue measure on C. The integral on the right-hand side of (3.13) converges;
see, e.g., [17, Lemma 1], [18, Lemma 2.2.1]. This definition can be shown to be independent of the
choices of n and 7, and to agree with the operators defined by the Borel functional calculus for
f € A; see [17, Theorems 2-5], [18, Lemmas 2.2.4-2.2.7].

Pseudodifferential properties of the functional calculus. We say that E,, € L(HF) is
O(h™) pt.—se_, pit.oo if, for any N > 0 and any m > 0, there exists Cn,, > 0 such that
h h

HEOOHD%””AD%’”‘ < CN,mﬁN

(compare to (A.4) below). Operators in the functional calculus are pseudo-local in the following
sense.

Lemma 3.5 (Pseudolocality) Suppose f € A is independent of h, and 11,19 € C‘X’('H‘dRu) are
constant near Br,. If 11 and Y2 have disjoint supports, then

V1Lf (P2 = O ppoe e (3.14)
Proof. On a smooth manifold with boundary, this result follows from the fact that f (P}BL) is a pseu-

dodifferential operator, and hence pseudo-local. Here, it follows from combining the corresponding
result about the resolvent [62, Lemma 4.1] (i.e., (3.14) with f(w) := (w — 2)7!)) with (3.13) and
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then integrating (as discussing in a slightly different context in [62, Paragraph after proof of Lemma
4.2]). |

Furthermore, we can show from [62, §4] that, modulo a negligible term, away from the black
box the functional calculus is given by the semiclassical pseudodifferential calculus in the sense of
our next lemma. The following lemma uses the notion of semiclassical pseudodifferential operators
on ’]I“};iu (including the concept of the operator wavefront set WF}), recapped in Appendix A.

Lemma 3.6 (Pseudodifferential properties away from the black box) If f € C,, (R) is
independent of h and x € C"X’(T%ﬁ) is equal to zero near Bg,, then f(Qr) € \I/goo(T%u) with

XF(PDX = XF(Qn)x + OF™) pr. ey (3.15)

References for the proof. The relation (3.15) follows from [62, Lemma 4.2 and the subsequent two
paragraphs| (similar to in the proof of Lemma 3.6). The result [33, Théoreme 4.1] (see also [59,
Théoréme III-11], [19, Theorem 8.7]) imply that f(Qpr) is a pseudodifferential operator on T%u' ]
3.5 Black-box differentiation operator

Finally, we define the (non-standard) notion of a family of black-box differentiation operators as
a family of operators agreeing with differentiation outside the black box (note that there is no a
priori notion of derivative inside the black box itself).

Definition 3.7 (Black-box differentiation operator) (D(«))aes is a family of black-box dif-
ferentiation operators on D%’OO (defined by (3.12)) if A is a family of d—multi-indices, and for any
a and any v € C (TdRu\BRO), D(a)v = 0%v.

comp

4 The main decomposition result in the black-box setting

4.1 The precise statement of Theorem 1.15

In addition to the black-box notation introduced in §3, we use the notation that
Co(R):={f € CR): Tim f(N)=0}. (4.1)
A—Eoo

Theorem 4.1 (The decomposition in the black-box setting) Let Py, be a semiclassical black-
boz operator on H (in the sense of Definition 3.1). There exists A > 0 such that the following holds.
Suppose that, for some hg > 0, there exists $ C (0, hg] such that the following two assumptions
hold.

1. There exists M > 0 such that for any x € C2, (R?) equal to one near Br,, there exists

comp

C > 0 such that if u € D is an outgoing solution to (P, — I)u = xg, then
Ixullse < O~ Mlixglls  for all € . (4.2)
2. There exists £ € Cy(R) that is nowhere zero on [—A, A] such that
EPH=E+ O(R) pp—oe e, (4.3)

where E has the following property: there exists p € COO('JT‘I%) equal to one near Br,, such that,
for some a-family of black-boz differentiation operators (D(a))ae and for some Cg(a, h) > 0,

lpD(a) Ew||,s < Cela, h)||w|lgz  for all w € D%’OO and h € 9. (4.4)
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Given € > 0, there exist iy >0, C; >0, j =1,2,3, and A > 1 such that for all Ry, > (14 €)R1,
B, CQu R e < <m/2—¢, all g € H(y), and all h € H N (0, hy], the following holds. The
solution v € D(Qy) to

(Pro—Iv=9g onQy and v=0 onTy (4.5)
exists and is unique and there exists vz € D(Qy),v4 € Dg’oo, and Vresidual € Duh’oo such that
U = Vg2 + VA + Uresidual (4.6)
and vgz,v 4, and Uresidual Satisfy the following properties. The component vgz € D(Qy,) satisfies

lr s + | Provizlly g, < Cullgllan — for all ke 0 (0, 7). (4.7)

There exist Ry, Ry, Ry, Ry, with Ry < R, < R, < Ry, < R, < Ry such that vy € Dy
decomposes as

VA = VA near T UA fars (48)
where V4 near € DY is reqular near the black box and negligible away from it, in the sense that
||D(a)UA7Hear||Hﬂ(BRIV) S CQOg(O(,h) sup ‘5()\)_1| h_l_MHgHH(Q") (49)
AE[—ALA]

forallh e HN(0,7],c € A, and, for any N,m > 0 there exists Cn ., > 0 (independent of 6) such
that

o ancarlpz (B, )e) < Cnmh™ 9l for all h e 500, k] (4.10)

and v A far € D(Q4y) is entire away from the black box and negligible near it, in the sense that
10V A gar 5B, o) < CaNh 1= =M gy for allhe HN(0,7n] and o € A, (4.11)
and, for any N, m > 0 there exists Cnm > 0 (independent of 8) such that
o farll g 5, ) < Cnm™N||gllsan)  for all h € 5N (0, h). (4.12)

Finally, viesidual € D%’OO is negligible in the sense that for any N,m > 0 there exists Cn m > 0
(independent of ) such that

HUFESidUBLl”Dé*m(Qtr) < CN’thHgH’H(Q“) forallh e HN (O, hl] (413)

In addition, if p =1 in (4.4), then the decomposition (4.6) can be constructed in such a way that
instead of (4.8)-(4.12), vq € Dg’oo satisfies the global regularity estimate
ID()vally: < Ce(ayh)  sup |5()\)_1| h_l_MHgHH(Q“) forallhe$H anda e A (4.14)
AE[—ALA]

and is negligible in the scaling region in the sense that for any N,m > 0 there exists Cn,m > 0
(independent of ) such

lvallpg (B, wse)e) < Cnmnh™ | glln)  for all h € HN (0, k). (4.15)

Finally, If E(Pg) = E (i.e., with no O(h™)ps.—_,pre remainder in (4.3)), then the functions
h h

VH2, VA, UAnear; @Nd VA far are all independent of £, and all the constants in the bounds above are

independent of £ as well.

4.2 Discussion of Theorem 4.1

The first assumption (involving (4.2)). This assumption is that the solution operator is
polynomially bounded in h. In the black-box setting, [41] proved that this assumption always
holds with M > 5d/2 and {h~! : h € §H}¢ having arbitrarily small measure in Rt (see Part (ii) of
Theorem 1.3). The solution operator is then polynomially bounded because $) excludes (inverse)
frequencies close to resonances. (Under an additional assumption about the location of resonances,
a similar result with a larger M can also be extracted from [65, Proposition 3] by using the Markov
inequality.) For nontrapping problems, one expects (4.2) to hold with M = 0 and $ = (0, ho] (see
Theorem 1.3 and the references therein).
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The second assumption (involving (4.3) and (4.4)). This assumption is a regularity assump-
tion that depends on the contents of the black box. We later refer to (4.4) as the “low-frequency
estimate”, since the fact that £ is nowhere zero on [—A, A] means that it bounds low-frequency
components. The cut-off p in (4.4) is needed when the black box contains, e.g., an analytic obstacle
and the operator inside has analytic coefficients and we want to show that Fw is analytic inside
the black box.

To prove Theorem 1.16, we choose £ € C (RY) with € = 1 on [~A,A], and p = 1; the

comp
low-frequency estimate (4.4) then corresponds to a bound on the eigenfunctions of Pg. By using
the flexibility to write £ (Prg) as E + O(hoo)DgL.foo _piees We can actually obtain the low-frequency
estimate (4.4) from a bound on the eigenfunctions of —A on the torus, instead of those of the
variable-coefficient operator; see §6.2.

To prove Theorem 1.17, we choose E()) , corresponding to a heat-flow estimate; see
§6.3. Since F,, = 0, the decomposition is independent of £, and this allows us to use a family of s,
depending on ¢, and hence a family of estimates as (4.4). This feature allows us to tune the choice
of the parameter ¢, depending on 7 and «, to get the best possible estimate on v 4 near in (4.9).

= e_tp‘l

The component vgy2. Comparing (4.2) and (4.7), and recalling that in the nontrapping case
(4.2) holds with M = 0, we see that vg= satisfies a bound that is better, by at least one power of
h, than the bound satisfied by w; this is the analogue of the property (ii) in §1.5 of the results of
[54, 55, 26, 53], and is a consequence of the semiclassical ellipticity of Py — 1 on high-frequencies
(as discussed in §1.8). The regularity of vzz depends on the domain of the operator but not on any
other features of the black box (in particular, not on the regularity estimate (4.4)).

The component v4. vy is in the domain of arbitrary powers of the operator (v4 € D%’OO) and
so is smooth in an abstract sense. v 4 is split further into two parts: v near and v.4 far, With v 4 near
regular near the black box and negligible away from it, and v4 ., entire away from the black
box and negligible near it; Figure 1.1 illustrates this set up (with “v4 near analytic” replaced by
“V A near Tegular”). Comparing (4.2) and (4.9)/(4.11), we see that, in the regions where they are not
negligible, ¥4 near and v 4 ar satisfy bounds with the same A-dependence as w, but with improved
regularity. These properties are the analogue of the property (i) in §1.5 of the results of [54], [55],
[26], [53]. In particular, the regularity of u 4 depends on the regularity inside the black box (from
(4.4)), and, for the exterior Dirichlet problem with analytic obstacle and coefficients analytic in a
neighbourhood of the obstacle, u4 is analytic.

The boundary conditions satisfied by each component. On both 'y, and on any boundaries
in the interior of the black box, each of the main components vg2, VA far, and VA near €ither satisfies
the same boundary condition as the PML solution v or is negligible in a neighbourhood of that
boundary. Indeed, both vg2 and v tar € D(Q4y), and thus satisfy the same boundary conditions
as v in both the black box and on I';,. The component v4 near € ’D%’OO7 and thus satisfies the
same boundary condition(s) (if any) as the PML solution v in the black box; furthermore, by
(4.10), v.A near is negligible near I'y,. This discussion was all for the case p # 1 in (4.4) (where
v is split into v A far and VA near). When p=11in (4.4), v € Dg’oo, and thus satisfies the same
boundary condition(s) (if any) as the PML solution v in the black box, and is negligible itself in a
neighbourhood of Ty, by (4.15) and the fact that Ry, > R1(1+¢).

These facts about the boundary conditions are important when using the decomposition of
Theorem 1.17 (obtained from the general decomposition in Theorem 4.1) in proving Theorem 1.12
about the hp-FEM. Indeed, Lemma 2.9 reduces proving quasioptimality of the Galerkin solution
to determining how well v is approximated by the sequence of finite-element spaces (Vi )%,
with each Viy C D(Q4) (i-e., the spaces have the boundary conditions for v “built in”). Via the
decomposition v = vg2 + v4, we then seek to determine how well vg2 and v4 are approximated in
these spaces — hence why we care about the boundary conditions.

The error term vcgiqual- The reason the negligible error term vpesiqual appears in the decompo-
sition (4.6) is so that vy2 satisfies the zero Dirichlet boundary condition on T, the importance
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of which is highlighted above. Note that if we did not care about vg2 satisfying this boundary
condition, we could include vyegiqual iN Vg2

Comparison with the analogous result for the (non-truncated) Helmholtz solution
in [29, Theorem A]. By design, the assumptions of Theorem 4.1 are exactly the same as the
assumptions in the analogue of Theorem 4.1 for the non-truncated Helmholtz problem, i.e., [29,
Theorem A]. The conclusions of Theorem 4.1 are essentially the same as those of [29, Theorem
A], except for the fact that the decomposition has the residual term vyesiquar; as discussed in the
previous paragraph, the reason for this is that we want vy2 to satisfy the zero Dirichlet boundary
condition on I'y, (which is not present for the non-truncated Helmholtz problem).

5 Proof of Theorem 4.1

The decomposition (4.6) is defined in §5.1 (and illustrated schematically in Figures 5.1 and 5.4).
The estimates (4.7) and (4.9)—(4.14) are proved in §5.3 and 5.4 respectively.

In this proof, we shorten the notation O(hoo),DgL,foo%Dg,oo to O(h°)pi to keep expressions
compact.

5.1 The decomposition

Definition of the frequency cut-offs. Let ¢ € Cgy,,,(R;[0,1]) be such that suppv C [-2,2]
and ¢ =1 on [—1,1]. For p, /> 0, let

Y = (ﬂ) and 4, =1 (M) : (5.1)

We now assume that g > 2 and choose 1/ as a function of u so that

(=) =) = (1= 9,)  and 1 ¢ supp(l—); (5.2)

these two conditions are ensured if 1 < p/ < pu/2 (hence the assumption that p > 2).

Choice of the parameter pu. We now impose additional conditions on u. By (3.5), there exists
o such that if g > ug, then

{(.8) « lan(z, )] = p} = {(2,€) + an(,6) > p}. (5.3)

We then choose p > max{puo, 11}, where p; is given by the following lemma.

Lemma 5.1 (Semiclassical ellipticity of @, and @h,g for i large enough) Given ¢ > 0,
there exists 1 > 2 and coy > 0 such that if p > py then the following hold.

(i) If qn(x,§) > p, then
<£>_2(Qh(l’,f) - 1) Z Cell > 0 (54)

(i.e., Qn — 1 is semiclassically elliptic in this region of phase space).
(ii) If e <O < 7m/2 — €, v € Bp,(1435) \ Br,, and qn(x,&) > p, then

(€)% qno(x, ) — 1] > cen > 0.
(i.e., @h,e — 1 defined by (3.10) is semiclassically elliptic in this region of phase space).

Proof. In each part we show that there exists a u; such that the conclusion holds, and set the final
constant u to be the maximum of the two.
(i) By the lower bound in (3.5), there exists 7 > 1 and ¢ > 0 such that

|| > 1 implies that <§>_2(qh(x,§) —1) > ca1 > 0.

The lower bound (3.5) also ensures that there exists g > 1 such that gp(z,£) > p implies that
|€] > g, and thus (5.4) holds.
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(ii) Recall from §3.3 that Qng = Qn on Bg.., and Qng = —h*Ag on Bg, (1135 \ Br
Therefore, by [22, Theorem 4.32], given € > 0, there exist Cy,Cy > 0 such that

C1lé)? < |Gno(z,&)] < Coléf?

for all € Bg, (1435) \ BRy..,, for all {, and for € < < 7/2 — €. The result then follows in a similar
way to the proof of Part (i). ]

scat ®

Let
A:=2u sothat suppv, C[—A, Al (5.5)

Note that both p and A only depend on g and {gn,0}e<o<r/2—e-

The frequency cut-offs. We define, using the Borel functional calculus for Pg (Theorem 3.4),

Miow := ¥ (PY), (5.6)
and additionally
Miign == (1 — ) (Pf) =1 — Moy  and Iy, = (1 — ¢ ) (PF). (5.7)

By the first property in (5.2) and the fact the Borel functional calculus is an algebra homomorphism
(Part 1 of Theorem 3.4),

H/HithHigh = Ilxigh- (5.8)
By Part 3 of Theorem 3.4, the operators Iy ow, IInign, and Hiﬁgh are bounded on !, with
ITMowll 2(2et)> Migh |l 2catys Mign Loy < 1 (5.9)

and they commute with Pg by Part 1 of Theorem 3.4.
By the definition of v, (5.1), (t)™4,(t) is a bounded function for all m, and thus Iyq, : D¥ —

D5 Then, Mgy := [ — oy : D — DL

Definition of the decomposition. Let v be the solution of (4.5). Given e > 0, fix 6 > 0 so
that Ry(1 + 46) < R1(1 + €); the condition that R;(1 + €) < Ry, implies that Ry (1 + 40) < Ry,
(which is what we assumed in §3.3). Let @y € CS5,,(R%[0,1]) be such that ¢y = 1 on Bp, (144)
and supp ¢t C BR, (1425). After writing

U = PV + (1 - (ptr)fva
we then treat @i, v as an element of D and let
VHigh = Haigh(©0:0) € DY Viow = Hpow(piv) € D%’OO, vpMmr = (1 — @4)v € D(Q4r), (5.10)

so that
v = (VHigh + VLow) + VPML- (5.11)

Remark 5.2 The parentheses in (5.11) are present because, strictly speaking, one cannot add either
ULow 0Nd VPML OF VHigh and vpmr, indwidually, since Viow, UHigh € Dt are functions on the torus
and vpmr, € D(Qr) is a function on Q. However, by construction, viigh + Vnow 18 tdentically zero

on ()¢, and hence can be thought of as an element of D(Qy,) by restriction. Similar sums, e.g.,
(5.17), arise below, but we omit the parentheses.

We show below that, given € > 0, there exist i; > 0, C > 0 such that, for all Ry, > Rq1(1 +¢€),
Bpg,, C Q4 € RY with Lipschitz boundary, ¢ < 0 < /2 — ¢, all g € H (), and all & € $N (0, Ay,

[vaigh 17(Q0) + [ Provaighlln@n) < Cllglla@.), (5.12)

and
lvpML 11 () + 1Pr0vPML 7 (00) < CllgllH(@un): (5.13)

29



When p =1 in the assumption (4.4), we show that
VLow = VA + O(F%) pt.cc 120, (5.14)
with vy € Dg’oo satisfying (4.14) and (4.15). Otherwise, we show that
VLow = U near + VA far + O(F) ps.co 0, (5.15)

where U4 near and v.4 far satisfy (4.9)-(4.12), v 4 near € Dg’oo, and vA far € D(Qur).

The idea now is to let vg2 equal vnigh + vpmr, and then the decomposition (4.6) would hold
by (5.11) and (5.14)/(5.15). However, we want vgz to be in D(,), which is not guaranteed
since, although vpni, € D(§%:) (as noted above), vhigh need not be in D(Q,). We therefore
let Pt € Co5np(R?:[0,1]) be such that @y = 1 on a neighbourhood of supp ¢y, and such that

supp @t C Br,+35.- Then, by the definitions of vgign (5.10) and Iyign (5.7) and Lemma 3.5,
VHigh = PerUHigh + O(A%) pico Q. (5.16)

We then set
Vg2 ‘= QtrVHigh T VPML,

so that, by (5.11), (5.15), and (5.16),
v =uvg2 + VA + Uresidual where Uresidual = O(hoo)'Dﬁ«OO Ptr V. (517)

The bound (4.13) on vyesiqual (Which completes the proof) follows from the result of [28] (recapped
in Theorem 5.3 below) that v inherits the polynomial bound on the resolvent enjoyed by u (4.2).

This decomposition strategy is summed-up in Figure 5.1; with an overview of the decomposition
of the low-frequency component vr,qy, in Figure 5.4.

Organisation of the rest of the proof. In §5.2 we prove the bound (5.13) on vpyyr. In §5.3
we prove the bound (5.12) on vhigh. In §5.4 we prove that the decomposition (5.15) holds, with
VA near and VA far satisfying (4.9)-(4.12).

In the rest of the proof we assume that & €  and we omit the quantifiers and the explicit
statement that the bounds hold uniformly for Ry, > R1(1+¢€) and € < 0 < 7/2 — €. We use the
notation < in bounds to indicate that the omitted constant is independent of .

5.2 The component near the PML boundary

In this subsection we prove that the bound (5.13) on vpyr, holds. We first recap results from [28]
about PML truncation.

5.2.1 Recap of three results from [28]

The first result is a special case of the result from [28, Theorem 1.6] that the solution operator of the
PML problem “inherits” the i-dependence of the solution operator of the original (nontruncated)
Helmholtz problem.

Theorem 5.3 (Simplified version of [28, Theorem 1.6]) Suppose Point 1 in Theorem 4.1
holds; i.e., the solution operator of the black-box problem is polynomially bounded for h € $). Given
€ > 0, there exist C,hg > 0 such that the following holds. For all Ry, > Ry(1+¢€), Bg,, C Qi € R?
with Lipschitz boundary, e < 0 < w/2 — ¢, all g € H with supp g C 4y, and all h € H N[0, k), the
solution v to

(Pro—Iv=9ginQy and v=0onTy

(i.e., (4.5)) ewists, is unique, and satisfies
||UH7-[ Qir ||Ph,07)||q.[ Qer <Ch™* ||g||7_£ Qir) * (5~18)
(Q6r) (Q4r) (Qer)

The next result is an elliptic estimate on the PML solution near the boundary (proved using
the structure of —Ay in the scaling region).
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VA, near VA far

Ptr € C(?(?mp(BRl(l+26))

1- Ptr

Ptrv
considered as an element vpML = (1 — @)V
of the reference torus

Iy 0w N&{igh
@Itr ~
ULow UHigh —> PtrVHigh
low-frequency part high-frequency part

SN e

o O(h®™) ptoc Pirv O(h™) pt.oc ptrv
regular near Br, negligible near Br,
small part small part
negligible away from Bg, entire away from Bg,
VA Uresidual

Figure 5.1: Decomposition of the PML solution described in §5.1 (when p # 1 in (4.4))

Lemma 5.4 (Estimate on the PML solution near the boundary [28, Lemma 4.4]) For
any € > 0, there exists hop > 0 and C > 0 so that for any e < 0 < 7/2 — ¢, Ryy > Ri(1+ ¢€),
Br, € Q. C R? with Lipschitz boundary, if v is supported in Qi \ Br,+e and v =0 on Ty, then,
for all0 < h < hy,

[0/l 2 (@) < Cll(Prp = Dol L2 (0)- (5.19)

The final result is a Carleman estimate describing how solutions of (—hA%?Ag — 1)v = f propagate
in the scaling region.

Lemma 5.5 (Simplified version of [28, Lemma 4.2, Equation 4.6]) Given ¢ > 0 there exist
C; >0,5=1,2,3, and hy > 0 such that, for alle <8 <7m/2 —¢ and 0 < i < hg,

[0l 52 @0\ By o) < Cill(=7A0 = D[l 20,0\ Bg,) + C2exp(=Csh™ vl 53 (B, s \Bry)- (5:20)

5.2.2 Proof of the bound (5.13) on vpumy,
Since vpmr, := (1 — @),
(Pho — IvpmL = (Pro — I)(1 = 0ie)v = (1 — @) g + [Pro, o]V, (5.21)

and the fact that ¢y, =1 on Bg, 1 implies that supp vpmr, C Qi \ Br,+s. Thus, applying Lemma
5.4 with € = min{e, d}, we see that the bound (5.19) implies that

lvenLll g (B, ) S [[(Pre = Dvene 12, S N9l + [[[Pro, eulv]] 12 g, -
Now, by direct computation and the fact that suppVyi, C Br, 126 \ Br,+s,

H[Ph797 wtr]UHLQ(Qtr) 5 h||vHHé(BRl+25\BR1+5)7 (522)
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3¢ 3¢
ray <

Ry Ri(1—9) Ry Ri(146) Ri(1+25) Ri(1+30)

Figure 5.2: The cut-off functions g, ©o, 1, @1, Ytr, and @i, described at the start of §5.3.

so that
lopML | 22 (Q\Br, 10) S N9l3000) T PlIVI E2 (Br, 42\Br, 1) (5.23)
Using (5.21) again, we have
1PrgvenLlincn) S 19l + [|[[Pro, oulvl| 2, ) + llvenLlizz o),

and combining this with (5.22) and (5.23) (and recalling that supp vpmr, C Q4 \ Br,+s) we find
that

lvpmLll0u) + 1Provemillan) S 191 @n) + Rllol a2 (Br, 10s\Br, 15)- (5.24)
Our plan is to use the Carleman estimate (5.20) to bound this last term in terms of ||g||3(q,,). We
first claim that (5.18) implies that

10l £22 By v5\Bry) S B M gl 2000); (5.25)

indeed, this follows by the combination of (i) the fact that Pp g = —h?Ag for R > Ry, (ii) the fact
that —Ay is elliptic (by, e.g., [22, Theorem 4.32]), (iii) elliptic regularity (to obtain control of the
H? norm of v), and then (iv) interpolation (to obtain control of the H} norm of v). Then, the
combination of (5.20) (with ¢ = min{e, 0}) and (5.25) implies that

||v||Hé(BR1+25\BR1+6) < (1 + exp(—Cgh_l)h_l_M> ||g||H(Qtr)'

Combining this last inequality with (5.24) and reducing fg if necessary, the result (5.13) follows.

5.3 Proof of the bound (5.12) on vy, (the high-frequency component)

Decomposing into parts that are “near to” or “far from” the black box. Let ¢,
Bo € C2, (R4]0,1]) be such that ¢y = 1 near Bg, and @y = 1 in a neighbourhood of supp o,

comp

with supp o C supp po C Bg,(1-s), so that, in particular,
Pg = P, =Py on the supports of o and @o. (5.26)

In addition, let ¢; := 1 — ¢ and let @1 € C(R%;[0,1]) be supported away from the black box
Bpr, and such that ¢; =1 in a neighbourhood of supp ¢;. Finally, let ¢y, € ngmp(Rd; [0,1]) be as
in §5.1; i.e., equal to one on the support of ¢, and so that supp @i, C Bg, (1435); see Figure 5.2.
(Observe then that a tilde denotes a function with larger support than the corresponding function
without the tilde.)

These definitions imply the following support properties

supp(1 — @) Nsupp g = 0, supp(1—@o) Nsupp o = 0, and supp(l— 1) Nsupp 1 = 0. (5.27)
Starting from the definition vgigh := Huighprv (5.10), using that ¢ + ¢1 = 1, the first and third
support properties in (5.27), Lemma 3.5, and that vopi = o, we obtain that

VHigh = HHigh@o@urt + MHigh1906:v = Haigh 0ot + G11THigh106:v + O(R™) pr.ce 01V
= ITHigh 0PV + Pir @1 High 0196V + O(A) pt,oo Pir v
= Haighov + P11 High 100 + O(7™) pr.ce Qv
! VHigh,near + UHigh,far + O(7%) pt.c Pirv. (5.28)
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Remark 5.6 (The decomposition of vuign) This decomposition of vhigh into “near” and “far”
components is different from the non-truncated case in [29]. The reason we do it is we want the
function to which gigy is applied in VHigh near to be supported away from the scaling region (i.e.,

supported where Pg = Prg) — see (5.31) below. The component Vhigh tar can then be dealt with
via Lemma 3.6 (since it involves cut-offs supported away from the black box) and semiclassical
ellipticity; see Step 4 below.

Overview of the rest of the proof of (5.12). We proceed in four steps; Steps 1-3 obtain the
bound

||'UHigh,ncar||’Hﬁ + ||Ph,OUHigh,ncarHHn S ||g||'H(Qtr)a (529)
Ol VHigh near a0d are the analogues of Steps 1-3 in [29, §3.2] that deal with umign (although Step 1

is more involved because of the presence of the two operators Pg and Py, ¢ as opposed to just P,EL)
Step 4 obtains the bound

[vrtigh far |2 + || Pr.ovrigh tar|| 0 S 19117202005 (5.30)

On VHigh,far using ideas from Steps 2 and 3 (in a simplified setting).

Step 1: An abstract argument in 4! to bound UHigh,near- Since gy commutes with P,Eb
(by Part 1 of Theorem 3.4) and Phﬁ = P9 on supp ¢o C Bp,,

(Pf = DMign (¢ov) = Trign (P — I)(pov)
= igh(Pro — I)(pov) = Maighwog + Maigh [Pr,o, ©0]v = Highwog + MHigh [P,Ef, wolv.
(5.31)

(Note that, strictly speaking, we should be writing the commutator [Py g, ¢o] as [Pre, My,|, where
multiplication is defined in the black-box setting by (3.6); however, we abuse this notation slightly
for simplicity.) For A € R, let

FO) = =17 L =) (N),

and observe that f € Cy(R) (defined by (4.1)) by the second property in (5.2). Using (5.8), the fact
that the Borel calculus is an algebra homomorphism (Part 1 of Theorem 3.4), and finally (5.31), we
get

Mhigh (00v) = Migign Maigh (wov) = f(P,Q)(P,Q — Iign (wov) = f(Prg)(HHigh‘POQ + Ilign [P,Q, wolu).
(5.32)
, f (Pfg) is uniformly bounded from H* — H* by Part 3 of Theorem 3.4. Combining

Since f € Cp(R)
(5.32), we obtain

this fact with
Maigh (©ov) |5 S Maigh (wog) 5 + HHHigh[P;EL,sao]va.
Writing P! ign = Migign + (PF — I)Igign and using (5.31) again, we obtain
| Mttign (20v) |34 + || P Trign (900) ||, S IMrign (909) 0 + || Metign [P, @0lv]] s
Hence, by (5.9)
[[vrigh,near [l + ||P73UHigh,near||Hu S llegllage + ||HHigh[P;ga<P0]v||Hu
S ”gHH(Qtr) + HHHigh[Pfgﬂﬁo]va. (5.33)

We now seek to convert the ||P}§UHigh,near||Hﬁ on the left-hand side of this last bound into
|| Pr,oVHigh,near || ¢ using that Pg = Py on supp ¢o and pseudolocality of the functional calcu-
lus. With @g € C°, (R%;[0,1]) defined as above, the definition of UHigh,near (9.28), the second

comp

support property in (5.27), and Lemma 3.5 then imply that

VUHigh,near = (abiOHHigh,G (<POU) + O(hOO)Duv”SDOU‘
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By (5.26) and a further use of Lemma 3.5,

Py, 9VHigh near = Pr,0 @0 High,0(0ov) + ProO(h™)p.cc Pov
= P! @oMTsign 6 (00v) + PO (h™) p.se pov
= P;QHHigh,O(QOO'U) + PgO(hm)Dn,mwov + P 0O (R™) pt.cs o
= Plottighnear + PEO(F*) pt.oe 000 + Pr g O(h%) ps.ce 000

Therefore, by the resolvent estimate (5.18) and the bound (5.33),

”UHigh,nearHHu + ||Ph,9UHigh,near||ng S ||UHigh,near||Hu + ||P;§UHigh,near||rHu + ||g||H(Qtr)

S N9l + HHHigh[PfgvSOO]UHq-M' (5.34)

Step 2: Viewing HHigh[P,g,gao] as a semiclassical pseudodifferential operator on ’H‘%u.

To prove (5.29) from (5.34), it therefore remains to bound the commutator term Igigh [Prg, ©ou.

Since [P,g, ©o] is supported away from Bg,, we can write the high-frequency cut-off in terms of a
semiclassical pseudodifferential operator thanks to Lemma 3.6.

Recall that ¢ is compactly supported in B, and equal to one near Bg,, Let ¢ € Cé’c?mp(]Rd; [0,1])
be supported in Bg,, equal to zero near Bp,, and such that

¢ =1 near suppVyyg. (5.35)

Then, since Pfg = @p on supp o,

[PE, 0] = [Qns 9ol = [Qn, 0ld = S[Qn. 0] = S[Qn. 0o (5.36)

Let x € C2, (R?) be supported in Bpg,, equal to zero near Bg,, and equal to one near suppe.

comp

Using (5.36) and Lemma 3.5 with ¢»; = 1 — x and ¢y = x¢ = ¢, we obtain that

Maigh [P,27 ©o] = Mhignd[Qn, wolé = XHuighX0[Qn, vo]d + O(A™)pr.
= Xnign X [Qn, o]¢ + O(h™)ps,e . (5.37)

Lemma 3.6 with f(P}) = ,(P}) = Tl ow implies that IT¥,, := ,(Qn) € ;> (T%, ) satisfies

Low
X LowX = X oy X + O(h™) pr.cs.
Hence, taking Iy, == I — I, = (1= ¥,)(Qr) € ‘I’%(T%u),
Xigh X = X gign X + O(h%)ps.co (5.38)
i.e., modulo negligible terms, xIlnignx is a high-frequency cut-off defined from the semiclassical
pseudodifferential calculus. We here emphasise that, since  is supported in Bg, and vanishes near

BRy, XIjjjg,x can be seen as an element of both L(H*) and W) (T4,).

Lemma 5.7 With II¥.  :=,(Q) and Hgigh = (1—1,)(Qn),

Low
WE Iy, C ;" (supp¢y.) = {Jan| < 2u} (5.39)
and
WE Uiy, © g5, (supp(L — ) = {lan| > p}- (5.40)
Reference for the proof. See [29, Lemma 3.1], where this is proved using Lemma 3.6. [

Now, by (5.37) and (5.38), for any N and any m,

|Masign [P, eolvl e < [ Tign X[ @ns p0lévyye + O™ [[[@ns p0ldv| - + ONRN ([0
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with 5 compactly supported in Bg, \ Br, and equal to one on supp ¢. Taking m =1, then N = M+1
and using the resolvent estimate (5.18) we get

HHHigh[P,EL,@O]UHHn < || X Miign X[@n, w0l 60|,y + CKJHhMHHg”HH
/S ||XHI‘?IighX[QhaQDO]¢'U||Hu + HgHH’
= || XM ign X[@n, 2080 .0 + ||9]|,,- (5.41)

Step 3: A semiclassical elliptic estimate in T% . Combining (5.34) and (5.41), we see that
#

to prove (5.29) we only need to bound Xﬂﬁighx[Qh,wo]m in L2(T%u)‘ To do this, we use the
semiclassical elliptic parametrix construction given by Theorem A.2.

Lemma 5.8 The operator Qp, — 1 is semiclassically elliptic on WFh(h”xH&ghx[Qm o))
Proof. By (A.8), (A.10), (5.40), and (5.3),
WF (h—lxﬂgighx[Qh,goo]) C WFy Hgigh C {qn > u}.

But, on {gn > p}, by definition of p (5.4), (€)~2(qn(x,&) — 1) > cen > 0, and the proof is complete.
|
Since h~ XHnghx[Qh,goo] € \Ifl(Td ) by Theorem A.1, we can therefore apply the elliptic

parametrix construction given by Theorem A2 with A =h~ XHnghX[Qh —1,90], B=Qr—1,
and ¢ = 1, m = 2. Hence, there exists S € ¥, ' (T% ,) and R = O(hoo)\l, ~ with

WF;, S € WFy (7' [@n, o)) and XTI, x[Qn, o] = AS(Qr — 1) + R. (5.42)

We apply both sides of this identity to ¢v and then use that ¢ is equal to zero near Bpr, and
supported in Bpg,, and thus Q@ = Py = Pp ¢ on supp ¢ ; the result is that

X X[Qns o)dv = hS(Qn — 1)¢v + Rov = hSH(Qr — 1)v + hS[Qp, dlv + Rew
= hSég + hS[Qn, ¢Jv + Rov. (5.43)

The following lemma combined with (A.9) shows that
S[Qns 6] = O (5.44)
Lemma 5.9 WF; SN WF,[Qp, ¢] = 0.
Proof. By (5.42) and the definition of Qp (3.2),
WFp, S C WFL[Qn, ¢o] € {(2,€) : = € suppVipp, & € R}

Similarly,
WFL[Qr, ¢] C { x,€) : x € suppVey, & € Rd}.

Now, by (5.35), suppVyg and suppV¢ are disjoint, and the result follows. [

Therefore, by (5.43), (5.44) and the definition of O(hw)\p;m (A.4), for any N, there exists
Cn,C’% > 0 such that /

HxngighX[QTl? @0]¢U||L2(1r;gn) S h||5¢9“L2(1r§%) + CNhNHQSUHL?(T;gﬁ) + CﬁvhNHQSUHL?(T;gn)
S hSegllrary ) + CnIN | Gvllae + Ch BN gl

where 5 is compactly supported in Bgr,\Bg, and equal to one on supp ¢. Taking N := M + 1,
using the resolvent estimate (5.18), and then using that S € W~'(T%,) C (T, ) together with
Part (iii) of Theorem A.1, we obtain that

||XngighX[Qha‘p0]¢v”L2(T%n)Shnsqbg”LQ(Td + A9l S PllégllL: (T4, )+ Allgll o) S Rllglla

Combining this last estimate with (5.34) and (5.41) we obtain the desired bound (5.29) on vigh near-
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Step 4: Obtaining the bound (5.30) on Unigh ar using the ideas from Steps 2 and 3. We
now show that

VHigh, far ‘= PtrP1HHigh©196:0 = Pt @1 THigh P10t 0106V (5.45)

v —
Low "7

satisfies the bound (5.30). Since @ is supported away from Bpg,, exactly as in Step 2, II
Yu(Qnr) € \Ilgoo(le%n) and Ty, = (1 - ,)(Qn) € \I’%(T%n) satisfy

S1llLowd1 = P11l w1 + O(h™)pre  and  Gilluigndy = glnl‘l-;igh(pvl + O(h™)pe.o.  (5.46)
Now, by (5.45), (5.46), and the facts that @y = @i and 11 = @1,
VUHigh,far = Sztr&lngigh(PMﬁtrv + O(ﬁoo)pgvfoc_}pﬁh=°c§0trv~
Lemma 5.10 The operator @h,g — 1 s semiclassically elliptic on WFh(c'ﬁngtrﬂgighgolgotr),

Proof. First recall that supp(p1¢4:) C supp(@10tr) C Br, (1+435) \ Br,- Using this property, along
with (A.8), (A.10), (5.40), and (5.3), we find that

WE (1 8uligue100) © {(2,) 5 @ € Br,1yas) \ Bro } 0V WA T,

C {(J;,f) : ¥ € Br,(1435) \BRO}ﬁ {(a:,g) 2 gn(z,§) Zu}.

By Lemma 5.1, @h,e — 1 is semiclassically elliptic on the set on the right-hand side of the last
displayed inclusion, and the proof is complete. [

We now apply Theorem A.2 with A = @@trngighw%, B = thﬁ —1,¢ =0, and m = 2;
observe that the assumptions of Theorem A.2 are then satisfied by Lemma 5.10. Hence, there exists

S € W;,*(T4,) and R = O(h™),_~ with

WFs S C WEn(1Pullfigne10n)  and 31 @ullfg o100 = S(Qno — 1) + R. (5.47)

We now apply the equality in (5.47) to v where X € Cg5y,, (R [0,1]) is such that XY = 1 on a
neighbourhood of supp(¢1¢t:) and supp X C Brg, (1435) \ Br,; thus

S”Zl@trnl\?ligmol@trv = &1¢trnl\?ligh90lcptr%v
= S(Qno — 1)Xv + Rxv = SX(Qn,o — 1)v + S[Qn,p, X]v + RXv.

By construction Qp g = Py on Bpg, (1+35) \ Br, (see (3.10) and (3.9)); thus X(Qno—1)v = Yg and

ﬁlﬁtrﬂgigh%(ptrv = 5%9 + S[Qn.e, X]v + RYv. (5.48)

Arguing exactly as in Lemma 5.9, using (5.47) and the fact that supp VX Nsupp(p1p4) = 0, we
find that _ _ o
WE, SN WF,[Qne,X] =0 and thus  S[Qne, X] = O(h™) .

Using this in (5.48) and then taking the H7 (']I‘f.l%n) norm, using the definitions of O(hm)\ygw and
O(h*°)pt,, we obtain that, given N > 0 there exists Cy > 0 such that

Halgtrngigh@ﬂptrv||Hr2b(rﬂ~¢li%u) S Hg%gHH%(T‘én) + CNhNHialtUHLz(Tc}%n)

where Xa; is compactly supported in Bg, \ Br, and equal to one on a neighbourhood of supp X.
By Part (iii) of Theorem A.1, and the fact that S € \IIgQ(T%ﬁ),

HalgtrngighwlwtrUHH%(T% ) S gl + CnAN vlla(en)-
(T4,

The bound (5.30) on Vhigh far := Ptr@11IHign1¢rv then follows by combining this last inequality
with the resolvent estimate (5.18).
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5.4 Proof of the decomposition (5.15) of vy, (the low-frequency compo-
nent) and associated bounds on v near and v gy

5.4.1 Decomposing Il using Assumption 2 in Theorem 4.1
By Assumption 2 in Theorem 4.1, there exists Foo = O(A™)pt,o with

E(P!) = E+ E, (5.49)
and the low-frequency estimate (4.4) holds. By (5.5) (a consequence of the definition of the constant

A (5.5)), € is nowhere zero on the support of 1,; therefore the function 1, /€ is well-defined and in
Co(R) (defined by (4.1)). The definition of I,y (5.6) and Part 1 of Theorem 3.4 imply that

1 1 1
M = 0D = £8) (g ) (P = Bo ([ | o)) + Bo ([u] D). G50)
Then, by Part 3 of Theorem 3.4 and the fact that Fo, = O(A%)pst,co,
Buo (| 50] (D) = 005101 (551)

5.4.2 The decomposition (5.14) of vy, when p =1 in (4.4)

We first assume that p = 1 and establish the decomposition (5.14), together with the bounds (4.14)
and (4.15) on u_4. In this case, we let

wi=Eo ([gu D) eur (552)

so that (5.14) holds by (5.50) and (5.51). Moreover, since v 4 involves a compactly-supported
function of Pfg, by the reasoning below (5.9), v4 € Dg’(’o. Then, using (in this order) the low-
frequency estimate (4.4), Part 3 of Theorem 3.4, and finally the resolvent estimate (5.18), we
get

ID@)ealls = | D@Eo ([ o] (D) e

< CS(Q7 h) H Eﬂ/’u] (Pyg)@trv

HE HE

1 1
< Cela,h ——, (A r = C¢(a,h —Vu(A r X
< Cela) sup | 55, O Dwolls = Ceten ) sup | 5,0 vl

< Ce(a, k) sup
AER

1 1
ng*)’h M lglhaan:

thus (4.14) holds. To establish (4.15), observe that
HU||’D2>M((BR1(1+G))C) S H(l - Q’Etr)’UHfD’ﬁLL,m’ (553)

since Pt = 0 on (Bg, (14¢))° Then by (5.49), (5.51), Part 1 of Theorem 3.4, pseudo-locality of the
functional calculus (Lemma 3.5), and the first support property in (5.27),

_ 1 _ 1 .
(=GB (|go] D) o = 0 - G (g0 ) (Plew + 00
= (1= Gu)du(P))u + O(h)pie = O(h™) i
The bound (4.15) then follows by combining this with (5.53) and the resolvent estimate (5.18).

Remark 5.11 (The decomposition is independent of £ if E., = 0) The last part of Theo-
rem 4.1 is the claim that when E = 0, the decomposition is independent of E. To establish this in
the case p =1, observe that (5.52) and (5.50) imply that if Es = 0, then v4 = vpow = z/;AL(Pg)cptrv
(which is independent of ).
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Ry ? R1(1+35)
Ri(1+ 20)

Figure 5.3: The cut-off functions p1, p2, 71,72 defined at the start of §5.4.

5.4.3 Cut-off functions for the case p # 1

We first define the cut-off functions used to bound vy, displayed in Figure 5.3. Whereas the
cut-off functions used in the bound on vgign (in §5.3) were denoted ¢, ¢, and x (sometimes with
tildes), in this section we use the notation p; and 7;, j = 1,2. Recall that p is the cut-off function
in the assumption (4.4).

Given Ry, Ry, and p, let R, R, R, R, be such that Ry < R, < R;, < R;; < R, < Ry and
p =1 on a neighbourhood of Bg,,, -

Let p1 € C, (T%ﬁ;[@,l]) be such that supp(l — p1) C (Bg, )¢ and suppp1 € Bp, Let

comp

p2 € C (T‘Ii;iﬁ; [0,1]) be supported in Bp, and such that p, =1 on supp p1, i.e.,

comp
supp(l — p2) Nsupp p1 = 0. (5.54)

Let 11 € COO(’]T‘I%; [0,1]) be such that 4 = 0 on a neighbourhood of Bg,, such that v; =1 on a
neighbourhood of B, (1125 \ Br,, and 71 =0 on (Bg, (1436))¢. A key feature of this definition is
that

supp (1 — 1) Nsupp((1 — p1)per) = 0. (5.55)

Finally, let v € C"X’(T%u; [0,1]) be equal to zero on Bp —and such that 72 =1 on supp(1l — p1); ie.,

supp (1 — y2) Nsupp(1 — p1) = 0. (5.56)

5.4.4 Decomposing into parts that are “near to” or “far from” the black box when
p#1

We split vpy in the following way, using the pseudo-locality of the functional calculus (i.e., Lemma
3.5) and the support properties (5.54) and (5.55),

ULow = wu(Pfg)QOtrv = %(P;g)m%rv =+ ¢M(P7§)(1 — P1)Perv

= Y (PHp1out + 1Uu(PH(L = p1)@uv + O(h%) pr.oe o
=! ULow,near T VLow,far 1+ O(hOO)Dﬁ=°°<ptrv-

We now split Vrow,near @0d VLow far further, with this decomposition summarised in Figure 5.4.
We highlight that the arguments from here on are identical to the corresponding arguments in [29]
(in [29, §3.3.3-§3.3.4]).

5.4.5 The part near the black box vrow near
By (5.50), and (5.51), along with the fact that pypy = p1,

1
ULow,near = 1/JH(P,§)01U =Fo (|:5’¢)M:| (Pyg)> pP1U + O(hoo)’DﬁVOOQOtr'U =! VA near T O(hoo)Dﬁ>oc<PtrU-
(5.57)

Since v 4 near involves a compactly-supported function of Pg by the reasoning below (5.9) v A near is
: f,00
in Dy~
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VLow = 1_[Low PV

part away
part near Bpg, from Br,
ULow,near ULow,far
O(hoo)Dﬁvoo PtrV
= HLowp1P6:V = 71HLOW(1 - pl)QOtrU

VA far

VA mnear ‘= Eo <|:;1/}/L:| (P)g)) p1v

regular near Br, thanks - O(h%) pt,oo Ptrv a Fourier multiplier
O(h )’Dﬂvoo(PtrU

part given by
to the low-frequency estimate, on the torus Td,
negligible away from Bg, entire away from Bpg,,

negligible near Bg,
Figure 5.4: The decomposition of vy when p # 1, described in §5.4.4-8§5.4.6

Remark 5.12 (The decomposition is independent of £ if E., = 0) The last part of Theo-
rem 4.1 is the claim that the decomposition is independent of £ if Es, = 0. To establish this when
p # 1, observe that the only part of the definition of the decomposition where £ enters is in the
decomposition Viow near = VA near + O(F%)pt.cv. Furthermore, if Eo = 0, then, by (5.50) and

(5.57), we can define vA near = wM(P,g)plv (which is independent of £) and have Viow near = VA near-

Proof of (4.9) and (4.10) for v ear- Using (in this order) the definition of v near (5.57), the
fact that p =1 on Bp_, the low-frequency estimate (4.4), Part 3 of Theorem 3.4, and finally the
resolvent estimate (5.18) we obtain

<cuon| [t

D@ ansbrsin) < [oDt@)E o ([0 D) oo

HH HH

1
< Ce (v, h) sup | —— b, (A
< Gl s | 50| vl

< Cg(a, h) sup
AER

1 1
gmww'h Ml gl

thus (4.9) holds, where the sup,cp becomes sup,c(_, ] because of the support property (5.5) of

Vu-
The proof of (4.10) is very similar to the proof of (4.15) above. Since p, =0 on (Bg ),

(5.58)

1
||vA,nCar||Dm,ﬂ((BRHI)c) < H(l —p2)E o <[5w4 (P,g)) pLU
Dm.d

By (5.49), Part 1 of Theorem 3.4, pseudo-locality of the functional calculus (Lemma 3.5), and the
support property (5.54),

(=)o ([ 0] () o = 1= pie D) (0.) (P + O
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= (1= p2)u(P)p1 + O ) pioe = O(h) .

Combining this with (5.58) and then using the resolvent estimate (5.18), we obtain (4.10).

5.4.6 The term away from the black box viow far-

We now study
ULow,far = ’YIHLow(l - pl)‘PtrU (559)

which is in D%’OO by the fact that IIyq : Df — Dg"x’ (see §5.1) and the smoothness and support
properties of v1 (see §5.4.3).

Step 1: expressing viow far in terms of v 4, Since supp(1 —+1) and supp(l — pq) are disjoint
(see Figure 5.3), the pseudo-locality of the functional calculus given by Lemma 3.5 implies that

Y 1row(1 = p1) = Y1 Lowy1 (1 — p1) + O(A%°) pt.cs.

Therefore, by Lemma 3.6 (and exactly as in §5.3), I, :=,(Qs) € \II%O(']I‘dRu) with

Low
'YIHLOW(]- - ,01) = ’Ylngow/yl(]- - pl) + O(hoo)'Dﬁv‘”u (560)
and, by (5.39), WF, I, C {|qa| < 2u}. Therefore, by (3.5), there exists A > 1 such that
WE T, © {(2,€) s v € Th,, € € Byp}. (5.61)

Now, let ¢ € C, (R%;[0,1]) be supported in [—A%, A\?] and equal to one on [—A?/4,2/4]. By

comp

T%
(A.10) and (5.61), WFy (1 — Op,, *(2(1£[%))) N WFy, (I, ) = 0. Therefore, by (A.9), as operators
on the torus,
v L P — %
1_[Low = Oph ((P(|§| ))HLOW + O<h )\I/;"o (562)

Since 71 = 0 on a neighbourhood of Bg,, by the definitions of P* (3.4), | - ||psm (3.11), and
h
Il - HHgm(Tdu) (A.2), given m > 0 there exists Cj(m) > 0,7 = 1,2, such that
R

C1(m) Imwllpgm < lImwlgpm e ) < Co(m) [nwlpgm  for allw e Dy, (5.63)

and thus ’le(hoo)‘Il;oo*yl = O(h*)pt.. Therefore, combining this with (5.62) and (5.60), we
obtain that

TS,
YT TLow (1 = p1) = 71 0p, * (B(E) Moy (1 = p1) + O(h™)pa.ce. (5.64)
We let
Ty (12
VA far =71 O, " (P(I€]7)) Lowy1 (1 = p1) e, (5.65)
so that the combination of (5.59), (5.64), and (5.65) implies that

VULow,far = VA, far + O(hOO)DﬁvOCQOtr'U

Observe that v gar € D(,) because of the presence of 41 at the start of the expression (which
causes v A far t0 be zero on I'y,).

Step 2: proving that v ., is regular in (Bg )¢ (i.e., the bound (4.11)). By the definition
of va ar (5.65) and the fact that v3 = 1 on (Bg, )°,

1

T%
OV far o = 07 Op, @BUEPN L (1 = p1)pure |
10%v A farll34((Br, )*) Pr* (PUE DL (1 = 1)y H(Br,)*)

(5.66)

TRy  ~
< [ Opy* (BUIEPN M s (1 = p1)purv

L2(74,)
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Td
We now bound the right-hand side of (5.66). By Lemma A.3, Op;n (2(£]?)) is given as a Fourier
multiplier on the torus (defined by (A.11)), i.e

d

TRu =(1¢|2 ~ 2
Op;, " (#(I€%)) = @(=h"A). (5.67)
Let w € L? (TdRﬁ) be arbitrary, and let @(j) be the Fourier coefficients of w. By (A.11),
F—r Ay = 37 @GR P2 RE)es,
jezd
where the normalised eigenvectors e; are defined by (A.1). Hence, for any multi-index «,

PR Ay =3 DU)P(Rj 2/R2><}Zj) SR 2/R2>(}§j) o

jes Jez, i< 5

fwr

since @ is supported in B(0,\?). Therefore

a2
o~ . 1mj
S ON T s 2/32)( ey \
# \R #
J€za, i< 5
< A2la‘7r2la‘ DB = NR21e w7, )" (5.68)
jEZ

We now use (5.68) with

w = Hgowlyl(l - Pl)@trv
and combine the resulting estimate with (5.66) and (5.67). Using the fact that I}, € \IIOO(']I‘?%),
~v1 = 0 on a neighbourhood of Bpg,, and the resolvent estimate (5.18), we get

100 Al ) < Aelp=lol ¥ (1 — pl)sotrUHLzmr;gn) < Aelp=lel|y, (1 — pl)@trUHLz(TdRﬁ)
= Ny (1= pr)uollse < NIRRT =M gy,

hence (4.11) holds.

Step 3: proving that v ., is negligible in Bz (i.e., the bound (4.12)). It therefore
remains to show (4.12).
By (A.8), (A.10), and the support property (5.56),

T%,
WEy, (1= 72) Op, ™ (B(€[2) Ty, ) N WEA(L = p1) = 0.

Then, by (A.9),

(1= 12) Opy (FEP )T (1 - p1) = O(),, =

as a pseudo-differential operator on the torus. Multiplying by =1 on the right and on the left, and
then using the fact that 3 = 0 on Bp, and the norm equivalence (5.63), we find

T
(1 = 72)7 Opy, * (BUEP) (L = p1) = O(h™ ) ps.ce (5.69)
as an element of £(H*). On the other hand, since 75 = 0 on a neighbourhood of Br,,
”UAJar”Dg;m(BRH) = H(l - VQ)UA,farHDQ*’”(BRH)'
Then (4.12) follows from combining this last equation with the definition of u% (5.65), (5.69), and

the resolvent estimate (5.18).
The proof of Theorem 4.1 is now complete.
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6 Proofs of Theorems 1.16 and 1.17

These proofs follow very closely the proofs of [29, Theorem D] and [29, Theorem BJ, i.e., the
analogous decompositions for outgoing Helmholtz solutions; this is because (as highlighted after
Theorem 4.1) the assumptions of Theorem 4.1 are (by design) the same as the assumptions of
the abstract decomposition result in [29, Theorem A]. For completeness, we sketch here the ideas
behind these proofs.

6.1 Set-up common to both proofs

Let /i := k~! and define  and Pj as in Lemma 3.2 with _ = (). By Lemma 3.2, Pj is a semiclassical
black-box operator on H. The reference operator is given by P,g = —h%c2, .V - (Ascat V). Let

scat
9:={h:h=k""withk e K}. (6.1)

The assumption that the solution operator is polynomially bounded (in the sense of Definition
1.2) means that the bound (4.2) holds with $ given by (6.1); i.e., the assumption in Point 1 of
Theorem 4.1 is satisfied. Define Py ¢ by (3.8). In this notation, the PML problem (1.5) becomes
(Pry — v = h%g.

6.2 Sketch proof of Theorem 1.16

We now construct £ and E satisfying the assumptions in Point 2 of Theorem 4.1 under Assumption
1.10. Let A > 0 be as in Theorem 4.1, and let £ € CS°, (R) be such that £ = 1in [-A,A],and £ =0

comp
outside [—2A, 2A]. The results of Helffer-Robert [33] imply that S(P,g) = E(-h*2 V- (Ascar V)
is a pseudo-differential operator on T%ﬁ (see the discussion in §1.8 under the paragraph “Ingredient

5”). Then, arguing as in Step 1 in §5.4.6, we obtain that there exists Ag > 0 such that

E(PE) = Opy* (BERNEPE) + Oy .

with ¢ € 0 (R%;[0,1]) supported in B(0, A2) and equal to one on B(0,A2/4). By Lemma A.3,

comp
E(Pf) = B(=W*A)E(PE) + O(h)y -,

so that
if  E:=@(-h2A)E(P!) then E&(PH)=FE+ O(h™)p. = pproe- (6.2)

We now need to show that an estimate of the form (4.4) is satisfied. Since @ is compactly supported
in B(0,A3), the definition of E (6.2) and the same argument used to show the bound (5.68) imply
that o

[0° Boll 2oy, y < AR IEPR) 2oy,

for allv e LQ('I[‘%) and multi-indices «. Then, since S(P,Ef) € \I/,;OO(TC}%), Part (iii) of Theorem A.1
implies that there exists C' > 0 such that

HaaEU”Lz(T%u) < CA‘OOAEJ_W‘ ||UHL2(T‘}%)

for all v € LQ(T‘}%) and multi-indices a. Therefore, the assumption in Point 2 of Theorem 4.1 is

satisfied with D(«) := 9%, Cg(a, h) := CA(‘)th*M and p = 1.

The bound (1.19) on v4 follows immediately from (4.14). The bound (1.18) on vg2 follows
from (4.7) after using (i) Green’s identity and Lemma 2.3 to obtain a bound on the H! semi-norm,
and then (ii) Lemma 2.3 and H? regularity by [50, Theorem 4.18].
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6.3 Sketch proof of Theorem 1.17

Theorem 1.17 is based on the following result, which is Theorem 4.1 specialised to the case when
the regularity estimate inside the black box comes from a heat flow estimate.

Corollary 6.1 Let Py be a semiclassical black-box operator on H satisfying the polynomial resolvent
estimate (4.2) in $ C (0, hg]. Assume further that (i) P,g > a(h) > 0 for some a(h) > 0, and (ii)
for some a-family of black-box differentiation operators (D(«))acu (Definition 3.7), there exists
pE COO(']I“}%n) equal to one near Br, such that, for some family of subsets I(h,a) C [0,+00), the
following localised heat-flow estimate holds,

HpD(oz)eftPf’3

< C(a,t,h) forallacA, t€I(h,a), heh. (6.3)
HE—HE

Given € > 0, there exist iy >0, C; >0, j =1,2,3, and A > 1 such that for all Ry, > (14 €)Ry,
Br,, C Qu € R? with Lipschitz boundary, e < 0 < /2 —¢, all g € H(Qy), and all h € $HN (0, k],
the following holds. The solution v € D(Q4y) to

(Pro—I)v=g onQy and v=0 only
exists and is unique and there exists vz € D(Qy),v4 € Dg’oo and Vresidual € D%"X’ such that
U = Vg2 + VA + Uresidual

and vyz, V4, and Vresidual Sotisfy the following properties. The component vy2 € D(Q,) satisfies
(4.7). There exist R, R,,, R,;,, R, with Ry < R, < R, < R, < R,, < Ry such that vs € Dg’oo
decomposes as

VA = UA,near T VA far,

where V4 near € DY is reqular near the black box and negligible away from it, in the sense that

[1D(@)vanear It (Br,, ) < C2 ( inf Cf(a,h, t)e“) R Mgl for all h € HN(0, k], o € 2,

tel(h,a)

(6.4)
and, for any N,m > 0 there exists Cn, > 0 (independent of 6) such that (4.10) holds and
VA far € D(Qy) is entire away from the black box and negligible near it, in the sense that (4.11)
holds and, for any N,m > 0 there exists Cn, > 0 (independent of 6) such that (4.12) holds.

Finally, viesidual € ’D%’OO is negligible in the sense that for any N,m > 0 there exists Cn m > 0
(independent of ) such that (4.13) holds.

The proof of Corollary 6.1 is identical to the proof of [29, Corollary 4.1]; since the proof is so
short, however, we include it for completeness.

Proof of Corollary 6.1. For o € A and i € H, let t € I(h,a), and & () := e . Since Pfg >
a(h) > 0, Sp P,g C la(h),00). Therefore, by Parts 4 and 3 of Theorem 3.4, etPh = &(P,g). Such
an & is in Cy(R), never vanishes, and satisfies (4.4) with E; := Et(Phﬁ) and Cg, (o, h) := C(a, h,t)
by (6.3). From Theorem 4.1, we therefore obtain the above decomposition v.4, VA nears VA, far, Vg2
Since &(P,g) = E; (i.e., Fs = 0), by the final part of Theorem 4.1, the decomposition is constructed
independently of &, and hence independently of ¢t. The result then follows, with the infimum in ¢
in (6.4) coming from (4.9) and the fact that this estimate in valid for any ¢ € I(%, «). |

Theorem 1.17 is proved using Corollary 6.1 with the following heat-flow estimate as (6.3).

Theorem 6.2 (Heat equation estimate from [25]) Suppose that Assumption 1.11 holds with
Ascat and Cseay analytic in Br, for some Ry < Ry < Rgcat- Let P,g denote the associated black-box
reference operator on the torus (as described in §3.1).

Given p € Ceopp (R9;[0,1]) with supp p C Br,, there exists C > 0 such that for all t € (0,1] and
for all T € ]0,1]

Hpaaeth’zpé < exp(t~T)|al Clalr=Dlal/2, (6.5)

L2— L2
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References for the proof of Theorem 6.2. Since the operator eth * P i just the variable coefficient

heat operator for time ¢, the estimate (6.5) can be extracted from the heat equation bounds in [25,
Theorem 1.1 and Lemma 2.7]; see [29, Proof of Theorem 4.3] for more detail. |

We therefore apply Corollary 6.1 to the specific set up in §6.1, noting that the heat-flow estimate
(6.3) is then satisfied with D(«) := 0%,

C(a, i t) := exp (F*t) ") |at Ol (R2)T=DIl/2 0 and  I(h,«) := (0,72

(the heat-flow given by the functional calculus, appearing in (6.3), is indeed the solution of the heat
equation; see, e.g., [58, Theorem VIIL7]).

To obtain Theorem 1.17 from Corollary 6.1, we then only need to show that (i) vgy2 satisfies
(1.21), and (ii) v.A near satisfies (1.22). The proof of (i) is identical to the proof that vy in Theorem
1.16 satisfies (1.18). For (ii), we carefully choose ¢ and 7 as functions of |a| and % to obtain (1.22);
for the details, see [29, §4.1].

A Semiclassical pseudodifferential operators on the torus

Recall that for Ry > 0, T%, := R?/(2R;Z)?. This appendix reviews the material about semiclassical
pseudodifferential operators on ']T%u used in §5.3-§5.4, and appearing in Lemma 3.6, with our default
references being [70] and [22, Appendix E].

Semiclassical Sobolev spaces. We consider functions or distributions on the torus as periodic
functions or distributions on R¢. To eliminate confusion between Fourier series and integrals, for
fe Lz(’]T‘}:in) we define the Fourier coefficients for j € Z%

f() = flx)egj(z)de, where ej(z) = (2Ry)"¥?exp (imj - z/Ry). (A1)

Td
Ry

The Fourier inversion formula and the action of the operator (D)% on the torus are then, respec-
tively,
f=2_FG)e; and (RD)*f =) (Amj/Ry)*f(ie;.
jezd jezd

We work on the spaces defined by the boundedness of these operators, namely
HR(Th) o= {u e L(Th), G)"F5) € C@Y ] el ) = (0TGP (A2)

where (5) := (1 + |j]?)/?; see [70, §8.3], [22, §E.1.8]. In this appendix, we abbreviate H;L”(T%u) to
H}" and LQ(T%) to L2.

Since these spaces are defined for positive integer m by boundedness of (hD)* with |a] = m
(and can be extended to m € R by interpolation and duality), they agree with localized versions of
the corresponding spaces on R? defined by the semiclassical Fourier transform

Foul) = [ exp(=io-¢/Mula)de and Julfpn = a0 [ (1@

Rd

Phase space. The set of all possible positions  and momenta (i.e. Fourier variables) ¢ is denoted
by T*']T(Ii%ﬁ; this is known informally as “phase space”. Strictly, T*']T(Ii%u = ']T(Ii%u x (R4)*, but for our
purposes, we can consider T*']I“}i;i11 as {(z,8):x € ']I“}i%u,é € R?}. We also use the analogous notation

for T*R¢ where appropriate.
To deal uniformly near fiber-infinity with the behavior of functions on phase space, we also
consider the radial compactification in the fibers of this space, T’ ’]I‘dRn =T x B? where B¢ denotes

the closed unit ball, considered as the closure of the image of R under the radial compactification
map RC : & — £/(1 4+ (£)); see [22, §E.1.3]. Near the boundary of the ball, |¢|~' o RC™! is a smooth
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function, vanishing to first order at the boundary, with (|¢|7! o RC!, go RC_I) thus furnishing
local coordinates on the ball near its boundary. The boundary of the ball should be considered as a
sphere at infinity consisting of all possible directions of the momentum variable. Where appropriate
(e.g., in dealing with finite values of £ only), we abuse notation by dropping the composition with
RC from our notation and simply identifying R? with the interior of B.

Symbols, quantisation, and semiclassical pseudodifferential operators. A symbol on
R? is a function on T*R? that is also allowed to depend on 7, and thus can be considered as an
h-dependent family of functions. Such a family a = (an)o<n<n,, with ap € C*®(R?), is a symbol of
order m on the R?, written as a € S™(R?), if for any multi-indices a, 3

0207 a(x,€)] < Cap(@)™ 11 for all (z,€) € T*R* and for all 0 < h < ho,

where C, s does not depend on £; see [70, p. 207], [22, §E.1.2].
For a € S™(R?), we define the semiclassical quantisation of a on R?, denoted by Opy,(a)

(Opp(a)e) @) = o)~ [ [ e (ila =) /M ale. o) i (43

[70, §4.1] [22, Page 543]. The integral in (A.3) need not converge, and can be understood either
as an oscillatory integral in the sense of [70 §3 6], [36, §7.8], or as an iterated integral, with the
y integration performed first; see [22, Page 543]. It can be shown that for any symbol a, Op(a)
preserves Schwartz functions, and extends by duality to act on tempered distributions [70, §4.4]

We use below that if a = a(£) depends only on &, then Opy(a) = F; ' M,Fp, where M, denotes
multiplication by a; i.e., in this case Opy,(a) is just a Fourier multiplier on R

We now return to considering the torus: if a(z,¢) € S™(R?) and is periodic, and if v is a
distribution on the torus, we can view v as a periodic (hence, tempered) distribution on R?, and
define

(Opn™ (a)0) = (Opp(a)v),

since the right side is again periodic; for details see, e.g., [70, §5.3.1].
d

T
If A can be written in the form above, i.e. A = Othzt (a) with a € S™, we say that A is
a semiclassical pseudodifferential operator of order m on the torus and we write A € \If%”(ﬂ‘ji%ﬁ);

furthermore that we often abbreviate \II}L"(TdRu) to W7 in this Appendix. We use the notation
a € B'S™ if hmla € S™; similarly A € AU if h='A € U,
Theorem A.1 (Composition and mapping properties of semiclassical pseudodifferential
operators [70, Theorem 8.10], [22, Proposition E.17 and Proposition E.19]) If A € ¥;"
and B € W', then

(i) AB € Wymtme

(i) [A, B] € Ryl

(iii) For any s € R, A is bounded uniformly in h as an operator from Hy to H; ™.

Residual class. We say that A = O(FLOO)\IJ;OO if, for any s > 0 and N > 1, there exists Cs y > 0
such that

i.e. A€ ¥, and furthermore all of its operator norms are bounded by any algebraic power of A.

Principal symbol ;. Let the quotient space S™/hS™~! be defined by identifying elements
of S™ that differ only by an element of AS™~!. For any m, there is a linear, surjective map
o — §™m/pS™=1 called the principal symbol map, such that, for a € S™,

d

T
o (Othﬁ (a)) =a mod hS™ ! (A.5)

see [70, Page 213], [22, Proposition E.14] (observe that (A.5) implies that ker(o*) = h¥" ).

When applying the map o} to elements of ¥}, we denote it by o5 (i.e. we omit the m
dependence) and we use o;(A) to denote one of the representatives in S™ (with the results we use
then independent of the choice of representative).
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Operator wavefront set WF;,. We say that (x,{y) € T*T%ﬁ is not in the semiclassical operator
d

T
wavefront set of A = Op;’i (a) € U, denoted by WEy, A, if there exists a neighbourhood U of
(20, Co) such that for all multi-indices «, § and all N > 1 there exists Cy, g,0,n > 0 (independent of
h) such that, for all 0 < ki < hy,

10207 a(x,€)] < CapunhN (€)™Y  for all (x,RC(E)) € U. (A.6)

For ¢y = RC(&) in the interior of BY, the factor <§>7N is moot, and the definition merely says
that outside its semiclassical operator wavefront set an operator is the quantization of a symbol
that vanishes faster than any algebraic power of fi; see [70, Page 194], [22, Definition E.27]. For
(o € OB? = S9! by contrast, the definition says that the symbol decays rapidly in a conic
neighborhood of the direction (p, in addition to decaying in A.

Properties of the semiclassical operator wavefront set that we use in §5.3 and §5.4 are

WF,A=0 ifandonlyif A= O(hoo)q,;oo, (A.7)
(see [22, E.2.3)),
WFE(AB) C WF, ANWFy, B, (A8)
(see [70, §8.4], [22, E.2.5]),

WFu(A) N WFs(B) =0 implies that ~ AB = O(h*)y -, (A.9)
(as a consequence of (A.7) and (A.8)), and
WF}, (Opy(a)) C suppa (A.10)
(since (suppa)® C (WFp(Opy(a)))° by (A.6)).

Ellipticity. We say that B € ¥} is elliptic at (x¢, (o) € T*T%n if there exists a neighborhood U
of (zg,(p) and ¢ > 0, independent of A, such that

(€)™ on(B)(x,&)| = ¢ forall (z,RC(£)) € U and for all 0 < h < hy.

A key feature of elliptic operators is that they are microlocally invertible; this is reflected in the
following result.
Theorem A.2 (Elliptic parametrix [22, Proposition E.32]) * Let A € \I/f%('ﬂ“}%u) and B €
\I/}:L(']I‘%n) be such that B is elliptic on WF(A). Then there exist S, S’ € \Ilf%_m(TdRu) such that

A=BS+0(h)y— =5§'B+0(h*)y -,

with WF, S € WF; A and WFLS' € WFy, A.

Functional Calculus. The main properties of the functional calculus in the black-box context are
recalled in §3.4; here we record a simple result that we need about functions of the flat Laplacian.

For f a Borel function, the operator f(—h?A) is defined on smooth functions on the torus (and
indeed on distributions if f has polynomial growth) by the functional calculus for the flat Laplacian,
i.e., by the Fourier multiplier

f(=R2 80 =Y 5() f (0P| ) R e (A.11)
JEZA

The following lemma shows that f(—h?A) is precisely the quantization of f(|¢|?); since our
quantization procedure was defined in terms of Fourier transform rather than Fourier series, this is
not obvious a priori.

Lemma A.3 ([29, Lemma A.3]) For f € S™(R!) (i.e., f is a function of only one variable),
f(=h*A) = Op,f(I€).

4We highlight that working in a compact manifold allows us to dispense with the proper-support assumption
appearing in [43, §4], [22, Proposition E.32, Theorem E.33].
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