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Abstract

Langevin dynamics are widely used in sampling high-dimensional, non-Gaussian distributions whose
densities are known up to a normalizing constant. In particular, there is strong interest in unadjusted
Langevin algorithms (ULA), which directly discretize Langevin dynamics to estimate expectations over
the target distribution. We study the use of transport maps that approximately normalize a target
distribution as a way to precondition and accelerate the convergence of Langevin dynamics. We show
that in continuous time, when a transport map is applied to Langevin dynamics, the result is a Rieman-
nian manifold Langevin dynamics (RMLD) with metric defined by the transport map. We also show
that applying a transport map to an irreversibly-perturbed ULA results in a geometry-informed irre-
versible perturbation (Gilrr) of the original dynamics. These connections suggest more systematic ways
of learning metrics and perturbations, and also yield alternative discretizations of the RMLD described
by the map, which we study. Under appropriate conditions, these discretized processes can be endowed
with non-asymptotic bounds describing convergence to the target distribution in 2-Wasserstein distance.
Ilustrative numerical results complement our theoretical claims.
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1 Introduction

Langevin dynamics frequently appear in sampling methods for high dimensional, non-Gaussian probability
distributions. Given access to the gradient of the logarithm of the target density, many Markov chain Monte
Carlo (MCMC) methods use Langevin dynamics as a core ingredient. Particular recent interest is in unad-
justed Langevin algorithms (ULA), in which the empirical average over a single chain is used to approximate
expectations with respect to the invariant distribution, without a Metropolis-Hastings correction.

While standard ULA has proven to be a valuable tool in simulation, it often exhibits slow convergence.
Many methods have been proposed to improve the convergence properties of standard ULA. One such class
of methods involves simulating from appropriate reversible and irreversible perturbations of the original
Markov process, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9]. Such methods have been shown to be effective in accelerating
convergence while guaranteeing improved performance of the corresponding ergodic estimator; see Section
2.2.
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A different class of sampling methods that has been explored in the literature employs transport maps;
see, for instance, [10, 11, 12, 13, 14, 15, 16, 17]. Transport maps provide functional representations of
complex random variables by transforming them, deterministically and invertibly, to a simple reference
random variable of the same dimension—for example, a standard Gaussian. We discuss these methods in
Section 2.3. An “exact” transport map Seyacy achieves this measure transformation exactly, i.e., it pushes
forward a complex target distribution 7 to a desired reference distribution 7,.¢, a relationship we denote as
(Sexact)ﬁw = Met- If such a map is constructed, one can efficiently sample from the target = by evaluating
S.1.. on samples drawn from the reference distribution.

A crucial starting point for this work is the observation that no matter what form of transport map S and
construction procedure are chosen, the pushforward Sym obtained in practice will generally not be equal to
the desired reference distribution—due to limitations of the (finite) approximation space in which the map is
sought, the finite number of samples used for estimation, behavior of the associated numerical optimization
procedure, etc. We demonstrate this idea in Figure 1, which represents an example analyzed in detail in
Section 4.2. In this case, using the transport map .S directly for sampling will lead to bias, as Sﬁ_ Lver will
differ from the target measure m. As we will see below, combining any such approzimate map with Langevin
dynamics can mitigate this bias. We will also see that approximate maps can accelerate the convergence of
Langevin sampling for .

Tref

Figure 1: The pushforward distribution Sy obtained with any approximate map S (bottom left) is not equal
to the desired reference distribution n.e (top left). This is a cartoon representation of the example studied
in Section 4.2.

Our contribution. The contribution of this paper is threefold. First, we rigorously demonstrate that applying
a transport map to standard overdamped Langevin dynamics (OLD) corresponds to a Riemannian manifold
Langevin dynamics (RMLD) [1], which is equivalent to a reversible perturbation of the OLD [7]. Moreover, we
show that applying a transport map to an irreversibly-perturbed OLD system results in a geometry-informed
irreversible perturbation (Gilrr) [8] of the original dynamics. The resulting reversible or irreversible dynamics
are naturally linked to the chosen transport map in a precise way; see Section 3.2. A key consequence of
this link is a systematic way of learning reversible perturbations—by learning maps.

Second, while transport map transformations of the OLD are equivalent to RMLD or Gilrr in continuous
time, we show that when discretized, the resulting discrete-time Markov chains have different properties.
Specifically, we present the transport map unadjusted Langevin algorithm (TMULA), which is the stochastic
process produced by applying a transport map to an Euler-Maruyama discretization of the OLD. The
differences between a TMULA and the process produced by a direct discretization of RMLD depend on



how strongly the transport map departs from linearity. We discuss these discretization issues in Section
3.3. A schematic representation of these observations is in Figure 2; see Section 2 for notational details.
The simulation studies of Section 4 demonstrate that TMULA typically produces better samplers than the
discretization of the equivalent RMLD or Gilrr.
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Figure 2: TMULA and RMLD are equivalent in continuous time, but not necessarily after discretization. See
Section 3.3 for details. The banana-shaped density in each panel corresponds to each algorithm discussed in
Section 4.1. The bottom left panel shows that discretizing TMULA produces a more accurate approximation
of the target than discretizing RMLD.

Third, we prove theoretical guarantees of convergence of TMULA in the 2-Wasserstein metric under the
assumptions that (a) the transport map is sufficiently monotone (Assumption 3.1) and (b) the logarithm of
the pushforward of the target measure under the chosen transport map is strongly convex and has Lipschitz
gradients (Assumption 3.2); see Section 3.4. In Remark 3.3, we demonstrate that even when one samples
from a log-concave distribution with ULA, it is often practically advantageous to use a transport map when
available. Moreover, our theory provides guidance on the ideal choice of reference measure when constructing
maps. However, we emphasize that in this paper we do not address the general question of how to judiciously
construct transport maps to optimize sampling performance. This question and some others that are left
for future work are summarized in Section 5.

Related work. To set these contributions in context, let us discuss the connections between TMULA
and other mapped Langevin processes. The mirrored-Langevin [18] and mirror-Langevin dynamics (MLD)
[19, 20] are particular versions of TMULA in which the transport map is defined as the gradient of a convex
scalar function. MLD [18] is most similar to the dynamics we study here, as the reference process is a
Langevin process forced by an isotropic Brownian motion, while the MLD in [20] has a state-dependent
diffusion matrix. The transformed unadjusted Langevin algorithm (TULA) is another example of a mapped
Langevin process [21], concerned with sampling heavy-tailed distributions. This algorithm uses specific
isotropic maps, inspired by the approach in in [22] for random-walk Metropolis samplers, to transform the
heavy-tailed target distribution to have sub-exponential tails. Standard ULA is then used to sample from
the transformed distribution. In [9], the optimal reversible perturbation is characterized as the minimizer
of a Riemannian Poincaré constant. The existence of such a minimizer is provided in terms of a so-called
moment map.



MLD, TULA, and the design of an optimal Riemannian metric are cases of TMULA when the map
or reversible perturbation is defined a priori, often for the specific purpose of transforming the support or
tails of the target distribution. Meanwhile, a great deal of recent work has focused on learning a flexible
and expressive transport map from an unnormalized density and/or from samples. For example, normal-
izing flows—popular in both variational inference and generative modeling—define an invertible map via a
composition of simple transformations, parameterized by neural networks; these maps can be learned using
evaluations of the unnormalized target density [15], using samples [17, 12, 16], or both [23]. Other classes of
maps used in practice include triangular maps [24, 13] or approximations of optimal transport maps [25].

We emphasize that the results in this paper are not tied to any particular class of monotone maps or map
construction algorithm. Our goal is to study the impact of a transport map (e.g., one that approximately
normalizes a target distribution) on perturbations and discretization of the overdamped Langevin process for
that distribution. In fact, one can envision many algorithms that include TMULA as a core element, in which
a map is learned either a priori via samples or density evaluations, or instead learned and refined on-the-fly
[26, 27], and then applied to an overdamped Langevin process. Our numerical studies employ a specific
computationally tractable class of monotone triangular maps that approximate the Knothe-Rosenblatt re-
arrangement (7) (see Section 2.3 and [28, 13, 24] for a quick review), but many other numerical choices are
possible.

The rest of the paper is organized as follows. In Section 2, we review reversible and irreversible perturba-
tions to ULA as well as transport maps. Section 3 contains our main results on TMULA, i.e., continuous time
equivalence to RMLD or Gilrr, their differences when discretized, and the theoretical results on convergence
in Wasserstein metric; proofs are deferred to Appendices A and B. In Section 4, we present four simulation
studies to showcase the performance of TMULA. In Section 5, we discuss some future avenues for research.

Glossary of acronyms

For readability, we provide a glossary of the most frequently used acronyms in this paper in Table 1.

Acronym | Meaning Reference

OLD Overdamped Langevin dynamics (1)

ULA Unadjusted Langevin algorithm (3), (4)

RMLD Riemannian manifold Langevin dynamics (5)

Gilrr Geometry-informed irreversible perturbation 8]

TMRMLD| Transport map defined RMLD Thm 3.1

TMULA | Transport map unadjusted Langevin algorithm Sec 3.1, (11)

EMRMLD | Euler-Maruyama discretization of TMRMLD (12)

ATM Adaptive transport maps [24], [29]

KSD Kernelized Stein discrepancy [30]

UILA Unadjusted implicit Langevin algorithm Sec 4.3, [31]

TMUILA | Transport map unadjusted implicit Langevin algo- | Sec 4.3, (16)
rithm

Table 1: Glossary of acronyms used in this paper in order of appearance.

2 Langevin samplers and transport maps

We review the overdamped Langevin dynamics (OLD) and techniques for accelerating their convergence via
reversible and irreversible perturbations. We also provide an overview of measure transport.



2.1 Overdamped Langevin dynamics and the unadjusted Langevin algorithm
(ULA)

Let Y be a R% valued random variable with unnormalized target density m. A stochastic differential equation
(SDE) that has 7 as its invariant density is the so-called OLD:

dY (t) = Vieg m(Y (t))dt + V2dW (t). (1)

Here, W (t) is a standard Brownian motion on RY. By ergodicity, expectations of test functions ¢ : R — R?
with respect to 7 can be approximated by the time average of ¢(y) over a single trajectory, e.g., [32, Section
2.4]:

1 T
E<fo(¥)] = | o)y = Jim 7 / S(Y (1)dt. (2)

To practically use this relation to estimate expectations with respect to m, the Langevin dynamics must be
discretized. An Euler-Maruyama discretization of (1) yields

Yit1 = Yi +hVilogn(Yiq1) + V2hEk i1, (3)

where ¢t ~ N(0,1) are independent, h is the step size, and Y3, = Y (kh); see [33] for a general overview of
SDE discretization schemes. The expectation is then approximated by

| K-l
Ex[o(Y)] = It Z d(Yk). (4)
k=0

The algorithm computing this estimator is known as the unadjusted Langevin algorithm (ULA), and has been
used in problems ranging from molecular simulation to Bayesian inference [34]. While the relation in (2)
is exact, discretization introduces bias into the estimator. Some previous research focuses on removing this
bias by considering the Metropolis-adjusted Langevin algorithm (MALA), in which the Langevin dynamics
is used as a proposal distribution within the Metropolis-Hastings algorithm [35, 1]. Recently, there has
been renewed interest in ULA, especially for high-dimensional problems in machine learning. In particular,
[36, 34] provide a collection of convergence results for ULA on strongly log-concave distributions. They
derive inequalities showing fast convergence of ULA to the invariant distribution in the 2-Wasserstein and
total variation distances, and use those results to obtain bounds on the mean-squared error of ULA for
Lipschitz and bounded test functions [34]. Related work extends these results to distributions that satisfy
log-Sobolev inequalities [37, 38, 39].

2.2 Accelerating Langevin-based samplers via perturbations

The OLD in (1) is not the only stochastic dynamical system that has 7 as its invariant density. In fact,
there are infinitely many such systems, some of which can converge to 7 more quickly than OLD [32]. The
work of [3, 5, 6, 7] show that appropriately chosen reversible or irreversible perturbations to the OLD can
accelerate its convergence to the invariant distribution.

2.2.1 Reversible and irreversible perturbations

Let B be a matrix-valued valued function that maps y € R? to symmetric positive definite matrices B(y) €
R*e A reversibly perturbed overdamped Langevin dynamics is given by

AV (t) = [B(Y (£))Vieg 7(Y () + V - B(Y ()] dt + /2B(Y (£))dW (1), (5)

where (V-B(y)); = Z;l:l 81361'7;](?”). In [7], the authors show that if B(y) —I > 0, then accelerated convergence

to the invariant density will be achieved. The degree of accelerated convergence depends on the choice of
B, but, in general, there is not a known optimal choice of B. One well-studied reversible perturbation is

the Riemannian manifold Langevin dynamics (RMLD), in which the matrix B(y) = G(y)~! is defined in



terms of the metric of a Riemannian manifold. In particular, when the target distribution is the posterior

of a Bayesian inference problem, [1] chooses the metric G(y) to be the expected Fisher information matrix

plus the Hessian of the log-prior. We refer the reader to [40, 41] for further discussion of RMLD and related

MCMC methods and to [42] for an exploration of Bayesian inference from an optimization perspective.
With regard to irreversible perturbations, consider the SDE

AV (1) = [Viog (Y (£)) + (Y (£))] dt + V2dW (t). (6)

An irreversible perturbation corresponds with choosing the term ~ such that the resulting SDE is not
time-reversible, while preserving the invariant distribution of the unperturbed system. By using the Fokker—
Planck equation of (6), one can show that to preserve the invariant measure, ¥ should be chosen such
that V - (¥(y)m(y)) = 0 for all y. A simple and frequently used choice is ¥(y) = CVlogn(y), where C
is a constant skew-symmetric matrix, i.e., C = —CT. This irreversible perturbation is computationally
attractive, as applying it requires only one additional matrix-vector multiplication for each step of the
Langevin dynamics. The work [8] proposes an irreversible perturbation tailored to an already reversibly-
perturbed OLD, and empirically shows the advantages of using a state-dependent skew-symmetric matrix in
the irreversible perturbation. The resulting so-called geometry-informed irreversible perturbation is ¥(y) =
C(y)Vlogn(y) + V - C(y), where C(y) = —C(y)". Theoretical results show that, in continuous time, the
performance of the Langevin sampler cannot be hurt by the choice of the irreversible perturbation; see
[3, 5, 6, 7]. We also refer the interested reader to the works of [4, 43, 8] for further results related to
irreversible perturbations.

2.3 Transport maps

Transport maps arise from deterministic couplings of probability measures; see [13, 44] for an overview.
Let smooth probability densities 7 and 7 correspond to probability measures p, and ., respectively. A
coupling of the two measures is a joint measure ¢ whose marginals are j, and pi.. A coupling is deterministic
if there exists a measurable function T, called a transport map, such that for all u,-measurable sets A,
pr(A) = py(T71(A)) [44]. This is denoted pir = Ty, and g is the pushforward of p, through the map
T. If T is invertible, then 7 (y) = n(T~*(y)) det Jp—1(y), where Jr is the Jacobian of T.

Transport maps provide a method for expressing complex random variables in terms of simpler ones. For
example, if we choose X ~ 1 = N(0,I), and construct a map 7 : R? — R? such that 7 = Tyn, then we
can produce independent realizations of random variable Y ~ 7 by drawing independent realizations of the
standard normal and evaluating the transport map at the sample points, i.e., T(X) ~ 7. In general, there
are infinitely many maps that can induce a deterministic coupling of X and Y [44], and there are many
computational methods for constructing them, e.g., via optimal transport [10, 25, 45], triangular transport
[24, 11, 14], normalizing flows [12, 16, 46], and so on.

2.3.1 Monotone triangular transport maps

While the sampling algorithms and theoretical results of this paper will apply to any sufficiently smooth and
invertible transport map, our numerical illustrations will employ a specific, computationally tractable class:
triangular monotone maps. Let Y = (y1,...,yq) and consider a map S of the form

Si(y1)
SY)=1: ; (7)
Sd(yhyQa v ayd)
aS;
> 0y;
condition ensures that S is invertible, i.e., that there exists a map T'= S~!. A triangular monotone map
satisfying Sgp. = py, is guaranteed to exist when p, and p, are atomless (which is always the case in this

paper, as we assume both measures to have Lebesgue densities on R%). A map S of the form (7) is often
called a Knothe-Rosenblatt (KR) rearrangement; see [47, 48, 28, 13].

where the ith component of the map is monotone increasing in y;, i.e.

> 0, Vi. This monotonicity

1We will also abuse notation by writing = = Tyn.



Enforcing triangular structure offers several advantages. First, the pushforward density of 7w through
S can be easily computed since the determinant of the Jacobian of S is the product of diagonal entries.
Second, the triangular structure of the map allows the inverse to be easily computed. Evaluating S—!(z)
involves solving a sequence of d one-dimensional root finding problems, and since the ith entry of each map
component is monotone with respect to y;, the roots are unique. Third, triangular maps enjoy certain sparsity
and decomposability properties that follow from the conditional independence structure of 7, particularly
when 7 is chosen to be a product measure. These properties are useful when building transport maps in
high dimensions, but do depend on the ordering of the variables in the triangular construction; see [49] for
details. We refer the interested reader to [24] for a construction of triangular maps that is based only on
samples of m and guarantees monotonicity everywhere.

Most methods for computing monotone triangular maps minimize the Kullback—Leibler (KL) divergence
between the target m and approximating distribution Tyn°, for some fixed choice of n°; the direction of
the KL divergence depends on what information is available. [10] constructs maps given unnormalized
evaluations of the density m, by minimizing Dy, (Tyn°||7) plus a penalty term chosen so that the minimizer
is monotone with high probability; the map is represented in a linear space (for instance in the span of a
chosen set of polynomials). [24], in contrast, introduces a triangular map parameterization that guarantees
monotonicity everywhere, and shows how to construct the transport map given only samples of w. The
i-th component function of the map S (7) is chosen to be of the form S;(y1,...,v:) = f(y1,-..,¥i-1,0) +
Iy 9(@if (1, ..., yi—1,t))dt, where f*: R* — R is represented in a polynomial or wavelet basis and g :
R — Ry is a bijective and strictly positive function, such as a softplus or shifted exponential linear unit.
The parameters of the map are then learned by minimizing an empirical approximation of DKL(’/THSﬁ_ 177).
This is equivalent to maximum likelihood estimation of the map: given samples {Z'}Y, ~ 7, we find
S = arg max Zfil log Sufln(Zi)7 where 7 is a standard Gaussian density and the optimization is over the
space of functions {f*}¢_, in the monotone parameterization described above. Crucially, under appropriate
conditions on g, this optimization problem is smooth and has no spurious local optima. Moreover, [24]
describes a greedy algorithm for enriching the function spaces in which one seeks each f?, yielding a semi-
parametric estimation procedure. We employ this approach to build the maps used in our numerical studies,
with code available in the ATM GitHub repository [29].

3 Transport map unadjusted Langevin algorithm (TMULA)

Now we present our main methodology, TMULA. The main idea behind TMULA is to apply a transport
map to the target distribution so that the pushforward of the target through the map becomes easier to
sample using ULA. We show that, in continuous time, this construction can be understood as creating a
reversible perturbation to the original OLD, and that it also naturally gives rise to geometrically-informed
irreversible perturbations. Comparing TMULA to a direct discretization of the equivalent RMLD, we show
that TMULA provides a different and in some cases more accurate approximation of the desired target
measure. Finally, building on recent analysis of ULA, we show that in discrete time, under appropriate
conditions on the map and target, TMULA converges geometrically to the target distribution in W5 and
that the rate of convergence can be accelerated relative to the original OLD.

3.1 Transforming Langevin dynamics

Suppose we are given a continuously differentiable unnormalized target density m with support on R% and
an invertible twice-continuously differentiable map S : R — R?. TMULA consists in applying ULA to the
resulting pushforward density 7 := Sym.? Samples from 7 are then obtained by applying the inverse map
T = S~ to the trajectory produced by such an ULA.

Different choices of the transport map S yield different versions of TMULA. Recall that n(z) = (Sy7)(x) =
m(T(z)) det Jr(x), where Jr(x) is the Jacobian of T. Computing the gradient of log n(z) requires computing

2Following the discussion in Section 1, we note that in general 5 will differ from the ideal desired reference n° used in any
given map construction procedure. Once a map is constructed, the desired reference is no longer directly relevant; we work
only with 7, S, and the resulting n from the numerical algorithm.



the gradient of the log determinant of S. We have
V. logn(z) = V,(log (T (x)) det Ip(x)) = I1V, log w(T(2)) — I}V, log det I5(y),

where y = T'(x). While in principle the map S only needs to be invertible and twice continuously differen-
tiable, for computational purposes S should be chosen so that V, logdet Js(y) can be computed efficiently.
For example, [18] defines S as the gradient of a convex scalar function, but only considers cases in which the
determinant of the Hessian of this function can be computed exactly. If S is constructed with a normalizing
flow [12, 16], there are many parameterizations that allow efficient computation of the log determinant. Trian-
gular maps, as described in Section 2.3.1, in general allow for fast computation not only of the log determinant

but also its gradient. In the triangular case, we have logdet Jr(x) = —logdet Jg(y) = — ijl log gi?, and
S0

d ) -1
V. logn(s) = 357 (7() (vy oy (1) - Y- (i (7(o))) Hz-(T(x))) , ©

9y10y; ? 0ya0y;
Regardless of the particular choice of the invertible map, applying ULA to n = Sym with step size h yields
a discrete-time Markov chain,

2 2 T
where H;(y) = [ 05 (y), ..., 22 (y)} ; see also [26].

Xiy1 = Xy + hVilogn(Xe) + V2héii1, &1 ~ N(0,1),

which produces trajectories that approximately sample from 7, while Y3 = T'(X}) will produce trajectories
that approximately sample 7.

The idea of transforming a Langevin sampler is not new. Indeed, there have been many instances of using
some type of invertible mapping to “reshape” the target distribution so that sampling schemes, such as ULA
or MCMC, will perform better. For example, [22] proposes a class of isotropic invertible transformations for
sub-exponentially light densities that makes them super-exponentially light. The random-walk Metropolis
algorithm can then be shown to be geometrically ergodic for the transformed densities. In the same spirit,
[21] uses the same transformations for heavy-tailed densities but focuses on the convergence properties of
ULA. [18, 19, 20] consider Langevin sampling for densities with bounded support, transforming to densities
supported on R%. These papers consider specific maps defined as gradients of convex functions, so that the
inverse map is given by a Legendre transformation.

In the efforts just described, however, the map S is not tailored to the target density at hand, other
than to its support or the decay rate of its tails. In contrast, we are interested in more general situations
where an invertible map (in general an approzimate map) can be learned and tailored to reshape the entire
density. Recent literature has seen many algorithmic realizations of this idea. [11] learns both normalizing
flows and triangular maps from unnormalized target densities, and uses these maps to transform the target
density before applying MCMC. [14] takes a similar approach, but proposes using a computationally cheaper
approximation of the target density to learn the map, before performing MCMC on a transformation of
the true target density. Other work seeks to learn and update a map on-the-fly using samples produced
during MCMC: [26] does so with triangular maps, and proves ergodicity of the resulting adaptive MCMC
approach; [27] pursues a similar construction with normalizing flows. These efforts have all demonstrated
strong empirical performance, but so far there is little theoretical understanding of these performance gains.
The use of general transport maps with ULA also has not, to our knowledge, been studied.

More fundamentally, we emphasize that details of how the map is learned or constructed are not our
focus here. Rather, we are interested in the underlying question of how the performance of ULA is affected
by the introduction of a mapping: how this relates to other perturbations of the Langevin dynamics, what
finite-sample convergence guarantees can be derived, and what is the impact of a map on asymptotic bias.

3.2 Connections to perturbations of overdamped Langevin dynamics

One interpretation of TMULA is that the map S “preconditions” the target density to improve the perfor-
mance of ULA. Earlier, we discussed how reversible perturbations can be interpreted as preconditioning the
gradient of the log-density so that Langevin dynamics converges faster. We now make a precise connection



between these two types of preconditioning in the continuous-time setting. Specifically, we show that the
stochastic process induced by OLD on 7, then transformed by 7', is an RMLD [1]. Moreover, we also show
that a transport map applied to an irreversibly perturbed OLD produces a Gilrr [8]. The following results
assume only that the map is invertible and twice-continuously differentiable. Proofs are given in Appendix

A.

3.2.1 Transport maps induce reversible perturbations

Let 7 be a continuously differentiable probability density with support on R? and let S be an invertible,
twice-continuously differentiable map, with 7' := S~!. Define the density 7 as the pushforward of 7 under
S, i.e., n:= Sy, and let X (t) be the overdamped Langevin dynamics on 7:

dX (t) = Viogn(X (£))dt + V2dW (¢). (9)

Theorem 3.1. (TM + LD = TMRMLD) The diffusion process Y (t) = T(X(t)), where X (t) is the process (9),
evolves according to

dY (t) = [B(Y (¢))Viegm(Y(t)) + V- B(Y (¢))] dt + /2B(Y (¢))dW (¢), (10)

with B(y) = (J§Is(y)) ™" = Ird7(y) and /B(y) = Ig*(y) = Ir(y)-

This result implies that prescribing a map S from 7 to some 77 = Sy7 is the same as choosing a reversible
perturbation of the OLD for w. This link provides a systematic way of building reversible perturbations—
beyond, for example, standard choices based on local curvature [1, 50]—by constructing a map S that
transforms 7 to a desired reference distribution. We will comment in Section 3.4 on what constitutes
a “good” choice of reference in this setting. In the other direction, the perspective that certain reversible
perturbations correspond to transformed Langevin processes allows us to analyze the quality and convergence
properties of such RMLD algorithms by leveraging the analysis of ULA; see again Section 3.4.

3.2.2 Transport maps induce geometry-informed irreversibility

Irreversible perturbations to Langevin dynamics are known to accelerate convergence to the equilibrium
distribution by taking advantage of the anisotropy of the target distribution. A natural question to ask is:
what is the stochastic process that results from applying a transport map to a reference Langevin dynamics
that has an irreversible perturbation? The following Theorem states that the output is a geometry-informed
irreversible perturbation of the RMLD derived in Theorem 3.1.

Theorem 3.2. (TM + Irr = TMGiIrr) Let X(t) € RY evolve according to
dX (t) = (I4+ D)Vlogn(X (t))dt + V2dW (t)

where D is a constant skew-symmetric matriz, i.e., DT = —D. Then the stochastic process Y (t) = T(X(t))
evolves according to

dY (t) = [P(Y (t))Viegw(Y(t)) + V- P(Y(t))] dt + \/2B(Y (¢))dWV (1),
with P(y) = B(y) + C(y), B(y) is defined in (10), C(y) = Ir(y)DI1(y), Ir(y) = Is(y) "

Remark 3.1. (Not all metrics correspond to maps.) Theorem 3.1 showed that a transport map applied to
an overdamped Langevin dynamics is equivalent to a Riemannian manifold Langevin dynamics where the
metric is related to the Jacobian of the transport map. The converse of this statement, however, is not
true. That is, not all RMLD metrics correspond with a transport map. Let us demonstrate this via a simple
counterexample. For Bayesian inverse problems, a common heuristic is to choose the metric as the sum of
the expected Fisher information matriz and the negative Hessian of the log-prior [1, 50]. In Section 4.2, we
use this heuristic, as applied in [1], and find that the metric G(y1,y2) is of the form

_ 2N [ + ev2 0
G(y1,92) =B(y1,y2) " = 0 Ne2vz 4-1/3|°



LD dY; = Vg 7(Y;)dt + v2dW,

RMLD | dY; = [B(Y;)Vilog7(Y:) + V- B(Y})] dt + /2B (Y;)dW,

Irr | dY; = (I1+D)Vliogn(Y;)dt + v2dW;

GiIrr | dY; = [(B(Y:) + C(V3))Viogn(Y;) + V- (B(Y;) + C(Y7))] dt + /2B(Y;)dW,;

Table 2: Summary of the SDEs that share the same invariant density 7(y). Here, B(y) = B(y)",D = -DT,
and C(y) = —C(y) "

T™ + LD \ TMRMLD
{dXt = Vlogn(X;)dt + V2dW; {de = [B(Y:)Vlogn(Yy) + V - B(Y2)] dt + /2B(Y;)dW
Vi = S7H(Xy) B(Y:) = (Js(¥s) TIs(¥2)) ™!

Table 3: Summary of Theorem 3.1 stating that these two systems are equivalent. Here, n = Sy7.

where N, 8 are some positive parameters. This implies that the Jacobian is

2Np + ev2 0
Js(y1,p2) = 0 Ne—2v2 1 1/3.

If there exists a map that has this matriz as its Jacobian, we find that

a8
05, INBT o = Siun1n) = NF O 4 O

051

— =0 = S1(y1, =C ,
I 1(y1 y2) 2(y1)

where C1(ya) and Ca(y1) are functions of ya and y1 alone, respectively. These two conditions on S1(y1, y2)
cannot be satisfied simultaneously, and therefore, there exists no map that corresponds with this metric.

3.3 Comparing discretizations

Now we study discretizations of the perturbed Langevin systems presented in Section 3.2. Theorem 3.1
showed that there are two equivalent characterizations of the Riemannian manifold Langevin dynamics for
m—either as a transformation 7' = S~! of an overdamped Langevin system for Sy, or as a reversible pertur-
bation on 7 with matrix (J&Js)~1. To simulate (10), we can take advantage of these two characterizations
and derive two different discretizations, i.e., two different discrete-time Markov chains.

3.3.1 Omne-step analysis

The first discretization we consider is simply TMULA, summarized as follows:

Yit1 =Frmura (Ye, &p1) =T (Xk + hV, logn(Xy) + v 2h§k+1) (11)

=T (S(Yk) +hIs(Y) ™" [V, log (Vi) — V, log det Js(Vi)] + \/ﬁgkﬂ) :

TM 4 Irr | TMGilrr

dY: = [P(Y;)Viegn(Yy) + V - P(Yy)]dt + \/2B(Yt)th
B(Y)) = (Is(vy)  Is(vi)

P(Y;) = B(Y:) + Js(Y:) 'DIs(Y:) "'

dX; = (I+ D)V log n(X:)dt + v2dW,
Y: = S7H(XY)

Table 4: Summary of Theorem 3.2 stating that these two systems are equivalent. Here, n = Sy7.
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As an alternative, we consider the discretization given by a direct application of the Euler-Maruyama scheme
to (10):

Yi+1 =FemrmLd (Y, §k+1) (12)
=Yi + h(TETs(V3) 71V, log n(Vy,) + AV - (TETs (Vi) ™ 4+ V2RI s (Vi) ™ g1
Here, &p11 ~ N(0,1). The next result relates Fryuna with FEMRMLD-

Theorem 3.3. It holds that

Frvura(Ye, &k41) — Femrmrp(Ye, Eev1) = hNL(Yi, Epi1) + O(RP/?),

where the i-th component of Ni(Yk,&k+1) is a mean-zero non-Gaussian random variable

d
i T,

N;E )(Yk7§k+1) =& VAT (Vi) 1 — Z W(Yk)' (13)
j J

1

Moreover,

E |:||FTMULA(Yka£k+1) - FEMRMLD(Yk7§k+1)||2}

d 2 d 2
T, 9T,
12 ? v 5/2
=n | (a@) + > <axjaxl) +O(R?).

ij=1 i,41=1

We prove this result in Appendix C. This result shows that these two discretization schemes share the
same first moment, while the discrepancies for higher moments depend on the regularity of the transport
map 7. The two discretizations are identical when the transport map has second and higher derivatives
equal to zero, corresponding to a linear map. Otherwise, in contrast to EMRMLD, TMULA typically takes
non-Gaussian steps on the support of .

3.3.2 Approximations of the invariant measure

The ultimate goal of our study of Langevin algorithms is to approximate expectations with respect to w. We
comment on how accurately the numerical invariant distributions of EMRMLD and TMULA approximate
the true target distribution. Our discussion here is based on the results of [51].

Given a discrete-time stochastic process {Y;} with step size h which approximates a diffusion process
{Y;} that has invariant measure 7(y) on R?, the asymptotic bias of the ergodic estimator for test function
¢:R* 5 Ris

K-1
(o) = Jim = 3 60h) = [ ol)m(u)ay.
k=0

In [51], it is shown that when the discrete-time process is constructed using a discretization of local weak
order p, then the asymptotic bias is of the form e(¢, h) = —A\,h? + O(hP*1), where

Ap = /000 /]Rd ((p i 1)!£p+1 — Ap> u(y, t)m(y) dy dt, (14)

L is the generator of the Langevin process, A4, is a linear operator that depends on the choice of discretiza-
tion scheme, and u(y,t) solves the Kolmogorov backward equation (KBE) dyu = Lu with initial condition
u(y,0) = ¢(y). Both TMULA and EMRMLD are weak order p = 1 discretization schemes since the latter is a
standard Euler-Maruyama discretization, while the former is an EM discretization of the reference Langevin
process that is then mapped forward through transport map 7. Using this result, one could show that
TMULA is a better discretization scheme for constructing ergodic estimators than EMRMLD by showing
that A; for TMULA is smaller in magnitude than that of EMRMLD. While this is generally difficult to
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do, we will examine a setting where these constants A\; can be computed exactly. Later we will apply this

analysis to a particular target = and observable ¢, and show explicitly that TMULA yields a smaller value.
The following computations requires that map S pushes forward 7 exactly to a standard normal distri-

bution 7. Recall that we are considering a reversibly perturbed Langevin dynamics which has generator

Lo(y) = (b(y), Vo(y)) + Tr [(IETs) " V2e(y)],

where b(y) = (J5Js) " Viogn(y) + V- [(J5JIs)71](y). Studying the asymptotic bias of TMULA can be
reduced to analyzing the ergodic estimator for the test function ¢ o T" for the overdamped Langevin process
on 7(x). Here, LTMULAG = (b, V) + A¢, where b(x) = Vlogn(z); using results from [52] we have,

d d
1- . .1
TMULA , __ T 2 3 4
Ay ¢_§b [; ¢]b+i§:1 ¢( )(ei,ei,b)+§ § ¢( )(eiﬂei’ej’ej)v

,j=1

where ¢®) and ¢®* are multilinear forms of the third and fourth derivative terms and e; is the canonical
basis in R.
Likewise, for EMRMLD, one can derive that

d
AEMRMLD :}br [V2¢] bt 1 Z 93¢
! 2 6 it 0x;0x 0z,

(b:Qjk + b;Qir + b1 Qij)

1 < 9o J
+ = 9% -
8 ZJ;I 8xlaxjaxk8$l Z Gia9jb9ka9lb

a,b=1

where Q = (J1Jg)™! and g;; = (ng)ij. Since S pushes 7 to a standard normal distribution exactly, the
solution to the KBE can be computed exactly via Hermite polynomial expansions.

In Section 4.1, we will show an example where the constants A; from (14) controlling the asymptotic bias
of both schemes are analytically computable in this way and verifiable via simulation—demonstrating, for
this example, that TMULA has smaller bias than EMRMLD.

3.4 Convergence in Wasserstein distance

In this section, we visit the convergence guarantees provided for ULA for log-concave distributions. We
show that TMULA converges at a geometric rate in the 2-Wasserstein distance to the target distribution
7w under proper assumptions. The main idea is that the transport map allows us to consider log-concavity
of the pushforward density n := Sym and to transfer convergence rates back to the target. Define U(z) =
—logn(xz) = —log Sym(x). We make the following assumptions on S and U.

Assumption 3.1. The map S is sufficiently monotone in the sense that there is a p > 0 such that ||S(z) —
SEI =z pllz = 2]

If S satisfies Assumption 3.1, then T'= S~ is globally Lipschitz with constant 1/p.

Assumption 3.2. The function U(z) = —logn(z) is m-strongly convex, with L-Lipschitz gradients. That
is, for all x,y € R?, there exist m and L such that

Uly) =2 Ulx) +(VU(z),y — ) + %Hl’ —yl* IVU(z) = VU(y)| < Lz - yl|.

Recall the 2-Wasserstein distance [18]

Wi = [ - W 15
Hww) = gnt e = W) (15)
Denote n* and 7% to be the distributions of the discrete-time process X* and Y*, respectively, at time step
k. Let the time step h € (0, ﬁ) and Kk = % Then we have the following result, which follows naturally
from Theorem 5 of [34].
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Theorem 3.4. Let S and n = Sy satisfy Assumptions 3.1 and 3.2. Then

1 kh\" o 2d C
Wi m < (1-5) (2-vP+ 2 -c)+ 5,

where C = 224 [h(x~1 + h)] (24 Lk + £12).

The proof is in Appendix B. An important consequence of Theorem 3.4 is that, via the link between
transport and reversible perturbations established earlier, we now have non-asymptotic convergence results
for certain reversibly perturbed discretized Langevin dynamics. These non-asymptotic bounds apply to
TMULA, rather than to a direct (e.g., Euler-Maruyama) discretization of RMLD; recall by Theorem 3.1
that these two formulations are equivalent in continuous time, but as we have argued their behavior after
discretization is not necessarily the same.

The map S in TMULA is a degree of freedom of the method, and can be refined; hence a natural trade-
off emerges. A simple transport map might be easy to compute with, but could yield limited acceleration
compared to ULA for 7. A complex transport map might add additional computational overhead, but could
yield faster convergence by controlling the constants m and L of the pushforward density n. Along these
lines, another useful consequence of Theorem 3.4 is that it provides guidance for the choice of S, which we
discuss in the next remark.

Remark 3.2. (What is the optimal n?) We may gain some insight into what n should look like so that
maximal acceleration can be achieved according to Theorem 3.4. The rate of convergence can be optimz'zed by
considering the term r =1 — "“—h alone. Choosing h to be as large as possible, the rate isr =1 — (m+L)2 It
turns out this rate is optimized (minimizing r) only if 1) is an isotropic Gaussian. Fiz m > 0, we study the
function r(L) =1 — (m+L AL for L € [m,00). Taking the derivative with respect to L yields g—z = T(VLn(lL_‘_—L’;%
which is always positive for L > m. Thus, the greatest rate of convergence is attained when L = m, which
implies that VU (x) = 1, and therefore implies that 1 is identically a standard normal. This result supports
the intuition that constructing a map S such that n is as close as possible to an isotropic Gaussian is best.

Next we briefly make a useful observation on the relation of our results to target distributions that
satisfy a log-Sobolev inequality (LSI). Convergence results (e.g., in Kullback—Leibler (KL) divergence) for
ULA have also been developed for target distributions that satisfy LSI, e.g., see [563, 37, 38, 39]. Our goal
here is to explore the connection between such target distributions and the transport map S. We present a
lemma showing that if .S satisfies Assumption 3.1 and if its inverse has a globally bounded Jacobian, then if
7 satisfies a LSI, 7 must also satisfy a LSI. As is known in the literature, see for example [53], LSI implies
exponential convergence in KL divergence of the law of the Langevin diffusion that has 7 as its invariant
distribution to the target distribution 7.

We recall that a measure satisfies the log-Sobolev inequality with parameter o > 0 when, for every
smooth function f: R — R, it holds that

V£
Ent,[f] < o~ / o) — v —n(y)dy,
where Ent,[f] = [z f(y)log f(y)n(y)dy — [a f(y)n(y)dylog (fga f(y)n(y)dy) . In this case, we write that 7

satisfies LSI( )

Lemma 3.1. Assume that the map S satisfies Assumption 3.1 with a differentiable inverse T = S!,
“Y(R%) = RY, and that the Jacobian of T is uniformly bounded in Frobenius norm,

Then, if n satisfies LSI(ar), we have that the target measure m = Tyn satisfies LSI(ap?).

Lemma 3.1 shows that there is no free lunch regarding to exponential convergence to equilibrium. By this
we mean that even if we produce an 7 that satisfies a log-Sobolev inequality, the original target measure must

13



also satisfy a log-Sobolev inequality if the map T = S~! has all of its partial derivatives uniformly bounded.
If this uniform bound on the Jacobian of T does not hold, however, then the original target measure = might
indeed not satisfy the log-Sobolev inequality. As we shall see in Remark 3.3 and in Section 4, however, there
are advantages of employing a transport map even if 7 satisfies an LSI.

Remark 3.3. Here we arque that even if the target ™ has nice convexity properties, transforming it with a
map S via Theorem 3.4 can improve the convergence rate. Consider a two-dimensional example where the
target density is Gaussian and hence strongly log-concave. In particular, let # = N(0, diag(1/m,1/L)) for
m < L. Then U(z) = —logm(x) is m-strongly convex and VU is L-Lipschitz. The map S that transforms
to a standard Gaussian is S(x1,x3) = (/mx1,V/Las). This map S satisfies Assumption 3.1 with p = v/m.

For the original distribution, since L > m, the rate r = 1 — (kh)/2 is not optimal. For the transformed
distribution n we have L = m = 1, and thus we can have k = 1 and for h at its maximum value (h = 1/2)
we get r = 3/4, which is the minimal attainadle value according to Remark 3.2. By Theorem 3.4, we pay a
constant penalty of 1/p? = 1/m multiplying . But it is better to make r small in exchange for a constant
factor penalty, since doing so maximizes the rate of geometric convergence.

4 Numerical examples

We empirically study TMULA samplers and compare them to other Langevin-type samplers, such as ULA
and standard discretizations of RMLD.

We first describe how sample quality is measured in the following numerical examples. We compute
the bias, variance, asymptotic variance, and mean-squared errors of ergodic estimators for some chosen test
functions. Given a test function ¢(Y) : R — R, let ¢x = + ZkK:_Ol ¢(Y%) be the estimator of E.[¢(Y)].
Here, {Y%} are produced by a single chain of a discretized Langevin process. The asymptotic variance is
computed through the method of batch means [54, 8]. The MSE is estimated by computing 100 independent
trajectories and then evaluating the relevant observables for each of those trajectories. The true value is either
computed analytically, if available, or through a Monte Carlo estimate with 108 samples. In addition, we also
measure sample quality by computing the kernelized Stein discrepancy (KSD). The KSD is a computable
expression that can approximate certain integral probability metrics for a certain class of functions defined
through the action of the Stein operator on a reproducing kernel Hilbert space; see [30, 8] for details on the
implementation of KSD. For the KSD computations, we simulate 100 independent trajectories of a particular
system and then compute the KSD using 10000 sample points along those trajectories.

Each example presented below has a different purpose. In Section 4.1 we present a simple non-Gaussian
example that allows us to explicitly compare the asymptotic bias of an Euler-Maruyama discretization of
RMLD with that of TMULA, in a setting where they are equivalent in continuous time, using the theory
of Section 3.3.2 and via simulation. In Section 4.2 we present a funnel distribution that arises from a
Bayesian inference problem. The goal of this example is to compare multiple algorithms: ULA, RMLD with
standard metrics in previous literature, RMLD with a transport-derived metric, TMULA, and TMULA with
irreversible perturbations. In Section 4.3 we present a more complicated, higher-dimensional example, a
“hybrid Rosenbrock” distribution. We show in this example that even though ULA is not able to produce
samples from the narrow region of the distribution, TMULA can do so when implemented with a split-step
implicit Langevin algorithm. Finally, in Section 4.4, we consider a multimodal distribution. Our goal here
is to demonstrate some of numerical challenges that arise when using transport to reshape and sample from
multimodal targets.

4.1 Evaluating discretizations on a simple Banana distribution

Consider a banana distribution with, up to an additive constant, log 7(y) = —y?/s% — (y2 + by? — 100b)%. For
this example, we can write explicitly a transport map S that pushes the distribution to a standard Gaussian:

_ y1/s
S(ylvyZ) - |:y2 + by% _ 1004 .

We choose s = 4 and b = 0.01, and consider the observable ¢(y1,y2) = y? + y1 + y5 + y2. Using the
symbolic algebra toolbox in MATLAB, we find that A\TMULA = —0.62 while A\PMEMLD — 34 69 which
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Figure 3: Empirical estimates of |e(¢, h)| and e(¢, h)/h for TMULA and EMRMLD as a function of A. The
constants A; from (14) are estimated by averaging over e(¢, h)/h. The empirical estimates match well with
the theoretical values of A\; reported in Section 4.1.

clearly shows that TMULA results in a better ergodic estimator for this test function. We confirm these
results numerically by simulating several chains with total simulation time T' = 10°, for a range of step sizes
h. We show the empirical estimates of the asymptotic bias in Figure 3. The slopes of the error plots, which
correspond to A; values in (14), are estimated by computing the term e(¢, h)/h, yielding \FMRMLD ~ 35 96
and A\JMULA ~ (0.6345. These values very closely match our theoretical predictions.

4.2 A funnel density: parameters of a normal distribution

We study a Bayesian inference problem similar to the one studied in ([1], Section 5). Suppose X ~ N(u,c?).
Given a dataset X = {X;}¥ | we infer the mean and variance. We assume that the prior on y is a normal
distribution with ¢ = 0 and ¢ = 3, and that the prior on ¢ is a Gamma distribution with shape parameter
«a = 0.75 and rate parameter § = 0.5. Furthermore, to make the resulting posterior distribution have infinite
support, we consider the variable transformation v = logo. Up to an additive constant, the log-posterior
distribution is

N
1 _
log (1, 7|X) = =Ny = 2e™® Y (Xi —p)* = ? /6 + oy — Be”.
=1

One interesting feature about this posterior distribution is that there is a narrow funnel-shaped region that
is difficult for ULA to sample from unless a very small step size is used.

We consider five different Langevin dynamics that all have the posterior distribution as their invariant
distribution, and compare their sampling performance. They are denoted ULA, RMLD, TMULA, TMRMLD, and
TMRMLD + Irr. ULA is the discretization of the standard Langevin dynamics. RMLD is a Riemannian manifold
Langevin dynamics where the metric is chosen according to the one in [1]. In [1] the authors choose the
metric to be the sum of the expected Fisher information matrix and the negative Hessian of the log-prior.

Nﬁl 0
B = | 2NBter .
(,u,*y) 0 Ne’z}Y+1/3

Using samples generated by one trajectory of ULA, a monotone triangular S that pushes the target to an
approximate normal distribution is learned using ATM with 20000 sample points and where f is trained over
a total order Hermite polynomial basis of order 3 that is rectified so that the Jacobian is positive definite
(see Section 2.3) [24]. The sample points are generated by simulating a single ULA chain with a step size of
1075, Note that this step size is much smaller than the simulations we run to evaluate each system. This
is so that ULA produces training samples in the narrow funnel of the distribution. In TMULA we simulate
trajectories of ULA on the pushforward density Sym and map each trajectory into trajectories on m through
S~!. TMRMLD is a RMLD where the metric is chosen according to B(p,v)™! = JIJg(u,y). While the
analytical map of this posterior distribution to a standard normal is not known, we show that a metric that
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arises from the construction of an approrimate triangular transport map can still result in better sample
quality. In continuous time, Theorem 3.1 shows that TMULA and TMRMLD are equivalent, but our analysis in
Section 3.3 suggests that these two approaches may yield different results when discretized. We empirically
explore their differences. In TMULA + Irr we also consider the discretization of the system in Theorem 3.2
with the same discretization as TMULA.

Figure 4 shows how the map S can be used to sample from the posterior distribution 7. Observe that when
applied directly to a standard normal distribution, the map produces an approximate target distribution
that is visually quite different from the target distribution. In contrast, by performing Langevin on the
pushforward of the map S on the target distribution, we can produce samples from the posterior. In Figure
5 we show sample points produced by ULA and TMULA with the same step size h = 8 x 1073, Notice that ULA
is unable to produce samples from the narrow region of this distribution.

We plot the KSD for four of the systems in Figure 6. We do not report the KSD for the ULA system
as it does not produce samples from the narrow region of the posterior and leads to poor estimates of the
KSD. Notice that all the systems with the map-defined metric outperform the metric defined in [1], and
that the TMULA discretization outperforms the direct Euler-Maruyama discretization of TMRMLD (EMRMLD).
These findings are further supported by Table 6 and Figure 7, which show the asymptotic variance and MSE

convergence plots for test functions ¢y (u,v) = exp(7), d2(i,7y) = v + p, and ¢3(p,v) = % + p.

log N(0,1)

T4 2 0 2 4 -4 -2 0 2
X, vy =logo

Approximate target S*A/(0,I)

Pushforward log Sim Target log (7, i)

X1 v =logo

Figure 4: Posterior for parameters of a normal distribution example. Top right figure shows the pullback
of normal distribution through map S. Figures in the bottom row show the pushforward of the target m
through map S and the true distribution 7. Red curves show the Langevin trajectory on the pushforward
distribution and on the target distribution.

E[AVarg,| | Std[AVaryg,] | E[AVary,] | Std[AVary,] | E[AVarg,| | Std[AVarg,]
ULA 8.759 1.797 1.957 0.4774 195.4 35.30
RMLD 25.46 7.550 28.82 2.860 1558 184.8
TMRMLD 1.344 0.2057 2.655 0.3705 108.7 15.48
TMULA 1.444 0.2061 2.480 0.3475 114.8 14.00
TMULA + Irr| 1.243 0.2131 1.961 0.2851 92.72 12.89

Table 5: Asymptotic variance estimates for the funnel distribution.

4.3 Hybrid Rosenbrock distribution

We demonstrate our methodology on a seven-dimensional hybrid Rosenbrock distribution. This distribution
was originally constructed as a generalization of the 2D Rosenbrock distribution for the purposes of testing
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Figure 5: Posterior for parameters of a normal distribution. Left figure shows the samples produced by ULA,
right figure shows produced by TMULA. For this step size, note that ULA is unable to produce samples
from the narrow region of the distribution.
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Figure 6: KSD for the funnel distribution. Note that we do not plot the KSD of the ULA process as it is
unable to produce samples from the narrow region of the posterior and will produce poor estimates of the
KSD.
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Figure 7: MSE, bias, and variance for the funnel distribution.
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sampling schemes [55]. The density is defined as

ng ni

m(y) occexpQ —a(yr — 1)* = Y > by — v3i1)?

j=11i=2

where p,y;; € R, a,b;,; are strictly positive, and the dimension of the problem is d = (nqy — 1)ngy + 1. We
choose ny =4, ny =2, p =1, a =30, and b; ; = 20 for all (j,4). It is important to note that the discrete-time
stochastic process that ULA produces for this density is transient, as the drift of the resulting SDE has a
cubic term. This phenomenon is well-documented and so ULA cannot be used to reliably produce samples
[31]. While a perfect transport map is able to alleviate this problem, an approximate map may not be able
to eliminate all the higher order terms, which may cause the stochastic process generated by TMULA to
be transient. To solve this problem, for this example we use the split-step implicit Langevin algorithm,
which is an implicit algorithm. A deterministic implicit Euler step is first performed before noise from the
discretized Brownian motion is added. See [56] for details about this method. In Equation 16 we show how
we incorporate the implicit scheme with TMULA. We refer to this resulting implicit scheme as TMUILA.

d —1
S(Y*) = S(*) + hIL (V) vylogw*)z(asi(w)) H(Y?)

o\

16
Xpp1 = S(Y") + V2heH! 1o

Yig1 = T(Xks1),

-
where H;(Y*) = [£j§;ﬁ R agzgéi} , where ¢+ ~ N(0,1).

A transport map is learned with 2500 training samples. In this example, the training samples can be
obtained directly since the true map that normalizes the hybrid Rosenbrock distribution is known. We plot
the training samples in left of Figure 8. The function f in the transport map is optimized over the span of
Hermite polynomials with total order 2 that is then rectified so that its Jacobian is always positive definite.

We compare implicit unadjusted Langevin (UILA) with the implicit version of TMULA (TMUILA) both
with step size h = 0.01. In right of Figure 8, we compare the KSD of the two systems. Notice that the
KSD of UILA plateaus quickly, which implies that the samples are quite biased while TMUILA does not
exhibit this phenomenon in our experiments. This implies that the use of the transport map allows us to use
larger step sizes when simulating TMUILA. These results are further supported by the asymptotic variance
estimates in Table 5 and the MSE plots in Figure 9 test functions ¢, (Y) = ZZ:1 Yiand ¢ (Y) = S0 (Y92

zj f r F jﬂﬂﬂ[ﬁh / f 1017—e—UILA
AV At SL.aVd e R
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Figure 8: Left: Training samples for the hybrid Rosenbrock example. Right: Kernelized stein discrepancy
for the hybrid Rosenbrock distribution.
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Figure 9: MSE for hybrid Rosenbrock distribution.
E[AVary,] | Std[AVary,] | E[AVary,] | Std[AVary,]
UILA 6762 2663 6.957 x 10° | 5.185 x 10°
TMUILA | 65.03 28.54 6506 1284

Table 6: Asymptotic variance estimates for the hybrid Rosenbrock distribution.

4.4 Multimodal distributions

We consider a multimodal example. Efficient Langevin sampling of not strongly log-concave distributions is
an active area of research. In contrast to the previous examples, we only take note of some qualitative features
and challenges of the method for sampling from distributions with multiple modes. The target distribution is
a mixture of four Gaussians with means located at (—4, —4), (4, —4), (—4,4), (4,4) all with identity covariance
matrices. The weights for each Gaussian are w; = 0.337,ws = 0.050, w3 = 0.284, w4 = 0.328. In Figure 10
we plot the training samples and the density of the target.

Two maps are learned adaptively with ATM using N = 200 and N = 2000 samples [29, 24]. When applying
TMULA with the learned maps, we often observed that the method would still get stuck in certain modes
of the target distribution despite the fact that the learned map would push the samples to what appears
to be a unimodal distribution. In Figure 11, we show the pushforward samples through the learned maps
with V = 200 and N = 2000 training samples. Notice that while the scatterplot of samples pushed forward
through the learned maps looks quite normal and unimodal, the pushforward densities have separatrices
that make it difficult for TMULA to transition between the multiple modes. More samples can reduce these
separations; the N = 2000 case shows reduced intensity of the separatrices.

We conjecture that this phenomenon further demonstrates the difficulty of sampling from multimodal
distributions with Langevin dynamics. While the transport map can normalize the shape of the distribution,
it has challenges in resolving the transitions between modes. We note that this phenomenon is very sensitive
to the errors of the map. In Figure 12, we plot the exact and learned maps (with N = 200). Notice that the
learned map approximates the true normalizing map quite well, even though it still results in a pushforward
density that is difficult to sample using Langevin dynamics. We conjecture that separatrices follow from
the fact that, when learning maps from samples, it is intrinsically challenging to capture the correct slope
(or the Jacobian determinant) of S in regions of low density m, because there is necessarily a lack of sample
information in such regions. Further research into this phenomenon and techniques for learning maps that
avoid these separatrices are ongoing. Our focus here is on how learned maps interact with ULA sampling,
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and we leave further investigation of how best to obtain maps for multi-modal targets to other work.

Target
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Figure 10: Gaussian mixture target distribution. Left figure shows samples, right figure shows target density.
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(a) S is learned from N = 200 samples (b) S is learned from N = 2000 samples

Figure 11: Mixture of Gaussians. Notice that while the pushforward samples in each figure look quite normal,
the pushforward density Sym (computed exactly using the change-of-variables formula) shows boundaries
separating the Gaussian into four regions.
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Figure 12: Comparison showing that a transport map can be well approximated but still lead to a problematic
pushforward density. Here, N = 200.
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5 Outlook

In this paper we studied the effects of transport maps on the unadjusted Langevin algorithm. We discussed
how the properties of transport maps and target distributions affect the resulting TMULA algorithm. The
general question of how to judiciously construct transport maps to optimize sampling performance is left
for future work. We discuss many open and interesting questions that work towards maps for optimally
improving sampling.

First, building on the results of Section 3.4, it would be useful to improve our theoretical understanding
of how to characterize the transport map within a given approximate class (i.e., with finite expressivity)
that maximizes the efficiency of TMULA sampling, and to develop practical training objectives for learning
such a map. Second, in the numerical example of Section 4.4 we demonstrated the issues that approximate
transport maps face in the presence of multimodality. It would be useful to pinpoint the essence of this
challenge and to devise workarounds. Third, a transport can sometimes produce a pushforward density with
tails lighter than Gaussian, such that the resulting discretized Langevin process is transient. It would be
desirable to understand this phenomenon better.

A Proofs for Section 3.2

Proof of Theorem 8.1. We first derive the SDE of the diffusion process Z(t) = T(X(¢t)). By Itdé’s lemma
[57], the k—th component of Z(t) can be written as

dZ(t) = IrVx logn(S(Z(t)))dt + c(Z(t))dt + V2IrdW (1), (17)
where ¢, (Z) = Z?:l 5;5: = ZZ ) Zj ) azjg; - az . The second equality is true by the multivariate chain

rule and will be useful later.
To construct the reversibly perturbed OLD on 7, we apply the reversible perturbation to {Y (¢)} via the
matrix B = (J1Jg)~1. After substituting m(y) = n(S(y)) det Js(y), we have

dY (t) = (JTs) 'V, log [n(S(Y (1)) det(Ts)] dt + V- (J§Ts) 'dt + V2T g1 dW (2). (18)

First note that the diffusion term is equivalent to that of Equation (17), so we only need to compare the
drift terms. Next, notice that

0 as; 90

Therefore, V, logn(S(y)) = J& V. logn(S(y)) and
(J5Js) ™'V, logn(S(Y)) = I5' Vs logn(S(y))
. This exactly matches the first part of the drift term in Equation (17).

For the divergence term, first note the following identity. Let A and D be d x d matrix-valued functions.
Then observe that

9 9
(V-AD); = ; 5 (AD),; = ; ; a—yjA,ﬂD”
d d d
= ZZ 8;]m DU A]ﬂ 8(;:)1] ZZ |:65Akz D”:| + (AV D)k;
J —
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Applying this identity to B = (J{Jg)~! = JrJ 1, we obtain

d

OJ7) ki
- 330 = 3 |25 @] + @, 300
i,j=1 J

d
9°T, T .
Z {3%8:&‘ . (9%} T UIrVy Iz

Notice that the first term is exactly the Ito correction term. Hence, we only need to show that (J&Js) 71V, logdet J s+
JrV,-J] = 0. To avoid issues with the chain rule relating Y and X, it suffices to show that V, log det J g +
J5Vy - (I5) =0

For the first term, observe that

ailogdetJSZ i((JE)_l)ij (&]S> i ( 5. ) CRNE

Y = Y 3yk3211
d
aJS) Ty—1
Z_(ay (O™

Letting : j denote the j—th column vector, we see

d
JEV- (35 =— JEZ{JS 15 Js>‘1}
:J

J
Zd: aJT }
Jj=1 ay] )
4 ro3 ]
kj

Z{ay;
s (%) @D

k

=1
7,i=1
which exactly the negative of the derivative of the log determinant of Jg. We therefore conclude that

Equation (17) exactly matches (18). O

Proof of Theorem 3.2. Apply It6’s formula to get

V(¢ ZaTk {ai log n(X (t)) + (DV logn(X }dHZaTk

8Tk

The first, third, and fourth terms are identical to the ones in Theorem 3.1 when irreversibility is not consid-
ered. Therefore, we only need to address the second term. Note that

JrDV. logn(z) = IrDI-V, logn(S(y))
= JrDI;V, log (n(S(y)) det Is(y)) — IrDILV,, log det T ()
= JrDILV, logn(y) — IrDILV, logdet T (y).
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We only need to show that the last term is equal to V, - J7DJ ‘Tr From the proof of the previous Theorem,
first observe that

d
0 oT;
¥, 3037 = 3 |

3y](JTD)]”8i] (IrDV, - I )k (19)

ij=1

and that J7DV,, I = fJTDJ;Vy log det Jg. Therefore, we need to show that the first term on the right
hand side in (19) above is identically zero. We compute

d d d
oT;| e 0T 0*Ty,
X_:: [ (J7D)ri Gmi] N Z [ ti ayj(?ml aml] B Z {D” Ox;0x;

1,950

B i T 9T _,
o dr;0x;  Ordx; |

B Proofs for Section 3.4

The proof is straightforward: we use the same approach as taken in [18] and relate the convergence of ULA
on Sy to convergence on 7 by relating the Wasserstein distance between 7* and 7 with that of 7% and
[34].

Lemma B.1. Let n* and 7" be the distribution of the discrete-time process X* and Y* at time step k,
respectively.

1
Wi (nh, m) < ?WQQ (n*,m). (20)

Proof. We use the fact that S is p-strongly monotone:
WEGn) = WS, Sym) = i [ llo = W(a)|PdSyn* ()
= i‘glvf/ |S(z) — W o S(z)|*dr* ()
> p? i‘l;lvf/ |z — S~ oW o S(x)|?dn" ().
Since W is such that WﬁSﬂﬂ'k = Sy, this implies that Sﬁ*quSnwk = 7, and we therefore have
Wit m) < SWEGE ).

O

Proof of Theorem 3.4. We apply Theorem 5 of [34] to ULA on 7, and then use Lemma B.1 to derive a bound
for m. Observe that

1 1 Kkh 2d
2/ _k 2/ k o
Wy (n", m) < p2W2(77 ) < p2 [(1_2) <2||y_y [ +m—0> +C,

where C' = 2L~ d[h(;i—l + h)] (2 + L2h 4 L2hQ) ) -

m 6
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C Proofs for Section 3.3

Proof of Theorem 3.3. Consider the i—th component of Z;,; and its Taylor expansion around the value
Z,iz) = Ti(X}). Ignoring terms of order h%/? and higher, we have

Z]glll =T; (Xk + hV, logn(Xy) + \/ﬂflﬁ_l)
=T,(Xs) + (Vo To(X3)) T (hvz log 1(X5) + \/ﬁgkﬂ)
1 T
+ 5 (hV2 logn(Xe) + V2hers1) VAT (AV. logn(X) + V2hea )
+ O(h3/?)

=7 4 n(V,T)T (37, log m(T(Xy)) + I7V, log det I7) + vV2h(Ip&pyr)?
+ Wi | V2T i€r1 + O(RP?)

T
=7 + h(IpI 1V, log 7(Z))D + h(I IV, log det I1)¢ a
Jj=1
+V2h(I ™) + AN + O(R3/?),
where N =& V2T — E‘j 1 %T Note that N( " is a mean zero non-Gaussian random variable. (In
fact, it is a sum of scaled and centered x? random variables). Recall that &1 ~ A(0, 1), so E[géﬁlg,ﬂl} =

05, and

d_ o2
836 ,

j=1 J

In the proof of Theorem 3.1, we showed (V,, - J7J].)® = Z?Zl % +J7J 1V, logdet J7, and therefore,
J

ﬁ

E [¢1VaTilrr] —

d d d
S E [62,60] T, 0T
: k1811 Oz ;0x; ot &r?

11l=1

~

20 =20 + h(IrI7V, log m(Z) D + (Y, - I7IT)D + V2h(Irépsr)?
+ N+ OR?).

After dropping the non-Gaussian and higher order terms, and substituting ng for J7, we arrive at the
desired result.

As for the mean-squared error, note that E [||Nk||2} = Z?Zl E U

2
P } , S0 we compute

r 2
12 4. 92T
E |:)NI£) } =E || &1 VT — )
: X5
j=1 ~J
- . 5
0%T;
=k 830 810 g’““gk“ Ox?
j=1 ~J
Expanding the expression in the expectation, we have
2 2
d d
0T, 0%T;
§k+1fk+1 + 7 | =2 1221 i1 Z
830 830 = x5 = 0z ;01 pt
0%T, 0 (n) 0°T; 0T,
J%:n axaaiﬁz 8xmam §k+1fk+1§k+1§k+1 + - 3x§ a7

0T, 0%T;
Oxj0x; 022, gk“g’“*l
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The expectation of the summands of the first term are only nonzero if pairs of indices are equal or if all the

N4 .
indices are equal. Using the fact that E [({,(j_gl) ] =3 and E {(5,&21) (§k+1) ] 1,

OT, (9) (m)
Jjlmn 8$J8‘/El 8$m5$ £k+1§k+1§k+1€k+1
2
82Ti 82Ti 52 p 82T1 9

=3

I Jjl J g7

7 i#l
2
_ Z 82T2 n Z 82111 621-,1 821"1 9
N — | 927 9aF " \0u;0m
b [72 gt ‘ﬁjgifl gigq 22151&11} =-23 %17; %7; Summing terms together,

we obtain

2] zd: (62Ti
= 2
=1 Oz

2 4 d 2
0T,
) +;g (3@81:5) ’

To obtain the desired result, we sum over the above expression for all : = 1,...d.
O

Proof of Lemma 3.1. The one-dimensional statement of this lemma is given without details in Proposition
5.4.3 of [53]. Here we provide for completeness the details for the general multidimensional case. Since 7
satisfies LSI(«), a change of variables leads to

Ent,[f] = Ent,[f o T] < S /]Rd Wn(x)dl‘

20 (foT)(x)
_ b H‘];(fﬁ)vf(T(z))”Qﬂ z)) det Iy (z)dz
20 Jpa F(T(x)) (T'(z))det Ir(z)d
B T R 1) o 00
20 / (Rd) f(y) (y) [d tJT(T (y)) d tJT— (y)} dy

Since, we shall have that det J7(T~'(y))det Jp-1(y) = 1 and due to T~*(R%) = R%:

T (-1 2

Notice that the Cauchy-Schwarz inequality gives

2

0Tk
J (T v 2 Dy 21
3@ W)V ) Z Z @], 2uf) (21)
< HJ;(T_l(y))Ilg IV £
Since sup,cga I (T~ (y))]3 < % we shall have
1 IVl

Ent.[f] < / w(y)d

[f] < Sap? W) (y)dy
which means that 7 satisfies LSI(ap?), completing the proof of the lemma. O
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