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Sample-and-Hold Safety with Control Barrier Functions
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Abstract— A common assumption on the deployment of
safeguarding controllers on the digital platform is that high
sampling frequency translates to a small violation of safety.
This paper investigates and formalizes this assumption through
the lens of Input-to-State Safety. From this perspective, and
leveraging control barrier functions (CBFs), we propose an
alternative solution for maintaining safety of sample-and-hold
control systems without any violation to the original safe set.
Our approach centers around modulating the sampled control
input in order to guarantee a more robust safety condition. We
analyze both the time-triggered and the event-triggered sample-
and-hold implementations, including the characterization of
sampling frequency requirements and trigger conditions. We
demonstrate the effectiveness of our approach in the context of
adaptive cruise control through simulations.

I. INTRODUCTION

Safety-critical systems are a crucial part of a variety of
application domains: transportation, manufacturing, health-
care among others. In such systems, the occurrence of safety
violations, no matter how small, may lead to catastrophic
consequences. In these systems, electronic devices are often
used to implement digital control, where continuous signals
from the real-world systems are sampled at regular intervals
[1]. However, this can result in measurement uncertainties
due to sampling (i.e., zero-order hold errors), which can
lead to safety violations. Therefore, it is essential to design
robust control methods that can account for these errors to
guarantee safety. To mitigate these sample-and-hold errors,
a common practice is to sample at high frequencies, limiting
the error to a small and hopefully negligible value. However,
this does not entirely eliminate the error, only reducing it to
an acceptable level. It is often still the case that absolute
safety (even in the presence of these errors) is desired.

To avoid dealing with the sample-and-hold error explicitly,
it is common to consider a discrete time approximation [2] of
the available continuous time system as done in sampled data
systems [3]-[8]. However, obtaining these approximations
can introduce additional error since the exact solutions to
the continuous time systems are generally not known. Fur-
thermore, discrete time designs explicitly guarantee safety
only at sampling instants (when the controller is updated)
and not in the inter-sample periods (when the control signal
is being held constant) and as such, safety may be violated
during this period. To formalize this property of discrete time
approximations, the notion of practical safety [3] is usually
adopted to account for these possible violations during the
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inter-sample period. Practically safe systems can maintain
their state within a safe set during sample times, provided
that the sampling frequency is high enough. This results
in safety being ensured with respect to a larger set that
accommodates all possible violations of the original set.

The notion of safe set expansion to accommodate uncer-
tainties in a system can be encapsulated by Input-to-State
Safety (ISSf) [9]. In particular, this generalizes Input-to-State
Stability (ISS) [10]-[12] in the context of safe sets, wherein
disturbances in the input result in convergence to a region of
the safe set dictated by the size of the disturbance. To certify
ISSf, the framework of Control Barrier Functions (CBFs)
[13]-[15] can be leveraged. In particular, the existence of
an ISSf-CBF implies the system is ISSf. This notion was
generalized in a “tunable” fashion in [16] allowing for more
control over the expansion of the safe set—an extension that
has found applications in practice [17], [18]. Yet obtaining
safety guarantees in the context of CBFs does not address
digital implementation issues raised by sample-and-hold.

There is a rich body of work on translating discretely
instantiated continuous-time systems in a way that pre-
serves desired properties, encapsulated by the area of event-
triggered control [19], [20]. This has historically studied
stability, and used Lyapunov functions to quantify when to
sample and hold to guarantee that stability is maintained:
the result are Lyapunov-based trigger laws that utilize ISS to
bound the system behavior during the inter-sample periods
[19]. Event-triggered control has also been studied in the
context of safety using CBFs [21]-[24], wherein safety dur-
ing inter-sample periods is guaranteed for specific systems
[21] or through codesign approaches limited to specific
controllers [22], [23]. Typically, if nominal controllers do
not satisfy the characterized conditions of robustness, safety
relies on expanding the safe set to accommodate inter-sample
errors [24], resulting in small safety violations similar to
those seen in the sample-and-hold framework.

The main contribution of this paper is a robust control
framework for sample-and-hold control systems that estab-
lishes safety without violations or relaxations of the safe set
of interest. We achieve this by mathematically formalizing
the notion of practical safety [3] through the Input-to-State
Safety (ISSf) framework [9]. In particular, we present a
modulation of the nominal controller that guarantees safety
on the original safe set without resorting to expansions of
the set. Similar nominal controller adjustments have been
proposed in the literature to provide ISSf guarantees to a
system [9], [16] with respect to some disturbances; however,
these approaches have not been utilized in the context of
mitigating disturbances from sample-and-hold errors, where
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a coupling exists between the controller adjustment and the
disturbance. Furthermore, to mitigate the conservative nature
of the proposed designs, we leverage the event-triggered
control approach [19], [24] to synthesize controllers that
address such conservatism yet still maintain robustness to
sample-and-hold errors. In short, the main result guarantees
the safety (forward invariance) of the original safe set—
attenuating conservatism while ensuring inter-sample safety.

Notation: We utilize N, R, R>o, R to denote natural,
real, nonnegative, and positive numbers, respectively. For a
vector x € R, ||«|| denotes the Euclidean norm and ||z||¢ =
inf{||x —y|| | y € C} is its Hausdorff distance to set C. Then
given a set C, a §-neighborhood of C is the set {z | |z]|c <
d}. A function « : [0,a) — Rx¢ with a > 0, is of class-K
if @(0) = 0, « is strictly increasing, and limg_, o a(s) = .
A function 8 : [—b,a) — R is of class-K¢, if it is of class-
Ko and B(y) < 0 for all y € [-b,0].

II. SAFETY FOR CONTINUOUS-TIME SYSTEMS

This section provides the background on barrier functions
and its usage for guaranteeing safety for continuous-time
systems. In addition, we will review the robustness concept
in safety within the construct of Input-to-State Safety.

Safety For Continuous Time Systems: We consider the
nonlinear system:

&= F(x,u), (D)

where z € R”" is the state and v € R™ is the input. The
system vector field F' : R” x R™ — R” is assumed to be
locally Lipschitz. The goal of safety is to maintain all system
trajectories within a safe set C C R™. In other words, we
want the set C to be forward invariant.

Definition 1. (Safety): A set C is forward invariant if for
every initial condition =y € C, its ensuing trajectory z(t) €
C ¥Vt > 0. A system is safe on C if the set C is forward
invariant. °

One approach to guaranteeing safety is to describe a given
set C with a continuously differentiable barrier function h :
R™ — R such that:

C={zeR":h(z) >0}, (2a)
9C = {z € R" : h(z) = 0}, (2b)
Int(C) = {x € R" : h(z) > 0}. (2¢)

In this case, the set C is the O-superlevel set of the barrier

function h, and the safety goal is then to keep the function

h positive at all times. This can be achieved by designing

a Lipschitz continuous controller k£ : R™ — R™ so that the

state feedback u = k(x) satisfies the barrier condition [13]:
oh

55 (O (@, k(2)) > —a(h(x)), )

for some class-K¢, function a. When the above condition is
met, we call the controller k a safeguarding controller that
renders the system safe on C.

The barrier condition provides a conservative approach
for achieving safety. In addition to making sure that on the

boundary of the safe set, the vector field of the closed-loop
system points towards the interior of the set (cf., Nagumo’s
Theorem [25]), the condition also limits the speed at which
the trajectories may approach the boundary JC. One benefit
of this approach is the ability to formulate robustness through
the notion of Input-to-State Safety, which we discuss next.

Safety Robustness: In the presence of disturbances added
to the system, a safeguarding controller may fail to render
the system safe on the safe set C. In such cases, we may
want the system trajectories to at least stay close to the safe
set. One mathematical framework for guaranteeing such a
behavior is Input-to-State Safety!.

Consider the closed-loop nonlinear control-affine system
with disturbance:

Jb:Fe(Z‘7k($),€), “)

where e € R" is a bounded disturbance. We assume
F, : R" x R™ x R™ — R" is locally Lipschitz in the
state and control, and continuous in disturbance. Input-to-
State Safety seeks to establish a relationship between the
maximum size that the disturbance signal ¢ — e(t) achieved
along the trajectory (i.e., |/e|), and how far the trajectory
may stray away from the safe set. Given a safe set C, we
use the barrier function h as a proxy to define a larger set
C.DC as:

Ce={x €R": h(z) +v(|lelle) = 0}, (5a)
0C, = {z € R"  h(z) + 7(llel<) =0}, (5b)
(€)= {x € R : h(z) + 1(lellc) > 0}, (50)

where + is a class-Ko, function.

Definition 2. (Input-to-State Safety): A system is Input-to-
State Safe (ISSf) on C if there exists a function v € K, such
that it is safe on C, under any disturbance signal ¢ — e(t). e

The existence of a function v, and therefore Input-to-State
Safety on set C, can be established if the following Input-to-
State Safe barrier condition (ISSf-BC) [9] holds:

)Pl k(). 0) = —oh@) — ) ©)

for some class-K, function «¢.

III. PRACTICAL SAFETY FROM ISSF PERSPECTIVE

We focus on discretely instantiated continuous-time sys-
tems that result from sample-and-hold (i.e., zero-order hold)
implementations of safeguarding controllers on digital plat-
forms, and examine potential safety issues that arise. We
limit ourselves to control-affine systems:

&= f(z) + g(x)u, 7

where the system vector fields f : R® — R™ and g : R® —
R™ "™ are assumed to be locally Lipschitz.

Given a nominal controller kyop, : R™ — R™, the sample-
and-hold implementation strategy is as follows: the controller
is sampled at a time instant ¢;, then the control value v =

'Sometimes more precisely as Disturbance-Input-to-State Safety
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knom(2(t;)) is held constant until ¢, the next sampling
instant. As a result, the closed-loop system is given by:

= f(x) + g(2)knom(z +€) VtE [titiy1), (8)

with a sample-and-hold error ¢ = z(t;) — z. Due to the
presence of this sample-and-hold error, the safeguarding
nominal controller may not be able to fulfill its safety task,
i.e., rendering the sample-and-hold system (8) safe on C.

A. Practical Safety

In practice, a typical approach for dealing with sample-
and-hold errors is through high frequency sampling, relying
on the idea referred to as practical safety [3]. A system is
deemed practically safe if the states (along the trajectories
starting from C), can be maintained at a distance arbitrarily
close to the original safe set C, with a sufficiently high
sampling frequency, i.e., violations of safety appear to be
minor if we sample fast enough, as illustrated in Fig. 1(a).

Although the description of practical safety seems rea-
sonable, it is quite difficult to show that a controller yields
practical safety. To this end, the usual argument for practical
safety is that of Input-to-State safety (ISSf) discussed in Sec-
tion II. The idea is based on two key reasonable assumptions:

o Minor Safety Violations: Small errors e should only
lead to minor violations of safety of C.

« Small Error Bounds: Under high frequency sampling,
the error e should not be able to grow too large.

Although these concepts are often cited as the reasons for
practical safety, to the best of our knowledge, no mathemat-
ical formalization of them exists. In the subsequent section,
we develop a set of assumptions that enable us to use ISSf
as a basis for practical safety.

B. Minor Safety Violations

Practical safety and Input-to-State Safety (ISSf) both ac-
knowledge the fact that the presence of disturbances in a sys-
tem may harm the safety guarantees provided by a controller.
Furthermore, both aim to characterize safety violations as an
increasing function of the size of disturbances. However, the
two concepts are not exactly the same. ISSf describes safety
violations with superlevel sets of barrier functions rather than
generally with any set expansion. On the other hand, practical
safety particularly deals with set expansions arising from
the effect of sample-and-hold errors. Nevertheless, there is a
great overlap between the two concepts, and our work lies at
their intersection. Specifically, we consider when the nominal
controller is a safeguarding controller satisfying the barrier
condition (2) for the nominal system (7) as:

O )1 (@) + I (@)g(2) Bo() > —a(h(2)).
Lyh(x) Lgh(x)

However, the evolution of the barrier function along the
trajectory of the sample-and-hold system (8) is given by:

h(:c, Enom (7 +¢€)) £ Lih(x) + Lyh(2)knom(x +€), (9)

o Barrier Function for kyem(z) \WBarr‘icr Ellnction for k(z): e =1

10 Hz T 1 Hz

5 20 Hz - 20- e 1.1 Hz,

4 —30 Hz sk e 1.3 Hz
~ g —d0 Hz ] —_—15H
3 s 50 Hz 10~ — .5 Hz,
=2 Safety Violations «+eeeees Safety Violations
1 °r N —h(a) =0
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1 st 1 (b) ]
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Fig. 1. (a) Safety under the nominal controller via sample-and-hold.

Here, violations are encountered regardless of the sampling frequency, thus
requiring set expansions to accommodate sampling errors. (b) Robustness
of the control adjustment proposed in Section IV. Here, we are guaranteed
to satisfy safety at slower sampling frequencies than (a). Both (a) and (b)
are initialized from h(x) = 0 (i.e., the set boundary) and correspond to the
adaptive cruise control system presented in Section V.

which may no longer satisfy the desirable barrier condition:

(10)

h(x, kpom (z + €)) > —a(h(z)).
Thus, safety of the sample-and-hold system on C cannot
be guaranteed without an additional assumption accounting
for sample-and-hold errors, which is why practical safety
considers allowing minor safety violations. Similarly, ISSf
establishes that small errors yield minor safety violations if
there exists a function ¢ such that the ISSf-BC holds:

h(z, knom( + €)) = —a(h(@)) = c(el).  AD
The following regularity assumptions allow us to ob-
tain (11).

Assumption 1. (Lipschitz Dynamics): The functions f, g and
the controller k are Lipschitz continuous on R™. .

Assumption 2. (Upper Bound on L4h): The function Lgh
is bounded above. That is, there exists a positive constant
A > 0 such that ||L h(z)|| < A for all x € C. o

Remark 1. (Regularity Assumptions on Region of Opera-
tion): Throughout this paper, we make regularity assumptions
on bounds, as well as Lipschitzness, on different functions.
We note that these terms are only required along the trajec-
tories. Usually, there are multiple safety constraints (with
possible additional stability constraints) in practice. Our
bounds do not need to hold for all points in each safe set,
but rather in their intersection where system trajectories are
feasible, i.e., region of operation. To this end, if the final
region of operation is compact, then all bounds exist, and
Lipschitzness only needs to be local. .

Under Assumptions 1-2, we derive the ISSf-BC (11) as:

h($, knom(x + 6)) = th(.’l)) + ﬂgh(l‘)knom(l‘)
+ Egh(if) (k?nom(l’(ti)) - knom(x))
> —a(h(z)) — LiAllel, (12)
c(llelh

for x € C, where Ly > 0 is the Lipschitz constant of the
controller. Typically, the ISSf-BC can be used to establish
forward invariance of an expanded set D O C in the form:

D={z cR": hy(z) = h(z) +d >0},  (13)
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for some positive constant d > 0 dictating the size of safety
violation being accommodated. However, the bound A used
in (12) only holds on the set C as stated in Assumption 2.
Therefore a new bound \’ > X must first be established on D.
Note importantly that we may not directly assume a bound
X" on D because we use it to help define D. To establish the
existence of a \’, we make another regularity assumption:

Assumption 3. (Lipschitz Continuity of L4h): The function
L4h is Lipschitz continuous on R™. That is, 3 M > 0 such
that | £yh(z) — Loh(y)]| < Mlz —y]| V 2,y €R™. o

The above assumption allows us to characterize the behav-
ior of L4h locally in the neighborhood of C. In particular,
consider a §-neighborhood of C, denoted by S. Because
||z|lc < 0 for all z € S, we can show that:

[Lgh(z)|| < |Lgh(x) = Loh(y)]| + [[L4h(y) ]l
< Mlz|e + A
< MS+ A=),

for all x € S, and the following property holds:

h(, knom (2 + €)) = —a(h(x)) — LN |le]|. (14)
This shows that the ISSf-BC holds where safety violation
is minor (close to the original safe set C). Nevertheless,
we cannot yet establish safety on D because there is no
guarantee that D will be in the neighborhood of C. For
instance, by adjusting the parameter d from zero, the set
D may depart from C unboundedly to infinity. In such a
case, however, it simply means the barrier function h is not
a good measure for minor safety violations and is unsuitable
for formalizing practical safety. Thus, we make the following

assumption.

Assumption 4. (Proximal Level Curves): The level curves of
h are within a certain distance from its zero level curve OC.
That is, given a constant d > 0 such that 4~ (d) is nonempty,
there exists an upper bound § > 0 such that ||z|lsc < J for
all x € h=1(—d). .

The above assumption requires that A is a suitable measure
for minor safety violations, as well as practical safety.
Indeed, the idea is related to ideas such as upper semi-
continuity of level sets [26], [27] and coercivity [3], which
can be obtained under mild conditions. We omit those details
and simply make the above assumption in the interest of
space and to avoid drifting away from the main narrative with
mathematical details. The following theorem formalizes the
notion of minor safety violations assumed in practical safety:

Theorem 1. (Forward Invariance of Expanded Set D):
Consider the sample-and-hold control system (8). Under
Assumptions 1-4, for each d > 0, there exists an upper
bound ep,,x > 0 on the sample-and-hold error such that, if
llelloo < emax, the set D given in (13) is forward invariant.

Proof. We begin by noting that under Assumption 4, there
exists a § > 0 such that A’ = Mo + ) is the upper bound

on Lgh on set D, and thus, (14) holds. Defining emax =
—a(—=d)/LgXN, we have:

lid(x, knom( )) h(x knom(x =+ 6))
—a(h(z)) = LeX emax
—a(h4(z) — d) + a(=d) = —aq(hq(z))

where ay(r) = a(r —d) — a(—d). Because aq(0) = 0 and
a is a class-KS, ayq is also a class-KS. Thus, the expanded
set D is forward invariant, concluding the proof. O

The theorem above justifies expanding the set C to accom-
modate small sample-and-hold errors. Our result is based on
the ISSf concept, particularly through the ISSf-BC in (14).
We note importantly, however, that our ISSf-BC (14) only
holds on D and cannot accommodate arbitrarily large ||e||
even if we select d to be large, unlike the standard ISSf. This
limitation arises because )\ depends on d, and as a result,
our function ¢ in (6) is not uniform for all d. Fortunately, we
avoid arbitrarily large sample-and-hold errors through high
frequency sampling, which we discuss next.

C. Small Error Bounds

Our next step is to establish a relationship between the
error |le|| and time between two sampling instants. Recall
that at each instant ¢;, the controller is sampled, and e(t;) =
0 by definition. It follows intuitively that if only a short
time elapses before the next sampling instant t;y1, then
|le]] should not grow much. This relies on the following
assumption:

Assumption 5. (Bounded Dynamics): The dynamics de-
scribing sample-and-hold control-affine system (8) are
bounded on a given safe set C, i.e. ||| = || f(x)+g(x)k(z+
e)|| < B, for all 2 € C with a positive constant B.. .

Once again, the assumption on boundedness is justified
by the fact that it holds for compact safe sets (or compact
regions of operation, cf. Remark 1). From a similar argument
as Lyh, it follows that under Assumption 1, 4 and 5, there
exists a bound B/ > B, on the set D, providing a sufficient
condition for establishing a sample-and-hold error bound.

Lemma 1. (Bounded Error): Consider the sample-and-hold
system (8). Let Ts = t; 11 — t; denote the inter-event time
between two sampling instants. Under Assumption 1, 4, and
5, the sample-and-hold error is bounded as ||e(t)| < B.T;
forallt € [t;, ti11) if the states along the trajectory t — x(t)
remain in the expanded set D.

Proof. From e(t) = z(t;) — x(t), we have é(t) = —z(t).
Then, by considering the evolution of |e(t)||, because the
state remains in the set D, the following bound holds:

é(7)

S~
Oll = || &)+ [ TG + o oo ((6)

t
< / Bldr = BL(t — t;).
ti

dTH
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Given the inter-event time Ts = t;1—t;, we obtain ||e(t)|| <
B!T; for all time ¢ € [t;,t;+1), concluding the proof. [

These constructions enable us to formalize practical safety.

D. Formalizing Practical Safety

We combine Theorem 1 and Lemma 1 to formalize
practical safety with the following result:

Theorem 2. (Practical Safety via ISSf): Consider the
sample-and-hold control system (8) with periodic sampling
instants {t;}5°, i.e, tix1 —t; = Ty for all i € N. Under
Assumptions 1-5, for each d > 0, there exists a sampling
time Ty > 0 small enough such that the expanded set D
given in (13) is forward invariant.

Proof. We begin by substituting the error bound from
Lemma 1 into the ISSf-BC in (14) to obtain:

ha(z, knom (7 + €)) > —a(h(x)) — L\ ||e]|
> —a(h(x)) — LN B.Ts
= —a(ha(z) —d) — LN BT,

= —au(ha(x)) — a(~d) — LN BT,

where a4 is defined in Theorem 1. From the expression
above, we can see that any sampling time satisfying T <
% ensures hd(x, knom(z + €)) > —ag(hq(x)), render-
ing D forward invariant. This concludes the proof. O

We have formalized the concept of practical safety within
the framework of Input-to-State Safety (ISSf). By leveraging
the key assumptions underlying practical safety, we have
shown that the safety of sample-and-hold control systems
can be established on an expanded set that accommodates
the errors by allowing safety violations on the original
safe set. However, we explore an alternative strategy in the
following section that guarantees safety on the original safe
set, avoiding any violations.

IV. VIOLATION-FREE SAMPLE-AND-HOLD SAFETY

This section presents an alternative strategy of achieving
safety of the sample-and hold system (8) given a desired sam-
pling time. Formalizing practical safety with the ISSf concept
in the previous section provides tools we can leverage to
make safety guarantees on the original safe set C. While typ-
ically, ISSf involves expanding sets to accommodate errors
(i.e., violations of the original set), we explore an alternative
approach of guaranteeing safety without resorting to the
expansion of the set C. In particular, we make use of the
nominal controller k., and leverage the fact that it satisfies
the ISSf-BC (12). Our strategy introduces a robustness term
(without expanding the safe set) in the ISSf-BC to deal
with the sample-and-hold error. Specifically, we propose the
following adjustment of the nominal controller:

1 T
k(z) = knom(x) + gﬁgh(.ﬁ) , (15)
with a tuning parameter ¢ > 0 to be specified. The term
1Lyh(x)" adjusts a nominal controller in the direction that

increases the barrier function A, which will provide robust-
ness against sample-and-hold errors. However, the newly
added term itself will also suffer from errors due to sample-
and-hold, and so careful analysis is needed to assess the full
benefit of the adjustment.

A. Safety from Controller Adjustment

We begin by first acknowledging that the added term in
the controller (15) is only useful when L,h is nonzero.
Fortunately, we only require this at the boundary of the set.

Assumption 6. (Control Authority on the Boundary of the
Safe Set): The function L£,h is bounded from below on the
boundary of the safe set JC. That is, there exists a positive
constant g > 0 such that |[L,h(x)|| > p forall z € 9C. e

This assumption is related to the possibility of rendering
any safe set forward invariant in the presence of sample-
and-hold errors. For states 2 where L,h(x) = 0, the barrier
function h evolves at the mercy of the drift f, as there is no
way of influencing it with any control input. Thus, there is
no guarantee that the set will remain forward invariant under
sample-and-hold control. In essence, this assumption ensures
the well-posedness of the problem we set out to solve.
Given the above assumptions and the adjusted controller, we
establish the existence of a sampling time that guarantees the
safety of (8) on C in the following result.

Theorem 3. (Safety on Original Safe Set with Adjusted
Controller): Consider the sample-and-hold control system
(8) using the adjusted controller provided in (15) instead
of knom. Let the controller be sampled periodically with a
sampling time Ty, then under the Assumptions 1-3, 5 and 6,
there exists a small (fast) enough sampling time T such that
the following condition holds:

hiz,k(z+e)) > — alh(x)),

(16)

for states x on a small d-neighborhood of OC. Hence, the
safe set C is forward invariant.

Proof. We begin by noting that under Assumptions 3 and 6,
there exists a nonzero lower bound p’ < p for the function
I£4h||, within the é-neighborhood of the set boundary OC.
We can establish the following ISSf-BC on OC:

h(z,k(z +e))
= L¢h(x) + Loh(x) (knom (zi) + gﬁgh(xi)—r)

> —a(h(@)) = [ Lgh(@)[| Lxlell + éﬁgh(m)ﬁgh(%f

—a(h(w)) ~ Lo | Lallell + L 1£oh ()
L) (Loh(n) — £h(w)T

~a(h()) + 1€ h@)] (H1£aAE)] ~ (L + el

Y

Y

~a(h(@) + 1@ (L~ et Dlel)), am

where we have used the shorthand notation x; = x(¢;). Next,
similar to the result of Lemma 1, under Assumption 5, we
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can establish an error bound ||e(t)|| < BTs where B is the
bound on our dynamics (8) with the controller (15), instead
of knom. This leads to the following:

h(z,k(x +e))
> —alh(a)) + £, (& — (L + T)BT.).

(18)

By picking T, < 1/ /(B(eLi + M)) to make the last term
positive, the barrier condition h(z, k(z + €)) > —a(h(z))
is met on AC, i.e., h(z, k(z + e)) > 0 where h(z) = 0.
In addition, due to Assumption 6, % # 0 on OC, so by
Nagumo’s theorem [25], the set C is forward invariant. []J

The above theorem establishes a violation-free inter-
sampling result. The result shows that with an adjustment to
the controller, the sample-and-hold system can be rendered
safe on the original safe set C, with a high enough sampling
frequency. However, this result does not provide any barrier
condition (3) for every state x in the safe set C. This may be
problematic as many safety-related concepts in the literature
may rely on such a condition. One particular example is
event-triggered control, which we discuss in Section I'V-C.

B. Barrier Condition for Adjusted Controller

In order to derive a barrier condition for the entirety of
the safe set C, we note one key obstruction. That is, there is
a possibility that £,h may approach zero for states at least
0 away from the boundary of the safe set, i.e., for x € C
such that ||z||gc > 0. In such a case, our adjustment in (15)
to the nominal controller is ineffective. Nevertheless, we can
use the following fact:

a(h(z)) = (1 + c)a(h(z)) — ca(h(z))

= d'(h(z)) — ca(h(z)), (19)

for any positive constant ¢ > 0, and the function o/ = (1 +
c)a is also a class-K¢, function. The idea is to leverage
the fact that h(x) # 0 inside the safe set, to use ca(h(x)) to
provide the necessary robustness against the sample-and-hold
error. To this end, we make the following assumption.

Assumption 7. (Lower Bound on h): For any given § > 0,
there exists Amin > 0 such that hA(z) > hy, for all z € C
such that ||z|lgc > 9. .

The assumption is based on the idea that barrier function
h should be a proper safety measure, ensuring it has higher
values farther away from unsafe states. The property (19)
and the controller (15) ultimately lead to a barrier condition
for every « € C, which we present in the following theorem:

Theorem 4. (Barrier Condition on Original Safe Set with
Adjusted Controller): Consider the sample-and-hold control
system (8) using the adjusted controller provided in (15)
instead of knom. Let the controller be sampled periodically
with a sampling time T, under the Assumptions 1-3 and 5-7,
there exists a small (fast) enough sampling time T such that
the following condition holds:

WMz, k(x +e)) > — o' (h(z)), (20)

for all x € C. Hence, the safe set C is forward invariant.

Proof. From Theorem 3, we note that:

h(z, k(z + €)) > —a(h(z)) = —a/ (h(x)),
on a small §-neighborhood under the assumption of the
theorem. Therefore, we will focus on states x such that
|z]lac > 6. To this end, Assumption 7 dictates that h(z) >
hnin, so we have a(h(x)) > a(hmin). Following the proof
of Theorem 3, we obtain the following inequality:

. e
Bz, k(z + €)) > —a' (h(z)) + calhmin) + W

~ b)) (24 + )BT,
> —o/ (h(z)) + co(hmin) — )\(Lk + %)BTS.

Thus, we establish a safe sampling time by picking a
sampling time satisfying:

. Ca(hmin) ,U//
T, < , , 21
mm{A(Lk + A0y B(eLy + M) b

we ensure that the barrier condition (20) is met for all z € C,
concluding the proof. O

The above theorem establishes a barrier condition for all
x € C by ensuring that, with the adjusted controller (15),
robustness against sample-and-hold errors is always guaran-
teed for the system (8). In contrast to the strategy of set
expansions discussed in Section III-A, Theorem 4 ensures
safety on the original set C, avoiding violations.

The main drawback of Theorem 4 is its conservatism in the
sampling time it guarantees. In presenting our theorem state-
ment, we elect to omit the bound on the safe sampling time
T, because it involves various constants B, \,u’', M, Ly,
which are difficult to obtain in practice. In addition, our
derivations are overly conservative at some key steps. For
instance, the bound on sample-and-hold error in Lemma 1
supposes the state deviates as fast as possible from the state
where it is last sampled. To resolve this, we leverage the
results in this section to propose an event-triggered approach
that efficiently samples the controller.

C. Violation-Free Event Triggered Safety

Event-triggered control, as proposed in [19], [24] offers
a way to mitigate conservatism in controller sampling. In
this framework, the control is sampled at time instants (i.e.,
events) prescribed by a state-based criterion, rather than
periodically based on time. Most importantly, in our context,
we can leverage the barrier condition developed in Theorem
4 to establish a trigger condition that ensures the sample-
and-hold system (8) is safe on C. To this end, we use the

following reasonable trigger condition to maintain safety:
T (z,e) = h(z, k(z + €)) + o (h(z)). (22)

The event-triggered idea is to monitor (22) to make sure it
always remains positive, that is, 7 (z(t), e(t)) > 0 along the
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trajectory and to trigger a control sampling only when it gets
violated as:

tip1 =min {¢t > t; : T(x(t),e(t)) = 0}. (23)

The main concern with event-triggered control is related to
its aperiodic nature of controller samplings. More specifi-
cally, it becomes possible that an infinite number of con-
troller samplings are triggered within a finite time period
(Zeno behavior). Fortunately, the existence of a sampling
time provided by Theorem 4 eliminates this possibility. We
now formalize our event-triggered control strategy.

Theorem 5. (Trigger Law for Safety on C): Consider the
sample-and-hold system (8) with a adjusted controller given
by (15). Let the sequence of sampling time {t;};en be
determined iteratively according to the trigger law (23).
Under Assumptions 1-3 and 5-7, there exists a minimum
inter-event time Ts > 0 such that t;, —t; > T for all
1 € N. Consequently, the barrier condition (20) is satisfied
for all time along the trajectory, and the set C is rendered
forward invariant.

Proof. Under the assumptions, we can follow the proof of
Theorem 4 to guarantee the existence a T > 0 that ensures
the quantity 7 (z(t), e(t)) cannot become negative before T
has elapsed. It can then be concluded that ¢, —¢; > T
for all © € N. Combining this with the fact that the trigger
condition (23) ensures that 7 (z(t),e(t)) > 0 ensures that
h(x(t), k(z(t) + e(t))) > —/(h(x(t))) along the trajecto-
ries, and C is forward invariant. O

The theorem above establishes an event-triggered strategy
that ensures the safety of the sample-and-hold control system
(8) on the set C. Moreover, there is no need to specify the
various bounds to obtain a suitable sampling time as required
in Theorem 4. Instead, to utilize event-triggered control, we
note that any positive values of ¢ > 0 and € > 0 are
sufficient, albeit small values of these parameters will result
in a higher sampling rate while large values will result in
lack of robustness or larger control input, respectively. We
now illustrate the effectiveness of our violation-free sample-
and-hold safety design through simulation experiments.

V. APPLICATION TO ADAPTIVE CRUISE CONTROL

We apply our results to the adaptive cruise control system,
where a host vehicle is controlled to follow a lead vehicle
while maintaining a safe distance with it’s leader. We define
x = (x1,x9,23), where x; represents the position of the
host vehicle, xo represents its velocity, and xg represents the
headway distance between the host and the lead vehicle. We
adopt the following point-wise model for the dynamics [28]:

) 0

s 1 1
xr = *WFT + m u,

Vo — X2 0

where F,. = fo+ fima+ fox3 represents the resistance force
(in Newtons V) experienced by the host vehicle while m
is it’s mass. vy denotes a constant velocity of the leading

- Barrier Function for kyom () Barrier Function for k(z): € = 2.5
* %107

2 Hz 2. 2 Hz

e 3 Hz, 3 Hz
e 4 Hz, e 4 Hz,
15 - L
e 1) Hz 15 —
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"""" Safety Violations 1 «weaeen Safety Violations

o) = () (1) = ()

=05 05+
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08 05 -

- 4l . O
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Fig. 2. Illustration of the relationship between sampling frequency and e

and their satisfaction of safety, initialized from a positive value of h.

vehicle. Motivated by [28], we take m = 1659 kg,vg =
13.89 2, fo = 0.1N, f; = 525 and fo = 0255

A. Nominal Controller

We use a nominal controller to direct the host vehicle
towards a desired specified speed vqy = 227'. When the
host vehicle enters unsafe regions, a safety controller takes
over by minimally adjusting the nominal control input. To
implement the desired objective, we employ the desired
controller detailed in [28]:

Uges(T) = —ém (9 —vq) + Fr(x), (24)

2

where £ = 10 is presented in [28] as the decay rate necessary
for the stability of x5 to vg,.

B. Safety Controller

In contrast to the approach taken in [28], we adopt a
nonlinear model structure for time headway by incorporating
a variable time headway [29] in the barrier function:

h(z) = x3 — Th(z)xs.

Here, Th,(x) = 1.8z varies depending on the host vehicle’s
speed and a constant value of 1.8. By taking the derivative
of our barrier function, we obtain:

. 3.6z

3.6x4
h = — e
(x,u) = (vg — z2) +

m

u

To ensure safety, we implement a Quadratic Program (QP)
based safety controller that minimally adjusts wug.s through
a safety filter [14]:

knom () = argmin [[u — uges (2)||” (CBF-QP)

u€eR
s.t. h(z,u) > —a(h(z)).
C. Simulation Results

We adjust kpom () from the above CBF-QP with the pro-
posed method (15) and examine its capability of achieving
safety in Fig. 2, under various sampling frequencies, with
parameters ¢ = 9.18, hyi, = 0.0005, and ¢ = 2.5. It can
be seen that slower sampling frequencies result in safety
violations. However, by utilizing Theorems 3 and 4, there
exists fast enough sampling frequencies that achieve safety
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Fig. 3.

on the original safe set C. Additionally, we implement the
event-triggered control strategy proposed in Theorem 5, and
demonstrate its satisfaction of safety on the original safe
set (Figs. 3-left and 3-center), with aperiodic event-triggered
sampling (Fig. 3-right). Safety is automatic under the event-
triggered sampling (Fig. 3-left), unlike the time-triggered
strategy that requires a heuristic determination (Fig 1(b)).

VI. CONCLUSION

We have formalized practical safety through the Input-to
State Safety framework. From this new perspective, we have
proposed an alternative method of achieving sample-and-
hold safety without any set violations (i.e., set expansions).
Our approach involves adjusting the nominal controller to
provide robustness near the boundary of the safe set. Further-
more, our analysis has enabled us to leverage event-triggered
control for safety, and thus, we can mitigate the conservatism
in choosing a sampling frequency. Future work involves the
extension of our work to study the effects of measurement er-
rors associated with the sampling of safeguarding controllers.
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