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In this paper we investigate the impact of transient noise artifacts, or glitches, on gravitational-
wave inference from ground-based interferometer data, and test how modeling and subtracting these
glitches affects the inferred parameters. Due to their time-frequency morphology, broadband glitches
cause moderate to significant biasing of posterior distributions away from true values. In contrast,
narrowband glitches induce negligible biasing effects, due to distinct signal and glitch morphologies.
We inject simulated binary black hole signals into data containing three occurring glitch types from
past LIGO-Virgo observing runs, and reconstruct both signal and glitch waveforms using BayesWave,
a wavelet-based Bayesian analysis. We apply the standard LIGO-Virgo-KAGRA deglitching pro-
cedure to the detector data, which consists of subtracting from calibrated LIGO data the glitch
waveform estimated by the joint BayesWave inference. We produce posterior distributions on the
parameters of the injected signal before and after subtracting the glitch, and we show that removing
the transient noise effectively mitigates bias from broadband glitches. This study provides a baseline
validation of existing techniques, while demonstrating waveform reconstruction improvements to the
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I. INTRODUCTION
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L) The Laser Interferometer Gravitational-wave Observatory
~—(LIGO) [1], Virgo [2] and KAGRA [3], form an international
Setector network for gravitational waves (GWs), tiny ripples
qq spacetime produced by extreme astrophysical events. Since
~—the first direct detection of merging black holes in 2015 [4],
G Ws are providing insights into the astrophysics of compact
bjects and the cosmology of the universe where they re-
. side [5, 6]. GWs are detected by measuring changes in the
~relative length of km-scale arms in ground-based interferom-
'Hters; these changes are infinitesimally small, of the order of
0~'® m absolute length change, corresponding to a fractional
Clength change, or strain, of approximately 1072!. The detec-
tion sensitivity is typically limited by seismic, thermal, and
quantum noise effects. In this paper, we focus on transient
noise artifacts (glitches) that could be confused with GW sig-
nals.

When correlated with auxiliary monitoring channels, some
glitches can be mitigated [7]. For instance, the rate of high-
power glitches at the LIGO Hanford Observatory (LHO) was
reduced from 0.82 to 0.18 per minute by stabilizing optic

Bayesian algorithm for robust astrophysical characterization in glitch-prone detector data.

suspension components; the resulting false-positive alert rate
dropped from 55% to 21% [5, 8]. Some studies have recently
employed machine learning methods to subtract broadband
noise [9, 10] and transient noise [11].

Unfortunately, the majority of noise transients do not have
a well-identified source, and no software or hardware studies
have been able to reliably identify one for them. Between
November 2019 and March 2020, glitches occurred once every
0.32 minutes at LHO and 1.17 minutes at the LIGO Livingston
Observatory (LLO), and 17 of the 90 GW events in the first
three Gravitational Wave Transient Catalogs coincided within
one second of a glitch [5]. These unmitigated noise transients
are problematic for both searches and downstream analyses.
For searches, glitches could possibly mimic a GW signal lead-
ing to a false detection, or increase the false alarm rate of a true
detection thereby lowering the confidence in that detection|[7].
For downstream analyses, a glitch temporally coincident with
a real signal can reduce the parameter estimation accuracy|[12—
15]. In the work, we focus on the effect of glitches on parameter
estimation. The procedure of subtracting a glitch from data
near a gravitational wave was first used in the data surround-
ing the first binary neutron star merger observed by LIGO and



Virgo, GW170817, where a loud glitch occurred at LLO one
second before merger [12, 16]. Since then, glitch mitigation has
become a routine ingredient of LIGO-Virgo analyses [5, 17].

In this paper, we investigate the impact on the accuracy
of GW parameter estimation of three common glitch classes:
blip, scattering, and tomte, and we examine the improvements
gained by deglitching the detector data. We select up to three
occurrences of each glitch class [18] in a single detector and
add a simulated GW signal near the glitch time. We then
use BayesWave to separate the signal, glitch, and noise com-
ponents in the data by simultaneously modeling the signal and
glitch parts using wavelets as described in [19]. By subtract-
ing the glitch component and performing Parameter Estima-
tion (PE) on this deglitched data, we can characterize the im-
provements in parameter inference, as a function of the time
of separation between glitch and signal. Works such as [18]
and [20] have already demonstrated the effectiveness of a sim-
ilar deglitching procedure with the additional improvement of
replacing the wavelet frame from the signal part of BayesWave
model with a spin-aligned dominant mode IMRPhenomD com-
pact binary coalescence (CBC) waveform [21]. This is called
the CBC+Glitch configuration and is currently being used for
deglitching data in the ongoing LIGO-Virgo-KAGRA fourth
observing run. The methods described in this paper use the
BayesWave configuration where both the signal and glitch pow-
ers are modeled using wavelets, and we will refer to this con-
figuration as the Joint configuration for the remainder of this
paper. Sections II and IIT describe the data analysis meth-
ods and tools used. Section IV details the three main types
of glitches we model with BayesWave. Section V summarizes
the key results and findings. Finally, Section VI concludes the
analysis, and points to future, related work.

II. GRAVITATIONAL WAVE PARAMETER
ESTIMATION

The time series interferometric data in LIGO h is generally
assumed to comprise of stationary Gaussian noise, denoted as
n, occasional transient non-Gaussian features from astrophys-
ical signals, s and instrumental glitches g [22]:

h=s+n+g. (1)

GW parameter estimation gives the posterior probability
distribution of the parameters in the model for the gravita-
tional wave signal s given the observed data. The posterior
probability distribution of n parameters g = (61,02, ...,0,)

given GW data h, p(d|h) can be written as

> p()p(h|6)
p(0lh) = o) (2)

=

Where p(f) is the prior distribution on the parameters of the
model, p(h) is the evidence (or marginalized likelihood), and

—

p(h|) is the likelihood. The likelihood is the probability of

observing data h given some parameters é: and defined by the
models for both signal and noise.

Most GW parameter estimation algorithms assume the data
are a Gaussian process given by the Power Spectral Density
(PSD) S,(f), that is the standard deviation of the routine
Gaussian noise n at frequency f, plus a GW signal. This
reduces Eq. 1 to h = s + n, and the likelihood function is of
the form

o) xexp (< h = s@ln-s@)). @)

where (a|b) is the network noise-weighted inner product:
alb) = 4R / ————=df, 4
iy = an 3 [ Dy ()

and @'(f) is the Fourier transform of time series a’ in the *"
detector. LIGO-Virgo parameter estimation models the GW
signal as a semi-analytical template from General Relativity
(GR) (called an approzimant), s'(0), resulting from the coa-
lescence of objects described by the astrophysical parameters
0 [23-26]. Algorithms such as Bilby [27] sample p(A|h) using
stochastic sampling methods such as nested sampling [28] or
Makov Chain Monte Carlo (MCMC) [29].

If the parameter estimation analysis window contains both
a GW signal and an instrument glitch in one (or more) of
the detectors, the assumption of Gaussian residuals in Eq. 3
breaks, leading to potentially biased posterior distributions of
the astrophysical parameters [12, 14, 20, 22, 30] or incorrect
inferences of effects like precession [15]. This could have im-
pacts on downstream analysis such as inferences on population
models [6]. In the next section, we discuss a method for mod-
eling and removing the glitch g from the data to ensure robust
parameter estimation.



III. METHODOLOGY
A. Glitch Subtraction with BayesWave

The LIGO-Virgo collaboration has developed a technique
to subtract glitches from detector data using BayesWave
[19, 31, 32], a Bayesian algorithm that models non-Gaussian
transients in GW detector data as a superposition of sine-
Gaussian (Morlet-Gabor) wavelets. An individual wavelet is

fully described by the parameter vector X = {to, fo, @, A, do}
which gives the wavelet’s location and shape in time-frequency
space. Analytically, a wavelet takes the form

w(t:3) = Aep C I st~ t0) 4 00) ()

where 7 = < = These five parameters — as well as the number
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of wavelets, ]{f — are marginalized over with a reversible-jump
(or transdimensional) Markov chain Monte Carlo (RIMCMC)
algorithm [33].

For GW detector data containing a transient non-Gaussian
artifact, BayesWave uses two models: 1. The data contain a
coherent astrophysical signal (“signal model”) and 2. the data
contain an incoherent instrumental glitch (“glitch model”).
The signal model uses a set of wavelets common to all the
detectors in the network and a set of extrinsic parameters
which are also sampled via BayesWave’s RIMCMC sampler.
The extrinsic parameters are the sky location and polarization
information of the source which allow to forward project the
signal onto each detector. The glitch model assumes no cor-
relation between detectors and reconstructs the data with an
independent set of wavelets in each one.

In the original implementation of BayesWave, the glitch and
signal models are assumed to be disjoint (i.e. the data contains
either a signal or a glitch), and the Bayes factor between the
two models is used to measure the probability that the data
contains a GW signal [34-38]. BayesWave’s Joint now allows
for both signal and a glitch to simultaneously be present in
the data [19].  Figure 1 shows the whitened strain for the
detector data, the injected signal, and the reconstructions of
the signal and glitch models. The whitened strain is obtained
by filtering detector strain data with the inverse of the noise
Amplitude Spectral Density (ASD). The ASD for the analy-
sis window is calculated by BayesLine as part of BayesWave
analysis simultaneously with the Joint model [39, 40].

By simultaneously modeling the coherent and incoherent
power, we can subtract the glitch from the data:

hDG =h— Grec (6)
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FIG. 1: Time domain reconstructions for a sample BBH merger
injection analyzed with the Joint model. The injection’s time of co-
alescence (t.) precedes by 0.02 seconds the peak time of a blip glitch
in LHO (at time 0 in this plot). The panels in order from the top are:
1) Detector data (grey) with the added injection (green). 2) Median
and 90% credible intervals (blue) of the Signal reconstruction from
the Joint model. 3) Median and 90% credible intervals (red) of the
glitch reconstruction from the Joint model. 4) Deglitched detector
data (magenta) with the added injection (green).



where hpg is the deglitched data to be used for parameter esti-
mation. For g,.. we select a random sample from the posterior
distribution of g produced by BayesWave.

B. Updated prior ranges

Previous detector characterization studies have identified
several glitch classes with distinctive time-frequency fea-
tures [41]. We use this information to introduce separate
Bayesian prior ranges on the glitch part of the Joint model to
more effectively and efficiently separate the signal and glitch
power. In this section, we introduce these new glitch-specific
prior ranges.

a. @ prior. A wavelet quality factor ) is proportional to
the number of cycles in a wavelet. For a given central frequency
fo, the time duration of a wavelet will increase with increasing
. For previous analyses which focus on stellar-mass binary
black hole (BBH) waveforms the prior on @) for both the signal
and glitch models was uniform in the range [0.1,40]. This
prior range is generally sufficient for BBH signals which have
a duration less than 1 second, but to reconstruct glitches with
duration greater than 1 second, such as scattering glitches,
a higher upper bound on @ allows for a smaller number of
longer-duration wavelets.

b. Dimensionality prior. BayesWave uses a reversible-
jump MCMC to sample a variable dimensional parameter
space by adding or removing wavelets. In the RIMCMC, the
number of wavelets N is a parameter in the model, along with
the wavelet parameters described in Sec. IIT A. This transdi-
mensional sampling procedure balances model simplicity with
goodness-of-fit so that we can accurately reconstruct the non-
Gaussian feature in the data without overfitting. The num-
ber of wavelets used on average to reconstruct a waveform
depends on its time-frequency morphology, but typically fea-
tures with higher SNR require more wavelets [34, 35, 42]. The
default prior on the number of wavelets, p(N), described in
Ref. [19] was determined empirically from data from LIGO’s
first observing run (O1). p(N) peaks at N = 3. For computa-
tional reasons, there is typically a maximum of N = 100 set.
For short-duration GW signals of moderate SNR (SNR<100),
the posterior on N is far less than this maximum. However,
glitches can be significantly louder than BBH signals and may
require larger than 100 wavelets. In this study, we modify
BayesWave to allow for distinct upper bounds on the number
of wavelets for each model component of the Joint model.

c. Time prior. The prior on the wavelet central time tq,
also known as the window, does not span the full length of

data used in the BayesWave analysis since BBH signals typi-
cally encountered in LIGO and Virgo are less than a second
long. For stellar-mass BBH systems we use a minimum anal-
ysis segment duration of 4 seconds to ensure a fine enough
frequency resolution, but set the prior on ¢y to a uniform dis-
tribution over 1 second centered around the expected time of
coalescence of the signal. A smaller range on ty limits the vol-
ume of the parameter space and ensures that the wavelets are
only placed at times where we most expect the signal. This
is computationally advantageous as it results in faster conver-
gence of the RIMCMC chain. Details of the computational
costs can be found in the appendix section of [19]. By default,
the time prior is shared between the signal and glitch parts of
the Joint model. However, to analyze cases where the charac-
teristic durations of the GW signal and glitch are different, we
allow for independent priors on ¢ for the glitch and the signal.
For example, scattering glitches typically have durations of 3-4
seconds which is larger than the typical 0.2-1 second duration
of stellar mass BBH signals.

The choices for these prior ranges and analysis windows
are informed by spectrograms of the data near the event in
question, as well as preliminary information from the search
pipelines. Previous reconstruction studies [35, 42, 43] have
looked in detail at how the number of wavelets used by
BayesWave scales with the SNR and total mass of the signal
for compact binary coalescences. Preliminary parameter esti-
mates from the search pipelines can then be used to determine
the priors for the signal model. Sepctrograms of the data are
used to identify the type of glitch and/or estimate its proper-
ties such as central time, frequency, duration, and bandwidth.
This information can be used to set the glitch model priors.

IV. OVERVIEW OF GLITCH TYPES

In this study, we focused on three types of glitches (blip,
scattering, and tomte) which are commonly seen in LIGO data.
We use the same GPS times used in [20] which were confidently
classified as containing a glitch from the citizen science Grav-
itySpy Project [41, 44]. We use one additional glitch of the
“tomte” class not included in [20]. The sample glitches used
here are from both O2 and O3 and the data is taken from the
Gravitational-Wave Open Science Center [45, 46]. While these
sample glitches use data from the two LIGO detectors, these
procedures can also be applied to Virgo data. An overview of
each glitch type is given in the following sections.



A. Blip

Blip glitches are broadband, short-duration noise transients,
with a typical duration of 10 ms and 20-1000 Hz frequency
bandwidth. Figure 2 shows the time-frequency (TF) repre-
sentation of the LHO data containing blip glitch 1, depicting
the absolute value of the detector data as functions of time
and frequency. Blip glitches can contribute to the detection
false-alarm-rate (FAR) due to their similarity with the final
few cycles of stellar-mass binary coalescences (20Mg < Mr <
150Mg ) [47], as well as to their relatively high incidence rates
in both LIGO detectors: approximately every 15 minutes in
LLO and every 30 minutes in LHO during O3. No conclusive
environmental or technical causes of blips have been identified
to date [7, 47].

B. Tomte

Tomte glitches owe their name to their appearance in a time-
frequency map (see Figure 3), which looks similar to the hat
of the Nordic mythological creature of the same name. Dur-
ing O3, they constituted 19% of glitches in LHO, at the rate
of 6 per hour. They were less frequent in LLO, where they
occurred approximately once every 4 hours [48]. Compared to
blips, these glitches typically last longer (/100 ms), and peak
frequency power in the 20-256 Hz bandwidth. They often
better correspond to the frequency profile of high-mass binary
signals than blips [7], and are especially problematic for how
they bias parameter estimation. Like blips, however, no re-
liable determination of the source of tomte glitches has been
made.

C. Scattering

Scattering glitches are characterized by their arching struc-
ture in the 10-120 Hz frequency band and 3—4 s duration [49],
shown in Figure 4. Their ultimate causes are the 0.1 — 0.5
Hz microseismic ground motion from waves crashing on the
shores of nearby oceans [49], and 0.03 —0.1 Hz earthquakes [5].
The motion of the detector test masses leads to light scattering
from and recombining back into the coherent beam in the form
of scattering glitches’ signature harmonic arches [7]. Scatter-
ing glitches are problematic due to the resemblance that their
higher order harmonics can bear to inspiral signals of low-mass
coalescing binaries (M < 20Mg). During O3, scattered light
glitches made up approximately 40% of confidently classified

glitches, occurring about 10 times per hour in both detectors
[48]. Successful hardware mitigation efforts were carried out
for scattering glitches during O3 [50]. Additionally, works such
as [10] introduced a physically motivated parametric model to
reconstruct these glitches.
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FIG. 2: Time-frequency representation of LHO strain data con-
taining blip glitch 1. The tear-drop-shaped morphology resembles
the last few cycles of stellar-mass BBH inspirals

V. ANALYSIS

To assess the impact of deglitching on parameter estima-
tion, we add a simulated signal (referred to as an “injection”)
into real data containing the glitches described above. The in-
jected signal has source parameters similar to GW150914 [51]
and its luminosity distance scaled such that its Signal to Noise
Ratio (SNR) is equal to 15, as listed in Table I. We use the
Bilby software package [27] for template-based parameter esti-
mation, utilizing the IMRPhenomPv2 approximant [21] to model

—

s, and the dynesty [28] nested-sampler to sample p(h|f) . We
conduct parameter estimation before (h = s+g+n) and after
deglitching (h = s+ n+ g — grec)-

We inject the signal at various times around the glitch, and
evaluate the change in PE before and after subtracting the
glitch with BayesWave, and how this depends on the difference
in the time of injected signal coalescence and the central time
of the glitch as discussed in Section IV.

We focus on three aspects:

1. Effect of glitch on PE. For each glitch class, we quantify
the bias in the recovered posterior probability distributions of
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FIG. 3: Tomte glitch 1 analog of Figure 2. Tomte glitches are so
named due to the similarity in their appearance with the silhouette
of the Nordic mythological creature of the same name. Tomtes are
similar to blips but have smaller frequency spread (10 - 100 Hz) and
longer durations (~ 100 ms). Since the majority of their power lies
at frequencies below < 100 Hz, they are particularly problematic
for high mass BBH systems (Mr > 100Mg)

Parameter Value
Mass 1 (m1) 36Mg
Mass 2 (m2) 29M¢
Luminosity Distance (dz) 1206 Mpc
Right Ascension («) 6.14
Declination (4) 0.81
Zenith Angle (0;n) 0
Spin 1 (a1) 0
Spin 2 (a2) 0
P12 0
bt 0

TABLE I: Detector-frame source parameters for the simulated
signal used in this study. This is the same injection as is used in
[18] and the luminosity distance is chosen such that the injection’s
signal-to-noise ratio (SNR) is equal to 15.

chirp mass, mass ratio, and xeg as a function of the difference
in the peak time of the glitch (fgitch) and the time of binary
coalescence (tsignal). We also calculate the overlap between the
maximum likelihood recovered (spre) and injected waveform
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FIG. 4: Scattering glitch 1 analog of Figure 2. Scattering glitches
are of longer durations (~ 2 s) and the power is spread into multiple
harmonics. The primary frequency band is typically between 10 -
20 Hz and the highest harmonic is at frequencies < 100 Hz. Due to
the near-constant frequency of an individual harmonic, scattering
glitches can resemble the inspiral part of stellar mass BBH mergers.

(s):
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which ranges between —1 (complete disagreement), 0 (no
agreement), and 1 (complete agreement).

2. BW deglitching efficacy. We show the overlap between
the glitch reconstruction recovered (grec,s) by the BayesWave
Joint model on the data containing the injection (h = s +
g +n) and and the glitch reconstruction (grec,) recovered by
BayesWave on the data without an injection (h = g + n).

3. PE improvements after deglitching. We compare
the recovered posterior probability distributions of the above-
mentioned parameters (chirp mass, mass ratio, and x.f) before
and after deglitching. We also calculate the overlap between
the maximum likelihood recovered (spre) and injected wave-
form (s)

A. Blip

We analyze three blip glitches, two from LHO and one
from LLO at GPS times 1168989748.13 (20 Jan. 2017),
1165578732.45 (12 Dec. 2016), and 1171588981.76 (19 Feb.
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FIG. 5: Time-frequency representation of the LHO pre deglitched
detector data containing blip glitch 1 and injected signal, h = s +
g + n (top panel), and the post deglitched detector data, hpg =
h — grec (bottom panel). The particular case shown here is one
where the time of separation between the glitch and the injection
is less than 0.005 seconds.

2017) with SNRs of 20.1, 22, and 19 as computed by the
Omicron pipeline [52]. For each glitch, we inject the signal at
9 times spaced 0.025 seconds around the glitch peak time. For
each injection, we apply the above-described procedure. Since
the signal and glitch, both have durations of less than 1 sec-
ond and are morphologically similar, we use the default ranges
for priors described in Section IIT B, i.e., default values for
the quality factor ([0.1, 40]), model dimensionality ([1, 100]),
analysis segment (4 seconds) and window (1 second) for both
the signal and glitch parts of the Joint model.

Figure 5 shows the time-frequency representation of LHO
detector data pre and post deglitching for an example case
of blip glitch 1. In the top panel, we see the blip glitch at
t — tgliten ~ 0 seconds and the signal injection 0.005 seconds
before. The bottom panel shows the detector data with the
glitch subtracted. By comparing it to the top panel, we see

that BayesWave has subtracted the glitch from the data.

To assess the impact of glitch subtraction on parameter es-
timation, we will compare posterior distributions produced us-
ing the pre- and post- deglitched for three different intrinsic
parameters of the BBH system. We will look at the chirp mass:

(m1m2)3/5

M, = el
c (m1+m2)1/5

(8)

the mass ratio:
mi

a= (9)
where by convention m; > mso such that ¢ < 1, and the effec-
tive spin:

mix1 + Maxo

Xeff M1+ ma . (10)
We present the results for these three quantities because they
are better constrained than the individual masses and spins.

The top three panels of 6, 7, and 14 show the posterior
distributions of chirp mass, mass ratio, and y.g as functions
of the separation time between the signal injection and the
glitch. When the peak time of the glitch is more than 0.05
seconds away from the time of the coalescence, the posteriors
from the pre-deglitched data are consistent with the true value,
the glitch has minimal impact on PE as can be seen in Fig-
ure 6. This is expected, given the short time-duration of the
blip. If the temporal separation between the glitch and time
coalescence is less than 0.05 seconds, however, we see that the
posteriors before deglitching are more likely to be biased from
the true, injected values. The parameter estimation posteriors
on the deglitched data, however, are consistent with the true
value.

We see a similar trend in the overlap between the injected
waveform and each of the maximum likelihood parameter
estimation waveforms of the pre deglitched (spr) and post
deglitched (spost) posteriors (blue circle and orange plus re-
spectively in panel 4 of Figures 6, 7, and 14). The overlaps
between the injection and sp.e are at lower values compared
to those typically expected for the mass range of this injection
set at times when the glitch and the signal are within 0.05 sec-
onds [53]. The overlaps between the injection and spest are at
values consistent with the expected values from [53] indicating
that the spest is successfully able to recover the true waveform
due to efficient deglitching. The panels also show the overlap
between the median glitch reconstruction obtained from the
Joint model, henceforth called gycc,; and the median glitch re-
construction obtained by BayesWave, henceforth called g;cc,g
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Chirp Mass {[[[Ms{]} Mass Ratio Xeff
talitch — tsignal | Before After Before | After | Before | After
-0.075 v v v v v v
-0.05 v v v v v
-0.025 v v v v
0.0 v v v v v
0.025 v v v v v v
0.05 v v v v v v
0.075 v v v v v v

TABLE II: Table summarizing the PE preformance for blip glitch
1. For each injection, the table notes whether the injected value
was within the 90% credible interval pre- and post-deglitching. A
checkmark (v') means the injected value is within the 90% CI, and
an empty cell means it is not.

(red circle). We see that the overlaps are close to 1 indicat-
ing that BayesWave faithfully reconstructs the glitch waveform
when the data contain an astrophysical signal just as efficiently
as when there is no astrophysical signal. This means that grcc,j
does not contain any signal contamination.

We note, however, a poor deglitching performance in one
case of blip glitch 2 where the signal is injected 0.025 s before
the glitch, as shown in Figure 7. We see that both the pre
deglitched and post deglitched posteriors exclude the injected
values, indicating that deglitching the data did not have the
bias mitigating effect we see for the corresponding case in blip
glitch 1. We also observe a lower overlap of the injection with
the spost waveform, and a lower overlap between g..j and
8rec,c- Our investigations of the BayesWave analysis show that
the Joint model does not correctly isolate the signal and glitch
parts of the data (Figure 12 in the appendix). The deglitched
data suffers from a bias that exists due to uncleaned residual
glitch power. This agrees with the findings from [20] for the
same injection set. The proximity of the glitch with the signal
merger causes a similar outlier in the quality of the signal
reconstruction. However, the biasing effect in [20] is less severe
compared to our case as the signal part of the model there is
restricted to reconstructing a CBC morphology which leads to
a more effective reconstruction of the signal and glitch parts
of the data.

Overall, our results show us that the deglitching procedure
can mitigate the biasing caused by the blip glitches, and builds
on the results of [19] by showing the impact on PE. These
results also agree with the results of [18] and [20] which show
successful glitch mitigation of the blip glitch class.

Chirp Mass [My]]| Mass Ratio Xeff
Before| After |Before|After|Before|After
-0.075|v v v v
-0.05 v v v
-0.025 v
0.0 v v v
0.025 |V v v v v v
0.05 |V v v v
0.075 |V v v v v v

TABLE III: Analog of Table II for blip glitch 2.

B. Tomte

We analyze two tomte glitches in LLO at GPS times
1243679045.58 (4 June 2019), and 1244425350.25 (12 June
2019) with SNRs 35 and 22.1 respectively as calculated by
the Omicron pipeline [52]. We use the same configuration as
for blip glitches, with an analysis segment of 4 seconds and
a window of 1 second around the time of the signal. We
show the time-frequency representation of the pre and post
deglitched detector data of tomte glitch 1 in Figure 8. The
top panel shows the glitch power at ¢ — tgitch = 0 seconds and
the signal power 0.2 seconds later. The bottom panel shows
the data with the glitch power successfully removed. We find
that the presence of tomte glitches in the PE analysis window
leads to posterior distributions that regularly exclude the true
value at greater than 90% probability in agreement with [20].
In fact, in almost all cases, the recovered posterior is sharply
peaked at values far from the true value. This is because tomte
glitches peak at a frequency very close to the peak frequency
of the binary black hole mergers we use in this study, and also
have a smaller bandwidth compared to blip glitches. The post
deglitching distributions include the injected value at the 90%
probability level and in cases of the chirp mass and s, the
distribution peaks close to the true value ( Figures 9 and 15).

We see a similar result from the overlap values in the bottom
panels of Figures 9 and 15 The overlaps between the s, and
the injection are close to 0 as the tomte glitch strongly biases
parameter estimation. The overlaps between sp.s and the in-
jection are close to 1 as is expected from [53]. The overlaps
between gec.; and grec, are also close to 1, except in one case
of tomte glitch 2 (glitch at 0.3 seconds ahead of the injection).

These results indicate that our BayesWave deglitching pro-
cedure can significantly mitigate the biasing impact of tomte
glitches on parameter estimation.
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C. Scattering

We perform a similar analysis with three scattering glitches
at GPS times 1172917780 (7 Mar. 2017), 1166358283 (21

Dec. 2016), and 1177523957 (29 Apr. 2017) with SNRs 25,
13, and 15 respectively as calculated by the Omicron pipeline
[52]. Due to the slightly longer duration of scattering glitches
compared to blip and tomte glitches, the injections are sepa-
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Chirp Mass [My]|Mass Ratio [xers
talitch — tsignal | Before | After Before | After | Before | After
-0.4 v v v
-0.3 v v v
-0.2 v v v
-0.1 v v v
0.0 v v v
0.1 v v v
0.2 v v v v
0.3 v v v
0.4 v v v

TABLE IV: Analog of Table II for Tomte glitch 1.

rated by 0.2 seconds. For the BayesWave deglitching process,
we use the modified priors introduced in Section III B.

Since scattering glitches are typically longer (>2 seconds)
than simulated CBC signals used in this study we configure
the glitch part of the Joint model to use a 2-second window,
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Chirp Mass [My]|Mass Ratio |xess

tolitch — lsignal | Before | After Before | After | Before
-0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8

o>
=y
a@
8

INEN
INEN

SRR
SNEEREEERR
SRR ERERER
SNEEREERERR
SRR

SRR ERERERR

TABLE V: Analog of Table II for scattering glitch 1.

and the signal model to use a 1-second window. We let the
dimensionality of the glitch model increase to a maximum of
100 wavelets while limiting the signal model to 10 wavelets.
By limiting the signal dimensionality to a maximum of 10, we
preemptively exclude the signal model from reconstructing the
glitch power. We also increase the maximum quality factor to
160 for the glitch model while limiting that of the signal model
to 40 (See Sec. IIIB for a discussion on why we increase the
maximum @ for longer-duration glitches). We use a longer
analysis segment length of 8 seconds to capture the full power
content of scattering glitches given their characteristic dura-
tions of 3—4 seconds, compared to the standard BayesWave de-
fault of 4 seconds used for blip and tomte glitches given their
millisecond durations.

Figure 10 shows the time-frequency representations of the
pre and post deglitched data of an example injection near scat-
tering glitch 1. Similar to Figures 5 and 8 we see that deglitch-
ing removes the glitch power from the data while keeping the
signal power intact.

Figures 11, 16, and 17 show scattering glitch has a minimal
effect on parameter estimation of chirp mass, mass ratio, and
Xeft for our simulated binary black hole events. The posteriors
are consistent with the true values and similar in distribution
to the posteriors after deglitching.

The overlaps in the bottom panels of Figures 11, 16, and 17
also demonstrate that spre and spos Waveforms agree with the
injected waveform with overlap values expected from [53]. The
overlap between gyec.; and grec,¢ is also high for times when
the separation between the time of the coalescence of the signal
and the center of the glitch is small (< 0.5 seconds). At times
far away, the analysis window is unable to fully include the
entire duration of the glitch, and we see a drop in the overlap.

BayesWave can separate signal and glitch power due to the
very different morphology of scattering glitches and stellar
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FIG. 10: Scattering glitch 1 analog of Figure 5

mass BBH coalescences, as in the case of our injection with
total mass ~ 65Mg. We find similar results when we inject a
lower mass BBH signal (M7 ~ 19M¢) as shown in Figure 13.
The injected signal here has source parameters similar to [54]
and its luminosity distance is scaled such that its SNR is equal
to 15. This is in agreement with the results shown in [18] and
[20] which show that scattering glitches have a less severe im-
pact on the parameter estimation of stellar mass BBH binaries
compared to blip and tomte glitches. We caution the reader
these results apply specifically to BBH systems from 19Mg to
65M; with signal SNR=15 and glitch SNRs as listed above.
Further investigations on the relative impacts of the signal and
glitch SNRs on the performance of the deglitching procedure
will need to be performed in a future study.

VI. CONCLUSION

Transient noise artifacts, colloquially known as glitches,
have persisted in the gravitational wave strain data from the
LIGO-Virgo-KAGRA network. These artifacts can contami-
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nate the signals from astrophysical sources, degrading the ac-
curacy of parameter estimation. In this paper, we assess the
efficacy of a procedure to subtract glitches from the signal
data and improve the characterization of source parameters
through Bayesian inference. The procedure involves model-
ing the signal, glitch, and noise parts of the data simultane-
ously using the BayesWave Joint configuration introduced in
[19]. We apply the procedure to an SNR=15 injection with
total mass My = 65M with properties similar to GW150914
[51]. The conclusions present here may not necessarily apply
to qualitatively different systems such as neutron star-black
hole (NSBH) and binary neutron star (BNS) systems where
the interplay between the signal and glitch parts of the data
will need to be more finely tuned for effective deglitching us-
ing BayesWave. Additionally, most of the glitch instances pre-
sented here have SNRs greater than the signal. For other com-
binations of signal and glitch SNRs, the impact of the glitch
on PE and the role of deglitching will need to be studied. The
modified prior ranges presented in this work may be helpful
in this fine-tuning. [20] provides more detailed studies in this
regard.

We find that blip glitches moderately affect parameter esti-
mation results when the glitch and CBC merger are coincident
within < 0.1 seconds. In cases where BayesWave can success-
fully model and subtract the glitch the accuracy of the pa-
rameter estimation is significantly improved, and the overlap
between the injected waveform and recovered maximum likeli-
hood waveform is > 0.9, consistent with the values from [53].
However, we note that there are instances in which BayesWave
does not successfully subtract the glitch, such as the injection
0.025 s before blip glitch 2 (See. Fig.7). A primary cause of
these failures is the signal model reconstructing part of the
glitch power and vice versa. A more detailed look into one of
these unsuccessful glitch models is included in Appendix A.

Tomte glitches bear a strong resemblance to blips, but with
their longer duration, pose a greater hindrance to parame-
ter estimation. This is also reflected in the overlaps between
the injected waveform and the recovered maximum likelihood
waveform which are < 0.5 in the majority of the cases. How-
ever, this study suggests that glitch subtraction is effective in
reducing their impact and yielding accurate parameter esti-
mates. The overlaps also increase to their nominal values of
> 0.9, consistent with [53].

Finally, scattering glitches, with their long-duration narrow-
band harmonics resembling the low-frequency inspiral phase of
BBH mergers, do not seem to affect the results of parameter
estimation, and the overlaps between the injected waveform
and the recovered maximum likelihood waveform are > 0.9 in
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the majority of the cases for both pre and post deglitched data.
Possible future works include studying the impacts of these
glitches on longer-duration signals such as BNS and neutron
star-black hole (NSBH) mergers using further fine-tuning to
the individual model wavelet prior bounds which we introduce
here.

A deglitching procedure similar to the one presented in this
paper has been applied to past GW detections by LIGO, Virgo,
and KAGRA [5, 17, 55]. This paper provides a baseline on the
BayesWave Joint model’s ability to mitigate some of the com-
mon glitch types encountered in LIGO’s first three observing
runs, which are likely to persist in these future observations.
As also emphasized in works such as [18], [20], and [22] the
deglitching procedure is not an exact science. All events that
required deglitching in the first three GW transient catalogs
have undergone thorough reviews, including the residuals test
described in [22]. These tests are not fully automated and
require visual inspection and human intervention. Further-
more, characteristics of detector noise changes between ob-
serving runs, and even within observing runs, therefore glitch
subtraction procedures and reviews should be re-evaluated reg-
ularly.

The modified BayesWave model described in [18] provides
a more accurate reconstruction of the CBC signal and allows
a more distinct resolution between the signal and glitch com-
ponents. Our work is complementary to [18] and [20] as it
demonstrates that deglitching is effective without a known sig-
nal model, and can be used in cases when modeling the sig-
nal as a CBC may not be as effective such as in the cases of
core-collapse supernovae [56] or post-merger BNS signals [57]
overlapping with glitches. It can also be used as a consistency
check for the deglitching process if the astrophysical signal
is suspected to have higher-order spherical harmonic modes
(HOM) [58]. We point to possible future work including inte-
grating the glitch priors developed in this work with the ones
described in [20], and automating the deglitching process by
using event trigger generators, such as the Omicron pipeline
[52], to configure the BayesWave pipeline with an event-specific
set of priors to achieve more efficient deglitching.
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Appendix A: Additional Details on an Unsuccessful
Subtraction

As stated in Sec VI, glitch subtraction for events in the grav-
itational wave transient catalogs [5, 17, 55] undergo internal
review. Since detector noise (transient and stationary) can be
unpredictable and not all GW events are the same, each glitch
subtraction case may be different. Here we look more in depth
at one instance where BayesWave deglitching is unsuccessful,
and how such a case may be identified even if the true signal
is unknown.

The event we highlight is the injection 0.025 s after blip
glitch 2. Figure 7 shows that the posterior distributions for
the chirp mass and x.ys are still narrowly peaked away from
the true value even after glitch subtraction. The bottom panel
of Figure 7 also shows the overlap between the injected wave-
form and the maximum-likelihood waveform from parameter
estimation are below 0.75, much lower than the overlaps of
> .9 we see for other injections (and in the glitch-subtracted
data has a lower overlap than the original data). Of course
for a real GW signal we will not know the true waveform, and
so we need to look at the subtracted data and BayesWave re-
construction of the signal and glitch models. Figure 12 shows
from top to bottom: the original data, the BayesWave signal
reconstruction, the BayesWave glitch reconstruction, and the
deglitched data. The injected signal is shown in green in all
four panels for reference. From visual inspection, we can see
that the BayesWave signal model does not look like a standard
BBH signal, and that it is picking up some of the blip glitch
power. The bottom panel shows that a significant amount of
power remains after glitch subtraction, with residuals around



—0.01 s at more than 50 deviation. This case would be flagged
for further review even in the absence of a true known wave-
form.

Appendix B: Additional Figures

This appendix collects some additional results, with violin
and overlap plots similar to Figure 6 for glitch instances that
are not included in the main body of the paper.

M Data I Glitch Reconstruction
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B Signal Reconstruction
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FIG. 12: Analog of Figure 1 for blip glitch 2
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