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1 Introduction

Many theories of physics beyond the Standard Model (BSM) lead to astrophysical populations
of new particles. Terrestrial laboratory experiments can search for a local flux of such particles
at Earth. The best-known example is dark matter (DM), but there are other candidates,
including new particles produced in the Sun and other stars [1–12], supernovae [13–15], or
in cosmic-ray collisions and the early universe [16, 17].

Gravitational fields within the Solar System typically have negligible effects on the total
flux of such particles at Earth. For most studies of DM, the flux is assumed to be dominated
by particles which are unbound to the Sun but are on bound trajectories through the galactic
halo, as the escape velocity from the halo exceeds the local escape velocity of the Solar
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System by about a factor of 10. This is even truer for higher-velocity fluxes, such as those
from supernovae, cosmic rays, or primordial dark radiation. Likewise, the vast majority of
low-mass particles produced in the Solar core are generally produced at speeds well above
the escape velocity of the Sun, so they exit the Solar System on nearly straight trajectories
without losing an appreciable amount of kinetic energy.

However, some small fraction of particles produced in the Sun will be emitted onto bound
orbits. This “solar basin” population [18] may accumulate within the Solar System for billions
of years, such that its energy density exceeds that of the unbound flux — its long lifetime
compensating for the small volume of phase space corresponding to bound production. The
same set of couplings responsible for their production may then also generate signals in direct
detection experiments on Earth, or leave indirect signatures.

Ref. [18] identified these dynamics generally and presented a case study for axion-like
particles coupled to electrons. Ref. [19] worked out in detail the case of kinematically-mixed
dark photon production, where the solar-basin population provides leading sensitivity over a
large mass range. Resonant pair production of fermionic millicharged particles into the solar
basin may be directly detected on Earth by proposed electromagnetic deflectors [20]. Indirect
detection signatures from solar basin axions decaying to two X-ray photons very near the Solar
limb were used in tandem with NuSTAR data to place strong constraints on axion couplings
to electrons and photons [21]. Previously, similar indirect detection phenomenology of
gravitationally-bound particles was also considered in the context of supernovae [22] and solar
coronal heating [23], as well as direct detection of a solar basin of Kaluza-Klein towers [24, 25].

Prior to this work, there had been a large uncertainty regarding the present-day density of
the solar basin near Earth due to the poorly known long-term evolution of test-particle orbits.
While particles produced inside the Sun start out on highly elliptical, Sun-crossing orbits,
they are perturbed by the gravitational influence of the planets. A combination of secular
perturbations, sufficiently close encounters, and motional resonances may eventually eject
the particle from the Solar System entirely. Refs. [18, 19] adopted a variety of assumptions
about this orbital evolution, with a plausible range from very short ejection dynamics on the
order of the Lyapunov timescale of 107 yr [26–30], to lifetimes of order the 4.6Gyr age of the
Solar System. While naive estimates and simulations based on toy models of phase-space
diffusion of orbits [31, 32] seemed to point towards O(Gyr) lifetimes, it was not possible to be
confident in such projections due to potential systematics arising from the omitted physics.

To remedy this situation, we have performed large-scale numerical simulations of the
long-term evolution of test-particle orbits in a model Solar System consisting of the Sun,
Venus, Earth, Jupiter, and Saturn. We used direct N -body numerical integration to evolve
this system for 4.5Gyr of the lifetime of the Solar System, simulating hundreds of test particles
in parallel. This paper describes in detail these simulations and their results. We supplement
these results with semi-analytic methods to verify simplifying assumptions employed in our
numerical simulations, and to address more detailed questions about temporal modulation.
Our work may also have important implications for any DM process that is enhanced at low
velocities, such as scattering via a light mediator (see ref. [33] for a review).

We provide an executive summary of this work in section 2, before providing the details
of our analyses in subsequent sections. In section 3, we describe the suites of numerical
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simulations performed to study the long-term evolution of the solar basin. Section 4 uses
secular perturbation theory for a semi-analytic prediction of the short-term density variations,
including annual and semi-annual modulation effects. We describe an interpretive analysis of
basin evolution based on stochastic energy-changing processes in section 5. In section 6, we
enumerate a variety of analytical results and checks to validate the dynamics and assumptions
of the prior sections. We conclude in section 7.

We also include three appendices containing supplemental information. Appendix A
includes a refresher on orbital elements and the conventions for the action-angle variables
in this paper, appendix B reviews how the basin density is extracted from numerical data,
and appendix C details the calculation of the rate of gravitational scattering and includes
analytic expressions omitted in the main body.

The code used to obtain the results of this study is available on GitHub, and a link (�)
below each figure provides the code with which it was generated. The large quantity of data
generated by this analysis is difficult to host publicly, but is available upon request, and
statistically reproducible with the simulation code provided.

Throughout our code base, we use units where AU = GNM⊙ = 1, with GN being
Newton’s gravitational constant and M⊙ the mass of the Sun, so that a circular orbit at
1AU has a period of 1 yr = 2π, though we will quote most results in their conventional
units in the main text. We use dimensionless action variables when presenting results in
action-angle variables, given by

J̃1 =
√
GNM⊙a; J̃2 = L̃ = J̃1

√
1− e2; J̃3 = L̃z = J̃2 cos I, (1.1)

where a, e, and I are the semi-major axis, the eccentricity, and the inclination of the orbit,
respectively. We eschew the tildes in text. More information about these conventions is
included in appendix A.

2 Executive summary

In this work, we determine the “effective solar basin lifetime” [18, 19] to be τeff(R = 1AU) =
1.20 ± 0.09Gyr. This universal constant can be used in tandem with a calculation of the
(time-independent) solar basin energy density production rate ρ̇b(R), which generically scales
as R−4, to determine the present-day solar basin energy density:

ρb(R) = ρ̇b(R)τeff(R). (2.1)

Our work is thus crucial to connect direct detection experiments on Earth — whose signals
scale as ρb(1AU) — to the calculable production rate of axions [18], dark photons [19],
millicharged particles [20], and other weakly coupled particles bound to the Sun. The effective
lifetime depends on the distance R from the Sun; in what follows, we will primarily concern
ourselves with τeff(R) at R = 1AU and omit the argument.

The value of τeff = 1.20± 0.09Gyr extracted from the numerical simulations in section 3
is not far from the “optimistic” scenario in refs. [18, 19], wherein the effective lifetime would
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equal the full lifetime of the Sun τeff = t⊙ ≈ 4.5Gyr [34, 35].1 This solidifies the solar basin
direct detection limits on axions [18] and dark photons [19], with the updated constraints
from the latter providing the most stringent DM-independent bound on the kinetic mixing
parameter over significant parts of the mass range 10 eV–3 keV. We expect this estimate of
the basin lifetime applies to basins comprised of other BSM particles beyond axions and
dark photons, as details about production in the Sun (cfr. figure 8) or in-medium effects
(cfr. figure 21) do not significantly impact the late-time basin density.

Our estimates of the present-day density, and therefore the effective lifetime, are obtained
through N -body simulations, where test particle trajectories are calculated one at a time in
the Solar System. We calculate trajectories of particles emitted from the Sun, and observe
whether they cross Earth, as well as trajectories that begin at Earth and evolve backward,
and verify whether these cross the Sun at some point within the 4.5Gyr history to confirm
these orbits could correspond to particles emitted by the Sun. Density estimates obtained
from these different integration strategies agree well with one another.

We supplement our numerical simulations with analytic and semi-analytic approaches to
verify our results, to confirm the approximations made in simulations are reasonable, and to
identify experimental signatures. Our secular perturbation theory analysis of section 4 reveals
the annual and semi-annual modulation of the basin density at Earth, which are detectable
“smoking gun” signals of a solar basin. Our stochastic description of the solar basin in section 5,
including effects from close encounters with planets and diffusion of test particles throughout
the Solar System, yields results in reasonable agreement with our numerical simulations.

Our results are relevant for constraining particle physics models (or finding evidence
for them in the future) when combined with calculations of particle production rates in
the Sun. We consider particles which can be singly produced inside the Sun, such as
axions [18] and dark photons [19]. The results carry over straightforwardly to pair production
of e.g. millicharges [20], since over the vast majority of phase space of basin production,
the “other” particle escapes relativistically, effectively making it a single-production process
for the solar basin.

In the left panel of figure 1, we show the solar basin density at Earth that would arise from
dark photon production in the Sun, derived by combining the production rate calculations
from [19] with the orbital dynamics calculations from this paper. When the coupling is small,
we can ignore effects of dark photons being reabsorbed after emission, and the density at
Earth scales ∝ ϵ2 in the kinetic mixing parameter ϵ. For larger couplings, the phase space
around Earth can become nearly saturated for some range of dark photon masses. The
density increases more slowly with ϵ, eventually reaching the fully saturated value dictated
by detailed balance for these couplings [19].

Future DM experiments based on liquid xenon as well as low-threshold targets should
be sensitive to solar basin dark photons across a wide range of unexplored parameter space
between 0.1 eV and 10 keV, as illustrated in figure 2. Our results further motivate novel
experimental concepts exploiting the presence of a low-velocity population of new particles

1We conservatively take the fiducial age of the Sun to be slightly lower than these currently most precise
estimates, because the overall structure of the Solar System is somewhat uncertain shortly after formation
(see section 3.1.1).
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Figure 1. Left panel: solar basin density at Earth from emission of dark photons in the Sun as
a function of mass m, for different values of the kinetic mixing parameter ϵ. The production rate
are taken from ref. [19], while the orbital dynamics calculations are from this work. For |ϵ| ≲ 10−14,
saturation effects (see figure 10) are unimportant at all masses. In that regime, the density scales as
ϵ2 and is simply the basin density production rate ρ̇b times the effective basin time τeff = 1.2Gyr, as
shown for ϵ = 10−16 by the black dotted curve. For values of |ϵ| ≳ 10−14, saturation effects become
important for some masses, with the basin density asymptoting to a maximum value dictated by
thermodynamic detailed balance. Right panel: same as in the left panel, but for an axion-like particle
of mass m with pseudoscalar coupling gaee to electrons with production calculations from ref. [18].
Saturation effects are only important at coupling strengths already excluded by other observations
(|gaee| ≳ 10−10). The black dotted curve shows that multiplication of the production rate with τeff
matches the full numerical result for gaee = 10−14. In both panels, the gray dashed line indicates the
galactic DM density ρDM = 0.4GeV/cm3 for reference. �

such as the “direct deflector” of ref. [20]. We also identify smoking-gun temporal modulation
signatures that can discriminate against prosaic backgrounds and, potentially, a DM origin
for a tentative detection, and thus feasibly lead to a discovery of a solar basin. This annual
modulation is derived and illustrated in figure 13 in section 4.

Axion-like particles with a pseudoscalar coupling to electrons are another quintessential
class of BSM particles which could be produced in the Sun and then detected in terrestrial
experiments, either through its relativistic flux [6] or its solar basin [18]. The right panel
of figure 1 shows the solar basin density at Earth for different axion masses and couplings,
showing similar saturation effects to the dark photon case. Resulting constraints on the
axion-electron coupling gaee are shown in figure 3.

In previous estimates from refs. [18, 19], the large uncertainty in the effective solar basin
lifetime τeff (for which values as low as 107 yr were considered) meant that these constraints
only exceeded those from unbound stellar fluxes over a small range in dark photon masses.
The results from this paper, which allow us to be confident that τeff ≳ Gyr, extend this to a
wider mass range, and open the possibility of improved discovery potential over a wide range of
smaller dark photon masses, from future experiments such as SuperCDMS [44]. The long solar
basin lifetime also implies that any contribution from Earth’s basin will be subdominant at all
masses, even below those of Earth’s core temperature; see refs. [18, figure 2] and [19, figure 3].
Finally, the high value of τeff implies that experimental searches for axion absorption are close
to exceeding astrophysical constraints on stellar energy loss, so that future experiments will
likely have leading sensitivity to keV-mass axions, independent of cosmological production.
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Figure 2. Constraints and projected reach for the kinetic mixing ϵ of a dark photon with mass
m. The brown solid lines indicate leading kinetic mixing limits from existing experiments [36–41],
assuming that the dark photon makes up all of the DM. The darker shaded blue region shows the
constraints from non-detection of a solar basin population in Earth-based DM searches; it combines the
production calculations from ref. [19] with the orbital dynamics results from this paper. Meanwhile,
the brown dotted lines show the projected reach of future experiments [42–44], again assuming the
dark photon makes up all of the DM, while the lighter shaded blue region shows projected reach of
these future DM detection experiments to the solar basin population. The gray shaded regions show
constraints from non-detection of the relativistic solar axion flux [45], and stellar energy losses in the
Sun [46] and asymptotic/red giant stars and horizontal branch stars [47]. These curves illustrate that,
while the solar basin density is usually lower than the DM density, it can still be large enough to
probe unconstrained parameter space. �

3 Numerical simulations

In this section, we describe our numerical simulations for the long-term evolution of a solar
basin. In section 3.1, we outline the setup of our numerical integration, including details
of the physical system (section 3.1.1), the numerical integration algorithm (section 3.1.2),
and the initial conditions and integration strategies (section 3.1.3). We report the low-level
results of our simulation runs in section 3.2, including the density at Earth (section 3.2.1),
saturation effects (section 3.2.2), and an annual modulation analysis (section 3.2.3, more in
section 4). The results from these sections were used for the direct detection constraints
and discovery prospects of a solar basin in the executive summary of section 2. Finally,
in section 3.3, we briefly describe how our results could be employed for the time-reversed
problem, that of gravitational capture into bound Solar System orbits.
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Figure 3. Constraints and projected reach for the axion-electron coupling gaee of an axion-like
particle with mass m. The blue shaded region shows the constraints from non-detection of a solar
basin population in Earth-based experiments; it combines the production calculations from ref. [18]
with the orbital dynamics results from this paper. The gray shaded region shows constraints from
stellar energy loss in red giants (RG) [48] and white dwarfs (WD) [49], and the X-ray flux from
decays of the irreducible (photophobic) axion background [50], as well as solar axion constraints
from XENONnT [40] and LZ [51]. The solid brown lines show the axion coupling limits from various
experiments assuming that the axion makes up all of the DM [37, 39–41], though in this scenario the
X-ray flux constraints would tighten further [52]. �

3.1 Setup

3.1.1 Physical system

We perform N -body Solar System simulations in which five bodies — the Sun, Venus, Earth,
Jupiter, and Saturn — are treated as massive gravitating bodies, and the basin particles
are treated as (nongravitating) test particles.

We treat the Sun as unchanged in mass, mass profile, and composition over its 4.5Gyr
history, so that it assumes its present-day state throughout our simulations. Because of a
considerable fraction of the Sun’s nuclear fuel has been spent already, the Sun had a different
density and temperature profile earlier in its life [53], affecting both the particle production
rate, and the orbits of Sun-crossing particles. As estimated in ref. [19], effects from the
changing particle production rate on the present-day Earth-crossing density are likely to be
at the ≲ O(10%) level. However, changes to the density profile from, e.g., a lesser helium
fraction in the young Sun would considerably change only the individual particle orbits, and
not their statistical properties (cfr. section 6.1).
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The planetary arrangement was significantly different in the early Solar System, and
evolved to its current configuration through dissipative, collisional processes [54–56], and
possibly external gravitational influences. We do not attempt to include such effects in our
simulations. Plausible models suggest the Solar System attained its current configuration
close to its present-day set of orbits 3.8Gyr ago at the latest [54, 57–60]. Even a very different
early Solar System would thus only impact particles emitted during the first 10% of the
Solar System’s history. As we will see below, the vast majority of these particles would have
been ejected by now, and so this effect is unlikely to have large effects on Earth-crossing
density of the solar basin today.

A full simulation would ideally include all of the planets in the Solar System, and
even smaller bodies such as asteroids and moons. Such a simulation would be prohibitively
expensive. Even a simulation incorporating all of the inner planets would be significantly
slower — the fast orbit of Mercury in particular requires smaller time steps to integrate
accurately. As we are most interested in the basin density at Earth, it is only necessary to
include the Sun, Venus, Earth, Jupiter, and Saturn. The basin density at Earth is mostly set
by basin particles with barely Earth crossing semi-major axes (0.5 AU ≲ a ≲ 1 AU), as we
will explore in 3.2. The inner Solar System orbits of most interest to us are little affected
by Neptune, Uranus, and the rest of the outer Solar System. We furthermore omit Mercury,
Mars, and smaller objects, as the main effect of the planets in the inner Solar System is to
cause diffusion in phase space. This diffusion is by far most efficiently driven by Venus and
Earth due to their higher mass and smaller semi-major axes (than that of Mars), cfr. section 5.

We treat the planets as point masses, since encounters with impact parameters smaller
than their radii are exceptionally rare. Most of the phase space redistribution occurs through
many “weak” encounters (i.e., via small-angle gravitational scattering) rather than the few
strongest encounters (section 5.1). The finite size of the Sun, however, is important: the
non-1/r potential leads to significant orbital precession for particles with perihelia inside the
Solar interior, which in turn averages out secular perturbations from the planets (section 6.1).
This slows the evolution of the particle orbits’ energy and angular momentum. To capture
these effects, we model the Sun’s gravitational potential as that coming from an enclosed
mass function

M(R) = c1M⊙

(
2−

[
2 + c2R

R⊙

(
2 + c2R

R⊙

)]
e
− c2R

R⊙

)
, (3.1)

where c1 ≈ 0.501, c2 ≈ 10.285, and M⊙ the total mass of the Sun, for R < R⊙ (in heliocentric
coordinates), and M(R) = M⊙ for R ≥ R⊙. This expression is in agreement with recent
models in the literature [61].

We will discuss in section 6.1 why we expect our statistical results to be unaffected
by unmodeled effects such as gravitational corrections from general relativity and the non-
sphericity of the Sun.

3.1.2 Algorithm

Since the Solar System is chaotic, with typical Lyapunov times of order 107 yr for the test
particles of interest [26–30], one cannot aim to compute trajectories precisely over the full
history of the Solar System. However, certain nearly-conserved quantities such as an orbit’s
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energy can be stable on much longer timescales, so it is important to use an integration
method that respects these conservation laws.

Particles emitted with very small aphelia are never perturbed onto Earth-crossing orbits
(see sections 3.1.3 and 3.2); the test particles of interest are thus emitted on (initially) very
eccentric orbits. An adaptive step size method, which can take smaller time steps during the
very fast motion close to or through the Sun, is thus vital.2 While symplectic integration
methods are often used for orbit integration, implementing an adaptive time step mechanism
that does not violate symplecticity is not trivial. Though such methods exist [62–65], they still
incur errors from machine-precision arithmetic. These shortcomings mean that non-symplectic
higher-order integrators with adaptive stepsize can have competitive performance.

In fact, even in situations where one might have expected symplectic integrators to be well
suited, such as integrating well-behaved, energy-conserving systems such as the outer Solar
System, the very low errors achievable through adapative-stepsize high-order integrators can
make them the method of choice. For example, IAS15, a 15th-order adaptive step size Gauss-
Radau integrator, can achieve machine-precision-limited accuracy on such problems [66].

Machine-precision-limited accuracy is obviously a desirable goal, if achievable, and we
investigated the IAS15 integrator for our simulations. However, for the orbits of interest,
the typical speed achieved on our computer systems was ∼ 100(sim yr)/(cpu sec) for each
particle, with some particles evolving significantly more slowly. It would have taken multiple
years to simulate the 4.5Gyr history of the Solar System without selection bias. We found
the DPRKN12 integrator [67] from the DifferentialEquations.jl package [68], a 12th-
order explicit adaptive Runge-Kutta-Nyström method, to be a good compromise between
accuracy and speed.

3.1.3 Integration strategies

We adopt two independent, qualitatively different strategies to integrate the test particle
trajectories. Hereafter, we refer to these separate strategies as “forward” and “backward”
runs; they are described below.

Forward runs. The most obvious way to simulate the orbital evolution after solar particle
production is to initialize particles inside the Sun — with positions, velocities, and injection
times randomly chosen from the appropriate distributions — and then evolve them forward in
time within the Solar System. Some particles will be ejected from the Solar System between
the time of production and the present, but others will survive until today. For the latter, we
keep track of their close encounters with Earth and thus estimate the Earth-crossing density.

Forward-simulated particles are injected from a random locus at radius R = R⊙, i.e. from
a uniform distribution on the surface of the Sun. At each injection point, the phase space
is also taken to be uniform in 3D velocity space, corresponding to a production process
whose matrix element is constant in the “soft limit” of vanishing velocity v → 0 [18]. For
computational efficiency, we restrict the magnitude of the injection velocity to be such that the
initial semi-major axes of the produced test particles fall in the range of 0.4 AU < a < 4 AU,

2An alternative possibility would be to analytically transport particles through the region close to the Sun,
but it would be difficult to avoid introducing boundary effects.
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while the angle of the injection velocity is isotropic. Particles with lower injection speeds
do not cross Venus’ orbit and therefore are unlikely to ever reach Earth-crossing orbits
(see below and section 3.2). Further, these orbits would require much smaller time steps
to integrate faithfully. Particles with injection speeds higher than this range are either
unbound from the start or have such large semi-major axes that they are quickly ejected
from the Solar System by Jupiter.

The injection times are also uniformly distributed between the present day and 4.5Gyr
in the past. The starting configuration of the four planets at each injection time is obtained
by simulating the planetary orbits backward in time from the present day to the injection
time (with the same DPRKN12 algorithm).

The forward runs were performed on 256 CPUs. Each CPU simulated the mock Solar
System with 5 active particles (the Sun and four planets) and one test particle in the solar
basin. Test particles were simulated until ejection from the Solar System (a status assigned
if they attain a distance of 30 AU or more from the Sun) or until they reached the present
day. The state of the simulation, namely the positions and velocities of the planets and test
particles, was saved in time steps of 103 years.

Once a particle’s simulation was finished, another particle was started using the same
CPU. In total, 2540 simulations were started in this way, of which 2284 finished. All of
the 256 initial simulations ran to completion. Since there is a significant bias in how long
simulations with different initial conditions take to complete — for example, particles with
smaller initial semi-major axes a generally take longer to be ejected — this bias can be
propagated to our results if we use all of the completed runs in our analysis. We therefore
make a conservative cut on our results and mostly analyze the “original” 256 forward runs
throughout this paper to avoid any completion bias.

Backward runs. For roughly the other half of the simulations, we employed the “opposite”
procedure. Particles were initialized close to Earth’s present-day position, with random
velocities (restricted to bound trajectories), and then evolved backward in time. This protocol
samples directly from particle trajectories that eventually hit Earth, as opposed to the forward
runs, which sample from trajectories at particle production. At each Sun crossing, a particle
in the backward runs could have been produced, and it is automatically conditioned on crossing
Earth, where it could have been detected.

For the backward simulations, particles were injected at random locations on a shell
0.002AU ≈ 47R⊕ from the center of Earth (about the Earth-Moon separation), with velocities
chosen at random within the velocity-space ball of bound trajectories. The initial displacement
from Earth’s surface at R⊕ was chosen to avoid potential numerical errors from initialization
near a point particle (Earth in the simulation), but is sufficiently small that significant basin
density differences are not expected. The injection time was chosen uniformly at random
within the past 100 years to cover a range of Earth positions relative to the other planets. A
particle’s simulation ran until it was either ejected from the Solar System, or 4.5Gyr elapsed.

As in the forward runs, once a particle’s simulation was finished, another backward
simulation for a different particle was started on the same CPU. In total, 5609 simulations
were started, of which 5382 finished. All of the 256 initial simulations ran to completion.
Arranged in order of starting time, the first 3879 of the 5609 total simulations completed, with
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the remainder of finished simulations distributed across later start times. We will primarily
use the 256 initial simulations as an unbiased sample. Where a larger sample is desirable, we
will use the first 2048 simulations started — the largest power-of-two sample size available.
The latter procedure still technically involves some selection bias. However, since initial
conditions with longer completion times generally correspond to longer ejection times, this
bias is conservative in that it will underestimate the basin energy density. Furthermore, the
empirical probability for simulation number 2049 through 3879 to not have run to completion
must be less than 10−3 (otherwise at least one would not have finished), so the selection
bias in our sample of the first 2048 runs is exceedingly small.

Relative merits of forward and backward integration. Aside from our two integration
strategies serving as a useful cross-check, the forward and backward runs complement each
other with regards to several observables of interest.

Overall, the backward runs are more versatile and provide multiple benefits. Firstly,
since Earth’s geometric cross-section is far smaller than that of the Sun, the backward runs
are naively more efficient at sampling Sun-crossing trajectories than the forward runs are
at sampling Earth-crossing trajectories (per unit simulation time), thus yielding sharper
estimates for the effective basin lifetime (cfr. section 3.2).3 Secondly, while definite choices
about particle production (production location, energy) must be made for the forward runs,
the backward runs can all be analyzed differently for varying production assumptions. Finally,
following the previous point, the backward runs also enable us to analyze the Earth-crossing
flux from other sources, such as gravitationally captured DM particles, or a primordial
abundance of DM in the Solar System.

On the other hand, the forward runs naturally provide more data points for particle
encounters with Earth since each particle may have many encounters over the period under
consideration. This potentially provides insight into more fine-grained quantities, such as
short-term temporal modulation of the basin density and late-time distribution in phase space.

Particle Injections. As discussed above, we restrict the magnitude of the injection velocity
of test particles such that the initial semi-major axes of test particles falls between 0.4AU <

a < 4AU. We confirmed that the lowest a value attained is 0.35AU in 256 forward and
2048 backward simulations. This distance is set by close encounters with Venus: the smallest
distance between Venus and the Sun is 0.72AU, so if a particle is knocked onto a high-
eccentricity orbit via a close encounter with Venus, it has a ≳ 0.36AU, and secular evolution
does not change a until at least third order in perturbation theory. If a particle is injected
with a ≤ 0.35AU, we would not expect it to become Earth crossing, so there is no need to
inject particles at smaller a for our purposes. We have checked that estimates of the effective
basin lifetime are not significantly affected by this decision, by dropping all of the injected
particles with a ∈ [0.4, 0.45]AU. We similarly do not expect that our conclusions would differ
significantly if has we injected down to a = 0.35AU.

3For the forward runs, we actually consider intersections with a larger shell around Earth, rather than
strictly Earth-crossing trajectories, to mitigate precisely this issue.

– 11 –



J
H
E
P
1
2
(
2
0
2
4
)
0
0
7

Figure 4. Diagrams illustrating the orbits of solar basin particles shortly after production inside the
Sun (upper row), and 25 million years later (bottom row). The yellow dot corresponds to the Sun, the
colored trails correspond to one year of solar basin particle orbits, and the black trails correspond to
the orbits of Venus and Earth. While the initial orbits of the solar basin particles are all Sun-crossing,
gravitational perturbations from the planets drive them onto different orbits, as illustrated in the
bottom row. In the left (right) column, the line of sight is oriented along the z-axis (y-axis) so that
the ecliptic is face-on (edge-on).

3.2 Results

Figure 4 shows examples of the evolution of particle orbits during this process. At first,
particles are emitted on Sun-crossing orbits. As illustrated in the top row, their orbits will
initially precess rapidly due to the non-1/r potential inside the Sun (section 6.1). Over
time, gravitational perturbations from the planets modify the orbits; the bottom row of
figure 4 shows the particle orbits after 25 Myr of evolution, showing that they are no longer
Sun-crossing, and have significantly changed most of their orbital elements. However, the
particle energy, corresponding to the orbit’s semi-major axis a, is mostly constant over these
timescales (the largest change in semi-major axis in figure 4 is 6%).
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Figure 5. Evolution of the semi-major axes a for 256 test particles under the gravitational influence
of the Sun, Venus, Earth, Jupiter and Saturn. The particle trajectories are evolved forward in time,
where t = 0Gyr corresponds to the birth of the Solar System and t = 4.5Gyr is the present day.
Particles are initialized at uniformly random times, and at starting locations on the Sun’s surface, with
initial velocities corresponding to semi-major axes between 0.4AU and 4AU. 188 of these particles
are ejected from the Solar System during this evolution, but 68 survive until the present day. A
representative set of 32 particle trajectories is shown in color so that their evolution is easier to see.
Close encounters with Jupiter, Earth, and Venus are possible for particles with semimajor axes above
half the planetary orbital radii, which are shown as black dashed lines at 0.34, 0.5, and 2.6AU. For
a > 2.6AU, Jupiter ejects particles on timescales of a few Myr. �

As mentioned above, we find that Jupiter-crossing particles are usually ejected from
the Solar System on relatively short timescales, and that this is by far the most efficient
means of ejection. In addition, once a is large enough, the other orbital elements generally
change on fast enough timescales that the particle becomes Jupiter-crossing and is ejected
relatively quickly. The lifetime of test particles within the Solar System is therefore set by the
time taken for their semi-major axes to become Jupiter-crossing (a > RJ/2). This behavior
is evident in our forward simulations and is illustrated in figure 5, which show the secular
evolution of the test particles’ semi-major axes over time, for the 256 initial runs. We can see
that a evolves mostly in a quasi-random-walk fashion over timescales of hundreds of Myr,
with the evolution rate significantly increasing for larger a. This energy-changing behavior
will motivate the stochastic description of section 5.

Most (188 out of 256) of the particles in the forward simulations are ejected during their
evolution. This is depicted in the left panel of figure 6. The teal curve illustrates the number
of particles that have not been ejected by a given simulation time; the gap between this curve
and Np = 256 shows the number of particles that have been ejected and the distribution
of ejection times. 68 particles survived until the present day and could contribute to the
Earth-crossing density. As we discuss in section 3.2.1, we can use the trajectories of these
particles to estimate the Earth-crossing density today.

Figure 7 shows the secular evolution of the test particles’ semi-major axes over time
for the 256 initial runs of the backward simulations. All but 5 of these particles are ejected
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Figure 6. Left panel: plot of particle lifetimes for the forward simulations described in section 3.2.
The horizontal axis shows to the time elapsed since the start of a given particle’s simulation. The
teal curve corresponds to the number of particles that have not been ejected prior to that point,
while the orange curve depicts the number of simulations still running up to the given time. The
gap between the curves corresponds to the number of simulations which finished (i.e. ran up to the
present) without undergoing an ejection event up to the given time. Right panel: plot of particle
lifetimes for the backward simulations described in section 3.2. The teal curve corresponds to the first
Np = 256 simulations, and the orange curve to the first Np = 2048 simulations. Both curves initially
fall very steeply, due to the fast ejection of Jupiter-crossing particles, then fall with a decay rate of
order Gyr−1. �

from the Solar System during the 4.5Gyr simulation time. The distribution of ejection times
is plotted as the teal curve in the right panel of figure 6. Initially Jupiter-crossing orbits
are ejected on relatively short timescales (in agreement with the analytical estimates of
section 5.1.2), while essentially all later ejections are due to the semi-major axis increasing
due to secular and inner-Solar-System perturbations, a much slower process, until the particle
is Jupiter-crossing. For the first 2048 runs, all but 26 of the particles were ejected, with the
distribution of ejection times plotted as the orange curve in the right-hand panel of figure 6.

3.2.1 Earth-crossing density estimates

Forward runs. For the forward simulations, we simulated few enough particles that it is
very unlikely for any particles to be Earth-crossing precisely at the present day (Earth’s
interior takes up only a 10−13 fraction of the volume within 1AU of the Sun). However, if we
assume that the statistics of Earth crossings are similar over some timescale, we can track
all of the Earth crossings that occur during the final tf period of the simulation. Similarly,
if we assume the precise size of Earth is not very important, as long as it is small enough
compared to Solar System scales, then we can look at particles which cross some larger
sphere centered on Earth’s position.

Making both of these approximations enables us to obtain sufficient statistics to estimate
the present-day Earth-crossing density precisely. We track the motion of a particle p during
the final tf period of the simulation, and find the time t̂ball,p during which p is within
a distance rball of Earth. By relating the number of simulated particles to the number
that would have been emitted in a particular particles physics model, we can estimate the
Earth-crossing density for that model.
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Figure 7. Evolution of the semi-major axes a for 256 test particles under the gravitational influence
of the Sun, Venus, Earth, Jupiter and Saturn. The particles are evolved backward in time (with t

the look-back time and t = 0Gyr the present day), starting from locations close to Earth’s position,
with random sub-escape velocities. All but 5 of these particles are ejected from the Solar System
within 4.5Gyr during this backward evolution, corresponding (in forward evolution) to having been
captured from unbound halo particles. 209 of them pass through the Sun during the integration time,
corresponding to trajectories that particles could have taken to reach Earth after emission from the
Sun (in forward evolution). A representative set of 32 particle trajectories is shown in color so that
their evolution is easier to see. Close encounters with Jupiter, Earth, and Venus are possible for
particles with semimajor axes above half the planetary orbital radii, which are shown as black dashed
lines at 0.34, 0.5, and 2.6AU. �

A useful, model-independent way to express our density estimates is in terms of the
“effective basin time” τeff defined in eq. (2.1) [18, 19]. This is the constant of proportionality
between the present-day density at Earth, and the rate of change of this density assuming
that particles remain on their initial trajectories (without re-absorption). If each particle
emitted from the Sun remained on its initial trajectory, then the average time spent per
particle in a ball of radius rball, at distance R from the Sun, is

t̄ball(R) ≃
1
2
r3

ball
R4

tf
1/amin − 1/amax

, (3.2)

where amin and amax are the minimum and maximum semi-major axes of the emitted particles
that we consider, assuming amin < R/2 and amax ≫ R/2. This expression is derived in
appendix B.1. We can estimate τeff via

τ̂eff(R) ≃ t⊙

∑
p t̂ball,p

Npt̄ball
. (3.3)

where t⊙ = 4.5Gyr is the lifetime of the Solar System, Np is the number of simulated particles,
and ∑p represents the sum over the simulated particles. To perform this estimate with the
simulations, we saved the state of the solver at regular intervals of 103 yr. We then re-ran the
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simulations at higher resolution starting from these checkpoints, noting each time the test
particle passed within rball of Earth. This gives an estimate of τeff = 1.20Gyr at R = 1AU,
based on this averaging procedure over the final tf = 107 yr for the first 256 forward runs.

To estimate the statistical uncertainty in our estimate, we use a bootstrap method.
Given our Np = 256 particles, each individual orbit p gives us an (imprecise) estimate
τ̂eff,p = t⊙(t̂ball,p/t̄ball). We then create a single bootstrap sample s by choosing Np random
numbers sj uniformly and independently from p = 1, . . . , Np (sampling with replacement), so
that τ̂eff,s = 1

Np

∑Np

j=1 τ̂eff,sj . Drawing many such samples gives us an empirical estimate for
the probability distribution function corresponding to choosing Np random particles, from
the uniform probability distribution on the actually-computed particles. The quantity we are
actually interested in, of course, is the probability distribution corresponding to choosing
Np random particles from the full initial distribution, rather than our Np samples from it.
However, the theory of bootstrap estimators [69] shows that, in the limit of large Np, the
bootstrap-estimated PDF becomes a good approximation to the true one.

Figure 8 shows the bootstrap-estimated probability distribution for the Earth-crossing
density, where we look at intersections with a sphere of radius rball = 0.01AU around Earth
during the final tf = 107 yr of the simulation. We can use this data to update our result for
the effective lifetime of the basin with an uncertainty, finding τeff = 1.20+0.31

−0.27Gyr at 68% CL.
As we discuss below, these estimates are compatible with those from the backward runs.

Backward runs. For the backward simulations, a large fraction — 209/256 and 1681/2048
for our fiducial samples — of the injected particles passed through the Sun at some point
during their evolution. If we reverse the arrow of time again (to the “correct” direction),
these correspond to trajectories that particles could have taken to reach Earth subsequent to
emission from the Sun. The number of Sun crossings for a given backward trajectory allows
an estimate of the present-day Earth-crossing phase space density for that trajectory.

The phase space density f in a transiting wavepacket in a given location of the Sun
evolves as [19]

ḟ = Γprod
[
1 +

(
1− em/T

)
f
]
, (3.4)

where m is the particle mass, T is the Solar temperature, and Γprod is the in-medium particle
production rate. For a given theory, the proper procedure would be to integrate over the
particle’s trajectory within the Sun, evolving f given the properties of the medium that it
passes through. Here, we make the approximation that particle emission and absorption only
occur at discrete radii inside the Sun. For some models with resonant production (e.g. dark
photons, millicharged particles), this can be good approximation by itself — for others, we
can sum over the appropriate weighted combination of different radii.

The change in a wavepacket’s phase space density during a transit of a thin shell at
radius Rprod < R⊙, ignoring re-absorption (see section 3.2.2), is

δf ≃
∫

dtΓprod[R(t)] =
∫ dR
vR

Γprod(R) ≃
1

vRprod

∫
shell

dRΓprod(R) ≡
Γprod∆Rprod

vRprod

(3.5)

where vRprod is the radial velocity of the particle at that radius from the Sun’s center, which
depends on e and (weakly) on a. The shell’s thickness is assumed so small that vR ≃ vRprod
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Figure 8. Bootstrap-estimated probability density functions for the effective solar basin lifetime
τeff , for particles emitted from close to the Solar surface. The purple histogram corresponds to the
estimate from the last 107 yr of the 256 forward simulations. The orange histogram corresponds to
the estimate from the first 256 backward simulations, while the teal histogram corresponds to the first
2048 backward simulations. The latter gives the most precise estimate, with τeff = 1.20± 0.09Gyr.
The right-hand side illustrates the PDF for the 2048 backward simulations for different choices of
emission radius, illustrating that the result does not depend strongly on this choice. �

can be treated as constant across the shell. We derive in appendix B.1 that for production
dominated by a single shell, the effective basin time can be estimated as

τ̂eff(R) =
8
9R

(
R

Rprod

)2
vesc,R

vesc,Rprod

 1
Np

∑
p

(p)∑
i

1
vRprod

 , (3.6)

where we are mostly interested in R = 1AU. As before, ∑p represents the sum over the Np

simulated particles, and ∑(p)
i is over passages of the particle p through the shell of radius

Rprod, occurring with radial velocity vRprod . The prefactor includes vesc,R and vesc,Rprod , the
escape velocities at R and Rprod, respectively.

As illustrated in the right-hand panel of figure 8, the estimates of the probability density
functions for τeff for shells of different radii are similar. We conclude that τeff is essentially
the same for different particles physics models: for example, axion-like particles produced
in the solar core and low-mass dark photons resonantly produced in a shell near the solar
surface will both have the same effective basin lifetime, within our statistical uncertainties.

As above, we can estimate the uncertainty in our estimates via a bootstrap procedure.
The bootstrap-estimated probability distributions from the first 256 particles and the first
2048 particles are shown in the left panel of figure 8. These are in good agreement with the
estimate from the forward runs; at 68% CL, the first 256 particles give τeff = 1.44+0.27

−0.25 Gyr,
while the first 2048 particles give τeff = 1.20± 0.09Gyr. The different forward and backward
methods of calculating the present-day density at Earth act as somewhat independent checks
on each other.

3.2.2 Saturation density

If the production rate in the Sun is large enough, then re-absorption of basin particles can
also become important, cfr. the terms proportional to f in equation (3.4). Assuming that
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particles are emitted from Solar material at temperature T , the phase space density in the Sun,
and consequently elsewhere in the Solar System, is at most the bosonic thermal occupation
number fT = (em/T − 1)−1. Equilibrium is achieved at ḟ = 0, indicating a detailed balance
between the Sun and its solar basin. If particles emitted from the Sun eventually access
all of the Earth-crossing velocity phase space, this would lead to a maximum “saturation”
density at Earth of ρsat,full = 4

3πm
4v3

esc,RfT .
However, since the velocity distribution of Earth-crossing particles emitted from the Sun

is not uniform, significant re-absorption starts occurring at densities well below ρsat,full. If all
particles remained on their initial, highly eccentric orbits, then depending on the emission
radius inside the Sun, only O(10−3) to O(10−2) of the velocity phase space volume at Earth
would be occupied, reducing the saturation density by the corresponding amount [19].

Our simulations show that the velocity distribution at Earth sits between these two
extremes after t⊙, as we depict in figure 9. The perturbed solar basin explores much more of
the phase space than the initial trajectories immediately after production, but is far from
fully mixed. If a backward-simulated particle accumulates a phase space density f0 over its
evolution ignoring re-absorption, then the re-absorption-corrected phase space density is

f = fT

(
1− e−f0/fT

)
. (3.7)

Figure 10 illustrates these effects for emission from shells at different production radii inside
the Sun. The dashed curves correspond to the density at Earth that would arise from
a fully-mixed phase space (in orbital elements other than a) with no ejection, while the
dot-dashed curves correspond to particles remaining on their initial trajectories. At small
enough emission rates, our data-driven estimates correspond to smaller densities, due to
semi-major axis a evolution (including ejections) which reduces the effective particle lifetime to
τeff ≈ 1.2Gyr < 4.5Gyr. For higher emission rates, the phase space evolution means that the
density can exceed the saturation density of the phase space volume of the initial trajectories;
eventually tending to the fully-mixed saturation density for extremely high emission rates.

In appendix B.2, we outline precisely our algorithm for determining the basin density as
a function of mass and production rate, based on the time spent at different solar radii by
backward-simulated particles. The method presented there was used to calculate the dark
photon and axion densities of figure 1, including re-absorption/saturation effects.

3.2.3 Annual modulation

Even if planetary perturbations were unimportant, the eccentricity of Earth’s orbit means
that the solar basin density at Earth would change over the course of the year. For example,
the initial population of solar basin orbits gives rise to a ∝ 1/R4 density distribution, where
R is the distance from the Sun [18, 19]. Since the current orbital eccentricity of Earth is
e⊕ ≃ 0.017, this would result in about a 14% density variation over an orbit, i.e. fractional
amplitude of 6.8% with a one-year period and largest at perihelion (M = 0).

We investigated the temporal modulation of the basin density over Earth’s orbit from
the same samples as those used in section 3.2.1 to estimate the Earth-crossing density. We
recorded the mean anomaly M of every “Earth crossing” in the final tf = 107 yr of the first
256 forward simulations. Similarly, we can estimate the density as a function of the “starting”
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Figure 9. Top row: voronoi plots of the estimated velocity phase at Earth from particles emitted
at the Solar surface, using the first 2048 backward simulations described in section 3.1.3. These are
plotted in spherical coordinates with the ecliptic as the equatorial plane, normalized to v0 = 2πAU/ yr,
so that Earth’s velocity is approximately (vr, vθ, vϕ) = (0, 0, 1). The gray level of each cell is set
by the (logarithm of the) estimated density at Earth for that particle trajectory, with darker cells
corresponding to higher densities. Bottom row: as above, but showing the estimated phase space
density from the first 256 forward simulations, obtained by accumulating phase space density whenever
a particle passes within 0.05AU of Earth. The different velocities obtained from the same particle at
different times are clearly highly correlated (leading to apparent artificial clustering), but the basic
features of a higher density at small vϕ, and very little density at large and negative vϕ, are common
between the forward and backward results. �

mean anomaly M of the backward simulation, since the start time was chosen uniformly
randomly over the last 100 yr. The results normalized to the mean density are shown as
the thick black curve in figure 11. The thin colored lines depict six other bootstrap samples
of the same simulation data, using the same method as in section 3.2.1. We do not obtain
significant evidence for temporal modulation using this method, likely due to insufficient
statistics. This is not surprising, since we were able to determine the time-averaged density
to O(10%), while temporal modulation is a more fine-grained question at the few-percent
level. The forward runs yield slightly lower noise despite the lower number of simulated orbits
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Figure 10. Basin energy density ρ at Earth for production rates Γ high enough that Solar re-
absorption is important. The density is normalized by ρf=1 = 4

3πm
4v3

esc,R (occupation number f
equal to unity over the full phase space at Earth), and the production rate by Γ1 need to achieve
that density. Orange (teal) curves correspond to emission from a shell of radius Rprod = 0.9R⊙
(Rprod = 0.1R⊙), where the solar temperature is T ≈ 50 eV (T ≈ 1.1 keV), for a solar basin particle
of mass m = 1 eV. While the saturation occupation number — and thus the saturation density for
a fully mixed phase space — is higher by a factor T (0.1R⊙)/T (0.9R⊙) ≈ 22 for the emission from
the higher-temperature shell, the smaller size of this shell means that the initial orbits occupy a
smaller phase space volume. These competing effects mean that their saturation densities without
phase space mixing are comparable. The solid curves correspond to density estimates for the phase
space distribution arising from particle evolution in the Solar System, derived from the first 2048
backward simulations and applying the correction factor in eq. (3.7). Dashed (dot-dashed) curves
show the density for maximally (minimally) efficient phase space mixing, assuming the orbital energy
is conserved and no ejections occur. �

because each trajectory may have many Earth crossings over tf = 107 yr. However, since
secular timescales are shorter than tf (sections 4 and 6.2), there is a concern that temporal
variation would be washed out even with increased statistics.

3.3 Density from gravitational capture

In addition to modeling particle emission from the Sun, our simulations can also be applied
to other scenarios, such as halo DM particles captured gravitationally (or by other interac-
tions) [70, 71], or a primordial abundance of DM in the Solar System [32]. While present-day
capture from the galactic halo cannot significantly enhance the density of such particles at
Earth due to Liouville’s theorem, it can lead to a low-relative-velocity population that may
be of interest for certain types of interactions [33, 70–74].

For very weakly-interacting particles, the backward simulations model this scenario
directly — each backward run that is ejected from the Solar System corresponds to a particle
gravitationally captured from an unbound orbit. The fact that the vast majority (251/256
and 2022/2048 for our fiducial samples) of the simulated particles are ejected during the
backward runs shows that gravitationally captured particles diffuse to fill almost all of the
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Figure 11. Estimates of the solar basin density at Earth at different points along Earth’s orbit, as
measured by Earth’s mean anomaly M . The left panel shows estimates obtained from the first 256
forward runs, and the right panel from the first 2048 backward runs (with the same methodology
and from the same tf = 107 yr sample as in figure 8). The thick black curves correspond to the
accumulated density from the simulated particles, while the coloured curves correspond to bootstrap
samples selecting a subset (with replacement) of these particles. There are not enough samples in
either of these direct numerical simulations (but see section 4 for an alternative method) to provide
conclusive evidence of short-term temporal modulation. �

Figure 12. Plots of initial particle velocities relative to Earth for the first 2048 backward simulations.
These are plotted in spherical coordinates with the ecliptic as the equatorial plane, normalized to
v0 = 2πAU/yr, so that Earth’s velocity is approximately (vr, vθ, vϕ) = (0, 0, 1). The large blue dots
correspond to particles which are not ejected from the Solar System during the backward evolution,
while the small orange dots correspond to particles which are ejected. If we consider evolving forward
in time, then the orange dots correspond to trajectories which are gravitationally captured from
unbound halo trajectories. We do not see evidence for the “hole” structure proposed in ref. [31]. �

Earth-crossing phase space, as illustrated in figure 12. In particular, we do not see any
evidence for the “hole” structure proposed in ref. [31], where it was claimed that a large
volume of Earth-crossing phase space remains empty over the lifetime of the Solar System.

One reason for this difference, already noted in ref. [32], appears to be that ref. [31] did
not take into account the effects of Kozai oscillations (section 6.2). For orbits which are not
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Jupiter-crossing, ref. [31] assumed that phase space evolution is driven by perturbations from
Earth and Venus, with perturbations from a given planet preserving the particle’s velocity
relative to that planet. However, as we discuss in section 6.2, even for particles with semi-
major axis a < aJ/2, the gravitational effects of Jupiter can drive significant evolution of all of
the particle’s orbital elements, apart from its semi-major axis, on timescales short compared
to the age of the Solar System. The assumption that particles approximately maintain their
velocity relative to Earth is not generally a good one. Our direct numerical simulations, both
forward and backward, show that the inner planets can perturb particles onto Jupiter-crossing
orbits in less (but not much so) than the lifetime of the Solar System in almost all of the Earth-
crossing phase space, in contrast to the predictions from refs. [31, 32]. We can qualitatively
understand this behavior (up to motional resonances) as diffusive evolution of orbital energies
due to close-encounter gravitational scattering with Venus and Earth (section 5).

If nongravitational particle interactions are significant, then scattering or absorption
in the Sun may affect the Earth-crossing distribution. For bosonic particles which can be
absorbed inside the Sun, the effect of such absorption (and associated production processes)
is to bring the phase space density f closer to the saturation value fT associated with the
Solar temperature. If fT is larger than the phase space density of the unbound DM halo

— true for a dark photon in the mass range 50 eV ≲ m ≲ 20 keV [19, figure 3] — absorption
increases the Earth-crossing density; otherwise, absorption decreases it.

For particles which are scattered inside the Sun, the effect of solar scattering events
will depend on the mass of the particle. Unlike gravitational interactions, which (to a very
good approximation) preserve the phase space volume of test particle trajectories, scattering
processes can exchange entropy with SM particles, either heating or cooling the hidden-sector
particles. For sufficiently heavy particles captured into tightly bound orbits, this cooling can
result in significantly enhanced densities inside the Sun, which could lead to e.g. enhanced
annihilation rates [75–78].

The density in Earth-crossing trajectories can generally not be enhanced in this way.
For light DM (m ≲ 50MeV), whose thermal velocity at the temperature of the solar core is
significantly higher than the Solar System’s escape velocity, this follows simply from phase
space considerations. The phase space density of unbound halo DM is larger than the thermal
phase space density corresponding to Solar temperatures, so scatterings in the Sun will tend
to reduce the phase space density to bring it closer to the thermal value.

For heavier DM, whose thermal velocity at Solar core temperatures is much less than
the Sun’s escape velocity, we can consider the phase space volume Vb of bound, Sun-crossing
orbits which reach large radii (say, semi-major axes greater than 0.3AU). These particles,
as well as Sun-crossing unbound halo particles, have speeds close to the escape velocity
within the Sun. In dynamical equilibrium, the average phase space density f̄ within some
energy bin a must satisfy: ∑

b

f̄bΓb→a = f̄a

∑
c

Γa→c. (3.8)

The l.h.s. sum is dominated by higher-energy bins b (with velocities up to just above the
Solar escape velocity), and the r.h.s. sum by lower-energy bins c. If the energy bin a is within
Vb and the scattering process is not strongly dependent on velocity (particles in bins a and
b have velocities almost equal to the Solar escape velocity), then we have Γb→a ≃ Γa→b∗ ,
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where the energies satisfy Eb − Ea ≃ Ea − Eb∗ . Then,

f̄a ≃
∑

b∗ f̄bΓa→b∗∑
c Γa→c

(3.9)

Thus, f̄a is at most as large as the f̄b for larger energies. The average phase space density
within Vb will therefore not be appreciably larger than the DM halo density.4 This argument
breaks down for bound, Sun-crossing orbits with speeds well below the Solar escape velocity
(corresponding to semi-major axes ≪ AU), for which density enhancements can occur.

Since gravitational capture will populate almost all of the bound Earth-crossing phase
space at the halo DM phase space density, these arguments show that Solar scatterings
can at best deplete this density. We leave a quantitative analysis of these effects — in
particular, the parameters for which scatterings do significantly reduce the Earth-crossing
density — to future work.

4 Secular perturbation theory

In section 3, we tackled the full problem of solar basin evolution using numerical integration
of particle orbits, with almost all relevant effects “turned on” (in section 6, we discuss
several negligible effects that were left out of the simulations). However, because direct
integration of particle trajectories is computationally demanding, it is challenging to have
sufficient statistics for a precise determination of temporal modulation of the basin density
along Earth’s trajectory.

In this section, we use secular perturbation theory to tackle this question of temporal
modulation on annual time scales. Our main assumption is that motional resonances can
be neglected over most of the relevant phase space, and that close-encounter scattering
typically occurs on time scales much longer than secular time scales (see section 5). In
other words, most of the time, particles (planets included) follow simple Keplerian orbits
which vary slowly in time.

Recall these orbits can be described by the standard orbital elements: a, e, I, ω̄, Ω, and
M , which are the semi-major axis, eccentricity, inclination, longitude of perihelion, longitude
of the ascending node, and the mean anomaly, respectively. A refresher on orbital elements is
included in appendix A. The premise of secular perturbation theory is that those first five
orbital elements evolve slowly (on secular time scales), and that the rapid oscillation of the
mean anomaly (on orbital time scales) can be averaged over.

Following the treatment of ref. [80, Ch. 9], the evolution of the alternative elements
h ≡ e sin ω̄, k ≡ e cos ω̄, p ≡ sin I sinΩ, and q ≡ sin I cosΩ of a test particle at semi-major

4This is the same conclusion as reached in ref. [79]. However, their arguments based on “indistinguishability
of Solar scattering from scattering in a time-dependent potential” and detailed balance do not obviously apply
to the physical case, in which Solar scatterings can have irreversible behaviour. Scattering events decrease the
energy of a heavy particle with very high probability; detailed balance does not hold since there is particle flow
from the unbound halo to the solar core. They also assume the existence of the phase space hole of ref. [31],
and so conclude the solar scattering can populate bound Earth-crossing orbits that would not otherwise be
occupied, in disagreement with the results of our simulations.
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axis a is described by:

dh
dt = Ck +

∑
i

Aiki, (4.1)

dk
dt = −Ch−

∑
i

Aihi, (4.2)

dp
dt = −Cq +

∑
i

Biqi, (4.3)

dq
dt = Cp−

∑
i

Bipi; (4.4)

where Ai ≡ −1
4nαiᾱi

mi
M⊙

b
(2)
3/2(αi), Bi ≡ +1

4nαiᾱi
mi
M⊙

b
(1)
3/2(αi), and C ≡

∑
iBi, with αi ≡

min{a/ai, ai/a} and ᾱi ≡ min{a/ai, 1} (note that we do not use Einstein summation). We
have also defined the test particle’s mean orbital angular velocity n ≡

√
GNM⊙/a3 around

the Sun, which does not change because da/dt = 0 in this treatment. Finally, we need
the following function:

b(j)
s (α) =

∫ 2π

0
dψ cos jψ

[1− 2α cosψ + α2]s . (4.5)

All quantities with subscript i = 1, . . . , 8 are the equivalent quantities for the eight planets in
the Solar System, with masses mi. Their orbital elements obey similar evolution equations,
with solution given by [80]:

hi =
∑

l

eil sin (glt+ βl) (4.6)

ki =
∑

l

eil cos (glt+ βl) (4.7)

pi =
∑

l

Iil sin (flt+ γl) (4.8)

qi =
∑

l

Iil cos (flt+ γl) . (4.9)

The eccentricity and inclination eigenvectors eil and Iil, secular eigenfrequencies gl and fl,
and phases βl and γl are known and given in ref. [80, Ch. 9].

The evolution eqs. (4.1)–(4.4) are a coupled system of first-order, inhomogeneous dif-
ferential equations, with forcing terms proportional to eqs. (4.6)–(4.9). Its solutions are
therefore readily obtained: for a particle with initial conditions a0, e0, I0, ω̄0, and Ω0 at
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time t0, the solution at time t is

h(t) = e0 sin [+C(t− t0) + ω̄0]−
∑
i,l

Aieil

C − gl
{sin [glt+ βl]− sin [+C(t− t0) + glt0 + βl]}

(4.10)

k(t) = e0 cos [+C(t− t0) + ω̄0]−
∑
i,l

Aieil

C − gl
{cos [glt+ βl]− cos [+C(t− t0) + glt0 + βl]}

(4.11)

p(t) = sin I0 sin [−C(t− t0) + Ω0] +
∑
i,l

BiIil

C + fl
{sin [flt+ γl]− sin [−C(t− t0) + flt0 + γl]}

(4.12)

q(t) = sin I0 cos [−C(t− t0) + Ω0] +
∑
i,l

BiIil

C + fl
{cos [flt+ γl]− cos [−C(t− t0) + flt0 + γl]} .

(4.13)

By inspection of the solutions in eqs. (4.10)–(4.13) for the test particle and eqs. (4.6)–(4.9)
for the planets, it is clear that there are correlations between the orbital elements of the
two sets of bodies. For example, even if one averages over all possible emission times t0,
one still finds the correlation:

⟨h(t)hj(t)⟩t0
= −

∑
i,l,l′

Aieilejl′

C − gl
sin (glt+ βl) sin (gl′t+ βl′) , (4.14)

independent of the initial longitude of perihelion ω̄0. Similar such correlations exist between
all orbital elements, e.g. ⟨k(t)pj(t)⟩, ⟨q(t)qj(t)⟩, etc.

Note that all correlations of the type in eq. (4.14) “lose memory” of the initial conditions
e0, I0, ω̄0, and Ω0, after averaging (with uniform weights) over possible emission times t0,
as is appropriate for near-constant production in the Sun. The correlations only depend
on the distribution of semi-major axis a0, through the test particle’s secular frequencies
Ai, Bi, and C. They are small in an absolute sense only because the inclinations and
eccentricities in the Solar System are small, but they are not small in a relative sense: the
size of the cross-correlations between the orbital elements of the test particle and any planet
j, e.g. ⟨h(t)hj(t)⟩, can be of order the square of the planets’ orbital elements, e.g. hj(t)2.
Lastly, these cross-correlations themselves change over time, with a rate given by (sums and
differences) of secular angular eigenfrequencies, as is clear from eq. (4.14) for example.

Within the above framework of secular perturbation theory, we can numerically estimate
the temporal modulation of the basin density precisely. Our numerical experiments consist of
104 “runs”. For each individual run, we injected 103 “particles” (really, secular orbits) with
semi-major axes randomly drawn from the distribution f(a) ∝ 1/a2 with a < 10AU, initial
eccentricities from f(e0) = 2e0, inclinations from f(I0) ∝ sin I0, and ω0 and Ω0 from uniform
distributions. For each such set of initial orbital elements, the particle was injected at 103

different start times t0, randomly drawn from a uniform distribution between t0 = −4.5Gyr
and t0 = 0. In total, we thus consider 104 × 103 × 103 = 1010 distinct particle injections,
statistics which are infeasible for direct numerical integration using the methods from section 3.
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Figure 13. Solar basin density variation as a function of mean anomaly M = 2πt/yr along Earth’s
orbit at t ≈ 0 (epoch J2000). The black line is the mean across all simulated secular orbits, and the
dark (light) gray bands depict the statistical 68% (95%) CL intervals. The red dashed line visualizes
eq. (4.18), isolating the only two statistically significant Fourier components with periods of 1 yr and
0.5 yr. �

We used eqs. (4.10)–(4.13) to compute the present-day t = 0 orientation of all secular
orbits. For all 106 orbits (103 different orbital elements, 103 values of t0) in each of the 104

runs, we sampled 103 points per orbit equidistant in time (i.e. mean anomaly) and filled
a 3D histogram in xyz-coordinates with bin size ∆x = ∆y = ∆z = 0.024AU to create a
solar basin density field. The ecliptic plane is taken to be z = 0 in this histogram. The
2D slice of |z| < 0.012AU around the ecliptic was then interpolated to obtain the solar
basin density along Earth’s orbit, for each of the 104 runs. We checked that the systematic
error due to the finite size of the z bins was subdominant to the statistical error below by
comparing the density field in adjoining z bins.

The resulting solar basin density field ρ⊕b along Earth’s orbit at epoch J2000 is shown as a
function of mean anomaly M in figure 13, relative to the mean across one year. By repeating
the procedure separately for 104 runs, we could calculate the mean fractional density variation
(black) as well as the 68% and 95% CL intervals (dark and light gray bands), with a typical
(bootstrapped) statistical error of about 0.2%. The observed peak-to-through variation is
14.8%, with the maximum achieved 14 days after perihelion (January 17), and the minimum
146 days after perihelion (May 29). The amplitude of the annual modulation is in line with
the expectation of a basin density field that falls off approximately as ρ ∝ R−4 combined
with Earth’s eccentric orbit with eccentricity e, which would yield the naive prediction of
a 6.8% fractional annual modulation. However, distortion(s) at higher frequency — from
orbital correlations of the type in eq. (4.14) — are visually obvious in figure 13.

We quantify the temporal modulation in figure 13 using the discrete Fourier transform
(DFT) in figure 14. Specifically, we discretely sample

(
ρ⊕b

)
m

≡ ρ⊕b (tm) at n = 1,024 times

– 26 –

https://github.com/kenvantilburg/solar-basin-dynamics/blob/main/code/Secular_PT/secular_pt.ipynb


J
H
E
P
1
2
(
2
0
2
4
)
0
0
7

1 2 5 10 20
frequency [yr 1]

0.010

0.005

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

fra
cti

on
al 

Fo
ur

ier
 co

m
po

ne
nt

 
k/

0

real, 68% CL
real, 95% CL
imaginary, 68% CL
imaginary, 95% CL

Figure 14. Discrete Fourier transform coefficients ρ̃k of the basin density data as in eq. (4.15). The
Fourier frequencies are integer multiples k of an inverse year. Both real (blue) and imaginary (red)
parts of the amplitudes are shown, along with their 68% and 95% CL intervals, and are normalized
relative to the zero-frequency coefficient ρ̃0. The only modes with nonzero amplitude are those with
k ≤ 2, which are observed at very high signal-to-noise ratio. �

tm = (m/n) yr for m = 0, . . . , n − 1. The (complex) DFT coefficients are defined as:

ρ̃k =
n−1∑
m=0

(
ρ⊕b

)
m
exp

{
−2πimk

n

}
; k = 0, . . . , n− 1. (4.15)

The real and imaginary parts of these coefficients for k ≥ 1 are plotted in blue and red,
respectively, in figure 14. The components are normalized relative to the (real) zero-frequency
coefficient ρ̃0 =∑

m

(
ρ⊕b

)
m

= nρ⊕b . As in figure 13, the procedure was repeated for all 104

runs separately; the dots indicate the mean of the components over all runs, and the error
bars the bootstrapped 68% and 95% CL intervals.

Using this procedure, we find both annual and semi-annual modulation, with Fourier
components

ρ̃k

ρ̃0
= 10−2

3.26+0.02
−0.02 + i 0.11+0.02

−0.02 (k = 1)
0.97+0.01

−0.01 − i 0.48+0.01
−0.01 (k = 2),

(4.16)

but no significant evidence for power at higher frequencies k ≥ 3, apart from the complex
conjugates ρ̃n−1 = ρ̃∗1 and ρ̃n−2 = ρ̃∗2. The basin density variation at Earth’s location as a
function of time of year, relative to the mean, is thus:

ρ⊕b (t)
ρ⊕b

= 1 +
∞∑

k=1
2 |ρ̃k| cos

[
2πk tyr + arctan

( Im ρ̃k

Re ρ̃k

)]
(4.17)

≈ 1 + 0.065 cos
(
2π t+ 2.0 day

yr

)
+ 0.022 cos

(
4π t− 26.6 day

yr

)
. (4.18)

– 27 –

https://github.com/kenvantilburg/solar-basin-dynamics/blob/main/code/Secular_PT/secular_pt.ipynb


J
H
E
P
1
2
(
2
0
2
4
)
0
0
7

Equation (4.18) is overlaid as the red dashed line in figure 13, and can be seen to account
for essentially all of the statistically significant temporal modulation. Because of the small
but statistically significant imaginary part Im ρ̃1 ̸= 0, there is a small offset of the annual
modulation maximum from perihelion (January 3, where M = 0 by construction), appearing
instead about 2 days later. Due to secular correlations of test particles and planets, the
basin density has a preferred axis, leading to semi-annual modulation with an offset from
perihelion of about 27 days. Numerically, this semi-annual modulation is only about 3 times
smaller in amplitude than the annual modulation. The temporal variation in eq. (4.18) is
a smoking-gun prediction of a solar basin signal that is qualitatively different from that
of a DM signal, which lacks semi-annual modulation and has weaker annual modulation
with a different phase offset [81].

5 Stochastic description

In this section, we attempt to describe the long-term evolution of solar basin particles’ semi-
major axes using a stochastic description. Test particles are subject to secular perturbations
(section 4), motional resonances, and close encounters with planets. Here, we will model
the resulting diffusion through phase space only from the latter process, i.e. gravitational
scattering. Our modeling is reminiscent of the phase-space diffusion studies performed in
refs. [31, 32] in the context of gravitational capture of DM in the Solar System.

We find that the long-term changes in orbital energy, or equivalently semi-major axis,
are roughly captured by repeated quasi-random close encounters, with a fiducial estimate for
the effective basin lifetime of order Gyr, similar to the one found in section 3. Our findings
here do not constitute a proof or even a robust validation of that section because of strong
assumptions and omissions, but it does qualitatively point to the primary mechanism that
predicts an effective basin lifetime shorter — but not much so — than the age of the Solar
System. Our results below indicate that motional resonances likely do play an important
role, and for this reason alone direct numerical integration is necessary for a precise estimate
of the solar basin density at late times. In this section, we also make the strong assumption
that the phase space is fully equilibrated in the dimensions orthogonal to the semi-major
axis at all times. This is certainly an oversimplification, as the filling of phase space happens
gradually and never reaches completion.

In section 5.1, we give an analytic formula of the differential gravitational scattering
probability for a fully equilibrated phase space (with some of the derivation relegated to
appendix C), and demonstrate that it is a qualitatively good descriptor of energy-changing
processes in our numerical simulations. Since the cumulative effects of many weak encounters
dominate the overall dynamics, this scattering probability is then converted to a diffusion
function and an ejection rate in a Fokker-Planck equation for the long-term semi-major
axis evolution in subsection 5.2.

5.1 Close encounters with planets

Most of the energy changes (away from motional resonances) are driven by close-encounter
gravitational scattering between a basin particle and the planets. In this subsection, we
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calculate these dynamics analytically, first for bound-bound scattering in section 5.1.1 which
will lead to diffusion, then for bound-unbound scattering, i.e. ejections, in section 5.1.2.

5.1.1 Bound-bound scattering

In appendix C, we derive the differential gravitational scattering cross-section

dσ
d cosϕout

= 2π (GNMP)2

w4
1− cosϕin cosϕout

(cosϕin − cosϕout)3 (5.1)

for a planet of mass MP with circular velocity vP at radius R, to scatter a particle from
some incoming velocity vin to an outgoing velocity vout. The ϕin,out angles are related to the
incoming/outgoing velocities as cosϕ = (v2−v2

P−w2)/(2vPw), and w = |vin−vP| = |vout−vP|
is the relative speed in the encounter. From this differential cross-section, we then derive
in appendix C the differential scattering rate between incoming and outgoing semi-major
axes ain,out:

dΓ
daindaout

=
∫

dΩin f(vin, R)
dσ

d cosϕout

(GNM⊙)2

4a2
ina

2
out

vin
vP
, (5.2)

where f(vin, R) is the velocity phase space density at radius R, normalized such that n(R) =∫
d3vin f(vin, R) is the number density. If the angular phase space is fully mixed (across

the angles of vin in the
∫
dΩin integral), then the phase space density at radius R for a

single particle with semi-major axis ain is

f(v, R) = f(v,R) ≃ 1
4π3

1
(GNM⊙)3/2a1/2 δ(a− ain)Θ (2a−R) , (5.3)

where we used

vP =
√
GNM⊙
R

, v =
√
2GNM⊙

( 1
R

− 1
2a

)
. (5.4)

Plugging in eq. (5.3) into eq. (5.2) finally yields:

dΓ
daout

(ain) =
1

16π3

√
GNM⊙
ain

1
a2

ina
2
out
σout, σout ≡

∫
dΩin

dσ
d cosϕout

. (5.5)

The scattering cross-section σout can be expressed in (piecewise) closed form, though we do
not include this expression as it is not illuminating.

Let us now compute the differential scattering probability dPscatter for a single particle
to change its semi-major axis by an amount ∆a ≡ aout − ain in a small range d(∆a) over
some small time step dt:

dPscatter (ain,∆a, dt) ≃ d(∆a) dt dΓ
daout

(5.6)

≃ dt d(∆a) F (ain)
|∆a|3 Θ(|∆a| − (∆a)min)Θ (2a−R) +O

( 1
|∆a|2

)
.

In the second line, we have expanded eq. (5.2) in terms of small |∆a|, i.e. minor, “soft”
interactions, which will turn out to dominate over major, “hard” encounters. We have
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also introduced the cutoff (∆a)min ≡
√
F (ain)dt fixed by imposing a normalized scattering

probability:
∫+∞
−∞ d(∆a) dPscatter/d(∆a) = 1. The numerator function F (ain) is expressed

in closed form in eq. (C.24) and is continuous, but its first and second derivative has a
discontinuity at ain = R, and its second derivative furthermore diverges at ain = R/2.

We observe two key behaviors from the analytic result of eq. (5.6). Firstly, the planetary
scattering probability scales roughly as the combination Pscatter ∝ M2

P/R for ain ≫ R/2 ,
which is why Venus will contribute comparably to Earth in terms of energy changes of basin
particles (even slightly more than Earth for a ≲ AU), despite its smaller mass. For the same
reason, Mercury and Mars have negligible effects.

Secondly, the scattering probability also scales as Pscatter ∝ dt/∆a3, so small-angle
scattering will turn out to dominate the overall dynamics. As we will see in section 5.2
below, the diffusion function is naively logarithmically divergent, signalling that every e-fold
in ∆a contributes equally to the diffusive dynamics. This implies that the accumulated
effects of minor scattering events with small ∆a dominate over major scattering events
with large ∆a and over ejections, both by a large logarithmic factor. At least within a
stochastic framework where motional resonances are neglected, this suggests a diffusive
evolution, described in section 5.2.

5.1.2 Ejections

The cross-section for a particle to be ejected from the solar system due to gravitational
scattering with a planet of mass MP has already been calculated in ref. [82]:

σej = π
(GNMP)2

w4
sin2 ϕej

(cosϕin − cosϕej)2 , (5.7)

with cosϕej = (v2
ej − v2

P − w2)/(2vPw). (Indeed, the notation here and in appendix C for
bound-bound scattering is heavily borrowed from ref. [82].) The resulting ejection rate is then

Γej =
∫

d3vin f(vin)wσej ≃
1

4
√
2π3

1
R1/2a3

in

√
2ain −R

∫
dΩinwσej, (5.8)

with the second equality for a fully mixed phase space conditional on the basin particle having
a semi-major axis ain as in eq. (5.3). The latter integral can be evaluated analytically and
is given explicitly in eqs. (C.25)–(C.27). Parametrically, one has Γej ∼ (MP/M⊙)2vP/R for
ain ∼ R. Therefore, the ejection time is (M⊙/MP)2 orbital times, which is longer than the
age of the Sun in the inner Solar System, but much shorter beyond Jupiter’s orbit.

5.2 Diffusive evolution

Because the scattering dynamics for changes in semi-major axis are governed by quasi-random,
minor encounters, we model them via the Fokker-Planck equation:

∂p(a, t)
∂t

= ∂2

∂a2 [D(a)p(a, t)]− Γej(a)p(a, t) + Γprod(a), (5.9)

where p(a, t) ≡ dN/da is the distribution of basin particle number N over semi-major axis
a, as function of time t. The second term on the r.h.s. is the ejection rate of eq. (5.8). The
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third term incorporates production inside the Sun, which follows a distribution Γprod = c/a2

for most particles, including axions [18] and dark photons [19]; the constant c is proportional
to the basin production rate but will cancel out in what follows. For specificity, we take
the production function to be:

Γprod(a) =
AU2/⊙
a2 S2(a, amin, amin + σa)S2(−a,−amax,−amax + σa) (5.10)

so that p is dimensionless and the solution to eq. (5.9) would be p(AU, t⊙) = 1 if there
were no diffusion nor ejections. We also multiplied with the sigmoid-like clamping functions
(“smoother steps”):

S2(x, xxmin , xmax) =


0 0 < x̃

6x5 − 15x4 + 10x3 0 ≤ x̃ ≤ 1
1 1 < x̃;

x̃ ≡ x− xmin
xmax − xmin

, (5.11)

so that we can study the problem on a finite interval a ∈ [amin, amax] and consistently enforce
boundary conditions p(amin, t) = p(amax, t) = 0.

The diffusion function D(a) can be extracted from dPscatter as:

D(a) ≃ dVar
[
(∆a)2]

2dt =
∫ a

(∆a)min
d(∆a) (∆a)2 dPscatter

dt d(∆a) = F (a) ln
(

a

(∆a)min

)
. (5.12)

As discussed in section 5.1.1, the contributions to the variance in ∆a are nearly scale
independent, because dPscatter ∝ 1/|∆a|3. Because of the logarithmic divergence, many scales
in ∆a contribute, and we can expect the leading energy-changing behavior to be diffusive.
The dependence on UV and IR cutoffs is very weak; as a sensible guess, we take them to
be |∆a| < a (beyond which our approximations break down) and |∆a| > (∆a)min from
below eq. (5.6) with dt = 1yr to have a normalized, approximately independent scattering
probability over a typical orbit.

The resulting diffusion function D(a) and, since they enter into eq. (5.9), its first two
(logarithmic) derivatives, are plotted in the left panel of figure 15. The discontinuities in the
derivatives at a = R, and the divergence of the second derivative at a = R/2 are not physical,
as those would be regulated by motional resonances at those locations. To avoid pathological
behavior in eq. (5.9), we smooth the diffusion function with a Gaussian kernel in ln a space:

D̃(a) =
∫

d(ln a′)
exp

{
− (ln a−ln a′)2

2σ2
ln a

}
√
2πσln a

D(a′), (5.13)

where we use a relatively narrow smoothing of σln a = 0.02. We plot this smoothed diffusion
function D̃(a) as the blue-green curve in the right panel of figure 15. By eye, it is essentially
indistinguishable from the unsmoothed, analytic version in the left panel, except at the sharp
transition at a ≈ 2.6AU, near half of Jupiter’s semi-major axis. The effect on the derivatives
is much stronger: the first derivative (orange) is much smoother near a = R/2 and a = R for
each planet, while the second derivative’s divergence at a = R/2 is regulated, and discontinuity
at a = R is replaced by a negative fluctuation (purple curve, dashed for negative values).
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0.5 1 5 10

Analytic Diffusion Function

0.5 1 5 10

Smoothed Diffusion Function

Figure 15. Left panel: diffusion function D(a) from eq. (5.12) (blue-green) as a function of semi-
major axis a, as well as its first two logarithmic derivatives (orange and purple). For a ≳ 2.6AU,
energy-changing diffusion through phase space is dominated by Jupiter. In the inner Solar System, it
is driven roughly equally by Venus and Earth. Right panel: smoothed diffusion function D̃(a) from
eq. (5.13) employed to cure the discontinuities and divergences in the derivatives of D(a). �

While diffusion does not change the particle number, it does change its distribution
from the injected Γprod ∝ 1/a2. The time scale on which it does so, at least initially (before
backreaction), is

Γ̃diff =
∂2

a

[
D̃(a)a−2

]
a−2 . (5.14)

This function is plotted in purple in figure 16. Positive values indicate an increase in the phase
space density due to net diffusion into that part of phase space (typically from upscattering
from more deeply bound orbits), while negative values signal a decrease in phase space density
from diffusion to other semi-major axes.

Note that in the region most relevant for the basin energy density at Earth, 0.5AU <

a < 1AU, Γ̃diff is mostly negative and larger in magnitude than the inverse age of the Sun,
so we can expect a significant reduction in the basin energy density. We also plot eq. (5.8) as
the black curve in figure 16 to demonstrate that the “soft” diffusive encounters described
by Γ̃diff dominate over ejections when determining the basin lifetime.

We integrated the Fokker-Planck equation (5.9) with the above smoothed diffusion
function D̃(a) and ejection rate Γej from t = 0 to t = t⊙. The relevant initial conditions
are p(a, 0) = 0, supplemented with the boundary conditions p(amin, t) = p(amax, t) = 0. The
minimum and maximum semi-major axes were taken to be amin = 0.3AU and amin = 10AU,
and the S2 clamping function S2 on those boundaries was given a width σa = AU/10. The
results are plotted in figure 17, where the effects of ejection and diffusion are apparent.

For a fully equilibrated phase space, the basin density at radius R is proportional to:

ρb(R) ∝
1

4πR2

∫ 1

0
de 2e

∫ R
1−e

R
1+e

da p(a, t). (5.15)

If the results from integrating the Fokker-Planck equation are taken at face value, they would
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0.5 1 5 10

Figure 16. Ejection rate Γej (black) from eq. (5.8) a function of semi-major axis a, as well as the
initial diffusion rate Γ̃diff from eq. (5.14) (purple). Positive values (solid curve) for the latter indicate
density increases, while negative values signify decreases. Even in the inner Solar System, the diffusion
rate exceeds the inverse age t−1

⊙ of the Sun (light gray). �

yield an effective basin time [18, 19] of:

τeff ≃

∫ 1
0 de 2e

∫ R
1−e
R

1+e

daΓprod(a)∫ 1
0 de fprod(e)

∫ R
1−e
R

1+e

da p(a, t)
≈

8.6× 108 yr fprod = 2e,
6.0× 108 yr fprod = δ(e− 1);

(5.16)

by comparing the resulting density against the density that would have resulted without
diffusion and ejections, either with (fprod = 2e) or without (fprod = δ(e − 1)) phase space
mixing. In either case, the resulting effective basin time is lower, but within a factor of two
compared to the result obtained in section 3.

We caution that the results in this section only give a qualitative idea of the dynamics at
play, and serve at best as a quick, heuristic check on some of the relevant processes. Certain
assumptions, such as the instantaneous, full equilibration of phase space, and ad hoc choices,
most notably the smoothing kernel of the diffusion function eq. (5.13), affect the results
substantially: narrower smoothing kernels lead to larger τeff . Furthermore, the analysis here
shows that there is preferential diffusion to smaller semi-major axes for particles produced
on orbits with a ≲ 1AU. We can expect those particles to hit motional resonances with
Venus and Earth, which are not included here but would drastically affect their subsequent
evolution. Nevertheless, it is encouraging the diffusive analysis in this section gives roughly
the correct ballpark answer for τeff . Since most of the phase space is not initially produced in
motional resonance, it would be hard to imagine an effective basin time significantly shorter
than the timescale of phase space diffusion Γ̃diff from eq. (5.14) and figure 16.
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Figure 17. Distribution p(a, t) of basin particles as a function of semi-major axis a, for various
times t equal to the t⊙ = 4.5Gyr age of the Solar System (top curve teal) and small fractions thereof
(lower curves). The solid lines depict the results obtained by integrating the Fokker-Planck equation
from eq. (5.9), with the production function Γprod of eq. (5.10), the ejection rate from eq. (5.8), and
the smoothed diffusion function of eq. (5.13). The dashed lines neglect both ejections and diffusion.
Ejections are responsible for the suppression of the basin phase space distribution for a ≳ 2.6AU. In
this simple model, diffusion acts to roughly push a ≲ 1AU orbits to even lower semi-major axes, and
a ≳ 1AU orbits to larger semi-major axes. Effects from motional resonances, not included here, are
likely large. �

6 Analytical dynamics

In section 3, we presented our numerical simulations and their implications for the particle
distribution at Earth in different BSM scenarios. In some sense, this is all we need to determine
the effective lifetime of the basin. However, in order to better understand the behavior of our
results and to gain confidence in the validity of our assumptions, it is worthwhile to study
analytically as many aspects as possible of the dynamics of solar basin orbits.

In this section, we discuss salient dynamics of our simulations that can be understood in
simple analytical terms, including Sun-crossing orbits affected by the finite size of the Sun, its
oblateness, and relativistic effects (section 6.1), as well as the dominant secular perturbations
from Jupiter’s (eccentric) orbit (section 6.2). One should regard section 6.1 as a qualitative,
analytical description of some effects included in (finite size of the Sun) or omitted from
(oblateness, GR effects) our simulations. Similarly, section 6.2 is superseded by the full secular
perturbation theory of section 4, but isolates the dominant effects from Jupiter, which are
by far the most important. None of the treatment in this section is explicitly used in our
headline results of sections 2, 3, and 4, and instead is used to gain a broader qualitative
understanding of the dynamics of the solar basin to verify our results.
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Figure 18. Evolution of action (left) and angle (right) variables, in dimensionless units of eq. (A.4)
described in appendix A, for a particular orbit starting with a ≈ 1.8AU and a perihelion inside the
Sun, i.e. a(1 − e) < R⊙ and thus small J2. The orbital energy — and thus J1 ∝

√
a — evolves

stochastically, primarily due to weak close-encounter scattering with the planets (section 5.1), but
J1 changes very little overall over Myr timescales. The orbital angular momentum, proportional
to J2, changes slowly for t ≲ 0.2Myr, when the particle’s perihelion is still inside the Sun, due to
the rapid perihelion precession (variation of ω) from the Sun’s non-1/r potential in its interior, but
undergoes Kozai oscillations thereafter. The variation of angular momentum perpendicular to the
ecliptic, proportional to J3, changes more slowly than the total angular momentum at all times, since
it is suppressed by the planetary orbits’ eccentricities. �

We start by considering test particle orbits crossing the Sun, i.e. the initial conditions
corresponding to solar basin orbits, and study certain aspects of their evolution analytically.
Since the Sun contains the vast majority of the Solar System’s mass, test particle orbits are
normally well-approximated by elliptical Kepler orbits around the Sun. Significant, sudden
deviations occur when particles undergo sufficiently close encounters with planets (section 5.1),
or cross the interior of the Sun, as we discuss below. Longer-range gravitational perturbations
due to the planets slowly change the parameters of this Kepler orbit. This “secular evolution”
has been studied extensively over the centuries; modern studies of secular evolution describe
effects on the orbits of planets [83–85], asteroids [86–89], and satellites [90, 91]. However,
scenarios relevant to solar basin dynamics do not appear to have been studied explicitly. In
particular, since conventional objects which hit the Sun are destroyed, long-term perturbations
of orbits which are or become Sun-crossing are usually not of interest.

In figure 18, we show the evolution of the orbital elements for an orbit for the first Myr
since production inside the Sun. We use the action-angle elements for the orbit (defined in
appendix A), which are convenient for perturbation theory and phase space analysis. This
plot illustrates a number of features:

• Over this timescale, the energy of the orbit (J1 ∝
√
a) is almost constant.

• For about 0.2Myr, the particle’s perihelion is inside the Sun, and the non-1/r potential
inside the Sun causes fast precession of the angle of periapsis ω (see section 6.1 and
figure 20). This precession averages out the effects of planetary perturbations, slowing
the evolution of the action variables.
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• Once the particle becomes non-Sun-crossing, the dominant form of secular evolution is an
oscillation of its angular momentum L over a timescale ∼ few×104 yr, with corresponding
evolution of ω and Ω. These oscillations are mostly driven by perturbations from Jupiter,
and are known as “Kozai oscillations” (section 6.2).

• If Jupiter’s orbit were circular, then the above Kozai oscillations would approximately
preserve the angular momentum component perpendicular to the plane of Jupiter’s
orbit (and since Jupiter’s orbit is almost in the ecliptic plane, would approximately
conserve Lz). However, due to the eccentricity of Jupiter’s orbit, eJ ≃ 0.05, Lz does
evolve, though on longer timescales than the basic Kozai cycle time (section 6.2).

Over long timescales, the secular evolution of test particles is more complicated, with
all of the orbital elements able to evolve significantly over the age of the Solar System, as
illustrated for the orbital energy (the slowest-evolving orbital element) in figures 5 and 7
and described by the formalisms of section 4 and 5. The upper-right panels of figure 19
show the accumulated time spent in different phase space regions, corresponding to pairwise
combinations of the action-angle coordinates, for a single particle from the forward simulations.
If that one particle had remained on its initial Kepler orbit, then all of the elements apart
from M = ω1 would have remained constant. Taking into account the precession from the
non-1/r potential of the Sun but ignoring planetary perturbations would imply changes only
in M and ω. Instead, we see that, due to planetary perturbations, all of the orbital elements
change significantly over the particle’s lifetime — in this case, from 4.4Gyr in the past until
its survival to the present — and exhibit interesting behavior through phase space.

The lower-left panels of figure 19 show the total phase space density from all of the 256
forward runs (not just one test particle). While the initial trajectories are all at small L,
the perturbed evolution explores the full range of orbital angular momenta. This further
corroborates our finding that most of the phase space is eventually populated at similar
occupation numbers, which increases the saturation density (section 3.2.2) and justifies
the usage of the fully-equilibrated phase space (in orbital elements other than semi-major
axis) in section 4.

6.1 Solar potential

In this subsection, we study the phenomenology of the deviations from a simple 1/r gravita-
tional potential of the Sun due to its finite size, oblateness, and relativistic corrections. We
will argue that finite-size corrections are important to implement for the long-term evolution
of a solar basin — which is why we included the gravitational potential in the interior of
the Sun in section 3 — but that the other two effects are subdominant and can be safely
neglected for our required precision.

Solar interior. The Newtonian 1/r potential has the special feature that orbits are closed
due to the conservation of the Laplace-Runge-Lenz vector [92]. A Sun-crossing particle will
encounter a non-1/r potential due to the finite size of the Sun, which will cause precession of
the particle’s perihelion. (Solar oblateness and relativistic effects cause similar effects even
for non-Sun-crossing orbits, as we will show below.)
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Figure 19. Upper-right panels: accumulated time spent in different phase-space bins for a specific
particle from the forward simulations. Each panel corresponds to a phase-space binning in two of
action-angle coordinates, with darker shading corresponding to larger accumulated times. The angle
variables are plotted from 0 to 2π, while the action variables are plotted from 0 to 2.3

√
GNM⊙ AU

(between ±2.3
√
GNM⊙ AU for J3). Lower-left panels: accumulated time spent by all 256 forward-

simulated particles in different phase space bins. Diagonal panels: accumulated time spent by all
256 particles in phase space bins for a single action-angle variable. The horizontal axes correspond
to the ranges of action-angle variables described above. The units of the vertical axis are arbitrary.
Structure is evident for some phase space variables (i.e., Kozai cycles are visible in the ω2 panels),
while in other phase space variables it is apparent that particles are distributed uniformly throughout
phase space (i.e., M panels). �
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Figure 20. Left: illustration of perihelion precession for Sun-crossing orbits, due to the non-1/r
potential inside the Sun. The blue orbit corresponds to 0.1 years of evolution for a particle with
semi-major axis a = 0.1AU and eccentricity e = 0.977, giving a perihelion distance of rmin = 0.5R⊙
from the center of the Sun. The red orbit corresponds to a particle with semi-major axis a = 0.1AU
and eccentricity e = 0.993, giving a perihelion distance of rmin = 0.2R⊙ from the center of the Sun.
The relatively small value of a is chosen to enable easier visualisation of the orbits. Right: perihelion
precession per orbit as a function of perihelion distance from the center of the Sun, for particles with
v ≃ vesc inside Sun (i.e. those with semi-major axis a≫ R⊙).

The left-hand panel of figure 20 illustrates the “rosette”-like orbital tracks of Sun-crossing
orbits with small semi-major axes (very elliptical orbits with large a are difficult to visualize
clearly). For Sun-crossing orbits with a≫ R⊙, the particle’s speed inside the Sun is very close
to escape velocity of the Solar System, and the amount of precession per orbit is determined by
the minimum radius attained. This relationship is plotted in the right-hand panel of figure 20.
As expected, orbits which only just graze the Sun experience very little precession, while
orbits reaching deep into the Sun can experience a precession change per orbit approaching π.

The rapid evolution of the orbit’s ω parameter can have important consequences. For
the secular perturbation theory calculations (reviewed below in section 6.2), averaging the
secular Hamiltonian over ω renders it a function of the action variables only, so the latter
would be integrals of motion. Physically, this is because the effects of planetary perturbations
are averaged out by the rapidly changing ω, resulting in slower evolution of the orbit’s
other parameters [70, 93].

A pertinent quantitative question for the solar basin is how long it takes planetary
perturbations to “lift” Sun-crossing orbits into non-Sun-crossing ones, since this would be
the time after which secular averaging over ω ceases and secular perturbations can alter
J2 and J3 significantly. To investigate this, we performed a set of simulations in which we
emitted particles from shells well within the Sun, and simulated them until their orbits
attained perihelia sufficiently far away from the Sun. An example is shown in figure 21,
which depicts the initial semi-major axes of these particles against the time taken for their
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Figure 21. Plot of initial semi-major axis a0 against time tlift taken for particle to become non-Sun-
crossing, for 125 particles emitted from a shell of radius 0.2R⊙ inside the Sun. The lifting process
is quite efficient for a ≳ 1.5AU due to strong secular perturbations by Jupiter; these are much less
efficient at lower semi-major axes. In the inner Solar System, the typical perihelion lifting time is
O(108 yr), with the exception of motional resonances, where it can be much shorter (visible for orbits
near a = 0.5AU). �

perihelia to be lifted outside the Sun, for 125 particles emitted from a shell of radius 0.2R⊙.
For initial semi-major axes a0 ≳ 1.5AU, we can see that the lifting time decreases rapidly
with increasing a0.

The secular evolution of the particle in figure 18 provides an instructive example. The
particle begins with a0 ≈ 1.8AU, and becomes non-Sun-crossing after ∼ 2 × 105 yr. This
lifting process is complicated, involving the joint influence of both Jupiter and the inner
planets: simulations involving only Jupiter, or only the inner planets, show that the lifting
process is much slower. Roughly speaking, perturbations from Jupiter “amplify” the secular
random walk caused by perturbations from the inner planets — while Kozai oscillations
(cfr. section 6.2) are suppressed by the precession of ω, these still give larger effects than inner-
planet perturbations would alone. Conversely, in the absence of inner-planet perturbations,
perturbations from Jupiter would average out over multiple cycles.

As we will see below in section 6.2, the characteristic rate of change of orbital elements
from Jovian perturbations are suppressed by ∼ (a/aJ)3, so they are much less important at
smaller a0 — a trend clearly visible as the larger lifting times in this regime in figure 21.
For a0 ≲ 1.5AU, the lifting process is dominated by the effects of the inner planets. All
of our particles become non-Sun-crossing within few× 108 yr. As we showed in section 3.2,
the typical ejection time from the Solar System is ∼ 109 yr, so figure 21 indicates that most
particles will become non-Sun-crossing before they are ejected. Therefore, we expect that
the non-1/r potential in the solar interior does not have a significant effect on the present
state of the solar basin population — in particular the temporal modulation signatures
identified in section 4 — even though it substantially alters the initial evolution of a solar
basin particle produced in the Sun.
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Solar oblateness. The Sun is close to a perfect sphere, with its polar radius differing from
its equatorial radius by a fractional amount of δ ∼ 10−5 [94]. However, since the planets have
small masses compared to the Sun (mJupiter ≈ 10−3M⊙, and mVenus,mEarth ≈ 3× 10−6M⊙),
the relative strengths of solar oblateness and planetary perturbations are not immediately
obvious.

Outside the Sun, the dominant effect of the oblate solar mass distribution is the in-
troduction of a quadrupole term into the gravitational potential, δΦ ∼ δ

GN M⊙R2
⊙

r3 Y20, with
δ ∼ 10−5 [94], and Ynm are the spherical harmonics. The effects of oblateness will thus be
most pronounced for orbits that pass near or cross the Sun. Since particles emitted from
the Sun all start out on such orbits, this behavior is of interest.

Orbits in an almost-spherical potential have almost conserved J2 = L. More precisely,
even though the solar oblatenesss breaks spherical symmetry and angular momentum is
thus not conserved, the magnitude of the angular momentum |L| does not undergo secular
evolution in the absence of planetary perturbations. Instead, the magnitude oscillates close
to its initial value, by an amount set by the deviation δ from sphericity at the location of
the orbit. In contrast, the direction of the total angular momentum can drift; ω2 = ω and
ω3 = Ω evolve quasi-linearly at a rate proportional to δ.

To test these predictions, we evolved test particles in the potential of an oblate Sun,
without planetary perturbations. Specifically, we took the potential outside the Sun5 to be

Φ = −GNM⊙

(
1
r
− δ

1
10
R2

⊙
r3 (3 cos2 θ − 1)

)
. (6.1)

This is the perturbation that would arise from a constant-density Sun with equatorial radius
(1 + δ) times larger than its polar radius. For the real Sun, the fractional difference between
these radii is δ ∼ 10−5 — the radial dependence of the density and oblateness will change
the correction to Φ by an order-unity factor. For these parameters, a test particle with
e.g. a semi-major axis of a = 1AU and a small initial perihelion of rmin = 1.6R⊙ will only
undergo a full cycle in ω and Ω every 2× 106 yr, significantly slower than the Kozai cycles of
section 6.2 (cfr. eq. (6.8)) over the vast majority of relevant phase space. The magnitude of
L2 only shows bounded peak-to-through variations of 3× 10−6 for this reference particle —
for evolution of the action parameters, planetary perturbations will always dominate.

For low-perihelion particles with smaller a, the Ω evolution caused by Solar oblateness
may be larger than that from Jupiter perturbations. However, since we expect the perihelion
of such particles to be lifted on timescales small compared to the lifetime of the Solar System
(as discussed above) and there is much stronger precession due to the solar interior potential,
we do not expect solar oblateness to be significant for the overall basin population statistics.
Accordingly, we did not include the effects of Solar oblateness in our main simulations of
section 3.

GR effects. Our N -body simulations employ a purely Newtonian gravitational potential
for the finite-size Sun, and neglect corrections from general relativity (GR). We justify the
validity of this approach here.

5This potential could be extended to the interior of the Sun by modifying the enclosed mass function of
eq. (3.1), though since lift times are short (cf. figure 21), and because the non-1/r potential terms dominate
the orbital precession inside the Sun, oblateness effect are expected to be negligible.
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Orbits that come close to or cross the Sun can reach fairly high speeds: vesc ≃ 2× 10−3

at the surface of the Sun, and up to vesc ≃ 4.6× 10−3 at its center. Since v2 is comparable
to the ratio between minor planet masses and the Solar mass, one might worry whether
relativistic effects could be comparably important for orbital dynamics.

In a Schwarzschild metric, the general-relativistic effective potential for radial motion is

V (r) = −GNM⊙
r

+ h2

2r2 − GNM⊙h
2

r3 , (6.2)

where h = L/m is the angular momentum per unit mass, and the final term represents the
non-Newtonian contribution. For a test particle in a bound orbit, this leads to precession
of the perihelion, by an amount

∆ω ≃
6πG2M2

⊙
h2 (6.3)

per orbit [95]. For a mean eccentricity of ⟨e⟩ = 2
3 , this produces a perihelion precession of

roughly 10−6 radians per orbit for test particles with a ∼ AU, with high-eccentricity orbits
affected even more. The GR effect is thus somewhat larger than the effects from Solar
oblateness, and furthermore affects all orbits (not just small-perihelion ones).

However, the perihelion precession both from secular perturbations and from the finite
size of the Solar interior swamp the effect in eq. (6.3) by a considerable margin. For example,
the precession of Earth’s perihelion from gravitational interactions with bodies in the Solar
System is roughly 12 arcsec/yr [96], or roughly 6 × 10−5 radians per orbit.

The average rate of precession from Sun-crossing orbits can be estimated by considering
the fraction of particles with eccentricity e such that a(1−e) < R⊙. The distribution function
of eccentricities is expected to be f(e) = 2e for a fully equilibrated phase space (a reasonable
approximation, cfr. figures 9 and 22), so the fraction of Sun-crossing particles at any one
time is 2R⊙/a or about 1% at a = 1AU. For this small fraction of particles (at any one time
in the simulation), the perihelion precession per orbit can be substantial, as shown in the
right panel of figure 20, and will be much larger than the GR effect of eq. (6.3).

The GR effects are therefore subdominant to two other leading causes of perihelion
precession for low- and high-eccentricity orbits, and would not alter our results significantly.
The incorporation of GR effects directly into our numerical simulations would have required
the inclusion of velocity-dependent forces in our numerical routine, which we were unable to
achieve without drastic worsening of numerical error accumulation or unacceptable speed
of integration.

6.2 Jovian secular perturbations and Kozai oscillations

Here, we will consider how the orbit of a test particle with a≪ aJ ≃ 5.2AU evolves due to
the perturbing influence of Jupiter to extract the dominant secular dynamics from section 4,
which can be understood more simply in the limit that the other planets are neglected. The
analysis below thus serves a useful check on the validity of our method in section 4, and
provides a partial, qualitative analytical description of the observed filling of phase space
in our simulations described in section 3 (e.g. figure 9).

If the Jovian perturbations are small enough, then the timescales over which they change
the particle’s orbit will be much larger than both the particle’s and Jupiter’s orbital periods.
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Except in the case of resonances, the leading effects will be those which do not cancel upon
averaging over the anomalies of both the test particle and Jupiter. Orbits can thus be treated
as ellipses with appropriate mass densities and mutual gravitational interaction energies.

Jupiter’s quadrupole perturbation. Expanding these interactions as a power series in
a/aJ, the lowest-order term of the secular Hamiltonian is the quadrupole [97]:

Hquad = H0Fquad (6.4)

H0 = J1
3
8

(
GNM⊙
a3

)1/2 mJ

M⊙

(
a

aJ

)3
(1− eJ)−3/2 (6.5)

Fquad = 1
2(L

2 − 1) + L2
z

L2 + 3(1− L2)L2
z

2L2 + 5
2(1− L2)(1− L2

z/L
2) cos(2ω), (6.6)

where L ≡
√
1− e2 = J2/J1 and Lz ≡ L cos i = J3/J1. The perturbation Hamiltonian Hquad

is independent of the mean anomaly M by construction, so it does not lead to evolution of
the semi-major axis a. It is also independent of Ω, so cannot cause Lz evolution either. Since
we have two conserved quantities, a and Lz, and two quantities which evolve, L and ω, the
system is integrable, and secular evolution leads to closed trajectories in L, ω space.

Since J1 is conserved, we have:

ω̇ = ∂H

∂J2
= ∂(H/J1)

∂L
= H0

J1

∂Fquad
∂L

= H0
J1

[L+ . . . ] . (6.7)

The timescale of L, ω evolution is thus set by the prefactor H0/J1, with a numerical value of

H0
J1

≈ 1.6× 10−5 yr−1
(
a

AU

)3/2
(6.8)

resulting in “Kozai cycles” with a period of order 0.1Myr.
Since Lz =

√
1− e2 cos i is conserved, these cycles involving trading off eccentricity against

inclination. An eccentric orbit near the ecliptic can reduce its eccentricity by increasing
its inclination, and vice versa. This provides a mechanism for the initially highly-eccentric
orbits on which particles start out, to circularize to a certain extent. Qualitatively, the L, ω
evolution can take on two different forms: “circulating” cycles, in which ω wraps around from
0 to 2π, and “librating” cycles, in which ω oscillates back and forth. The right-hand panel
of figure 18 shows, for t ≃ 0.5–0.9Myr, an example of a librating cycle, while the evolution
in figure 22 corresponds to a circulating cycle.

Jupiter’s octupole perturbation. At next order in a/aJ, there is an octupole contribution
to the secular Hamiltonian

H = H0

(
Fquad + a

aJ

eJ
1− e2

J
Foct

)
, (6.9)

where Foct(J, Jz, ω,Ω) is an order-unity function with dependence on Ω [97, eq. 11]. Since
H depends on Ω, Lz is no longer constant at the octupole order, so the system is no longer
integrable and chaotic behavior can occur. The strength of this non-integrability is controlled
by ϵ ≡ a

aJ
eJ

1−e2
J
≈ 0.01 a

AU (since eJ ≈ 0.05 [98]). Ref. [99] showed that the threshold for
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Figure 22. Evolution of orbital parameters for a test particle under different approximations. The
first column corresponds to secular perturbation theory evolution at quadrupole order, the second
column to octupole order (both described in section 6.2), and the third column to our 4-planet
numerical simulations. The first row shows the evolution of the orbit’s action variables J1, J2, J3
(orange, purple, and teal curves, respectively) over a 2 × 107 yr period. The rapid oscillation of J2
with a period of few× 104 yr is not resolved and appears as a solid purple range in this figure (but
has a quasi-harmonic behavior as in figure 18. The second row shows the accumulated phase space
density in different parts of (J2, ω2) = (L, ω) phase space, and the third row to (J3, ω3) = (Lz,Ω)
phase space. The quadrupole evolution is integrable, the octupole evolution is mildly chaotic (but
bounded for these initial conditions), while the numerical integration includes situations where the
orbit can undergo sudden changes due to close encounters. �
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chaotic behavior is ϵ ≃ 0.01, so we can expect a large fraction of the Earth-crossing basin
energy density to exhibit this chaotic phase space evolution. We illustrate this for a specific
orbit in figure 22, which compares the evolution under the quadrupole Hamiltonian to that
including the octupole term. While the quadrupole evolution is restricted to a definite surface
in phase space, the octupole evolution explores a restricted but non-negligible volume — in
particular, including a finite Lz range.

In summary, over most of the relevant (Earth-crossing) phase space of the solar basin,
the dominant effect over “short” time scales (≪ Gyr) is the quadrupole perturbation Hquad
by Jupiter due to its large mass and because the semi-major axis ratio a/aJ is not tiny. The
octupole perturbation introduces chaos and smears out the secular evolution in the angular
momentum components. Jupiter’s dominance is illustrated in figure 22, which compares
the evolution of a particular test particle under secular evolution from Jupiter only, to the
evolution of the same particle in our full 4-planet simulation, over a 2× 107 yr interval. Over
short timescales, the full simulation is well-approximated by the secular evolution of this
section. Over longer timescales, extra perturbations accumulate and move the orbit away
from the secular solution — most dramatically, close encounters (section 5.2) can suddenly
change the orbital parameters, moving the orbit to a new part of orbital phase space.

The secular perturbation theory investigated here neglects numerous effects. Even for
interactions with Jupiter only, it does not capture motional resonances, and the perturbative
expansion is not under control beyond the regime of a/aJ ≪ 1. Multiplanetary secular
perturbations will introduce further diffusion through phase space at the characteristic
frequencies fl and gl introduced in the treatment of eqs. (4.1)–(4.9).

For our purposes, the main conclusion regarding these secular perturbations is that test
particles explore an O(1) range in L, ω, and Ω over timescales parametrically shorter than
those of gravitational ejection or diffusion.

7 Conclusions

In this work, we have conducted simulations of test particle orbits within a model four-planet
Solar System over its entire history of 4.5Gyr. While the physical world is significantly more
complicated, we have argued in sections 5.1 and 6 that the simulation setup described in
section 3.1 should account for the most important features affecting the statistical properties
of the solar basin’s orbital evolution. We found that the orbital dynamics are governed by a
complicated interplay of initially non-Keplerian orbits through the solar interior (section 6.1),
relatively rapid secular perturbations by Jupiter’s orbit made chaotic on longer timescales by
Jupiter’s eccentricity (section 6.2) and secular perturbations by the other planets (section 4).
On even longer timescales (but shorter than the age of the Sun), energy-changing processes
also occur, primarily driven by many quasi-random gravitational scattering encounters, leading
to a diffusive evolution of the test particles’ semi-major axis (section 5.2) over most of the
solar basin’s phase space (away from motional resonances). While that treatment could not
encapsulate the full long-term evolution, primarily due to the absence of motional resonances
and the (weakly-violated) phase space equidistribution assumption, we found it to be a good
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qualitative descriptor for the rates of change in semi-major axes.6 While we can grasp the
essence of all of the above effects in isolation, their full combination on the long-term evolution
can only be studied via direct numerical integration, whose results we show in section 3.2.

Our simulations also shed light on other physical scenarios, such as capture of halo DM
particles, via gravitational scattering with the planets or by nongravitational scattering in
the Sun. Our results show that previous analyses [70, 78, 100, 101], which assumed that large
volumes of phase space would remain unmixed over the lifetime of the Solar System (the “hole”
proposed in [31]), ignored important physical effects. Mixing is efficient enough to connect the
unbound halo with almost all of the Earth-crossing velocity space, as figures 9 and 12 indicate.
These results may have some implications for DM-related phenomena that are enhanced at low
velocities, such as those of refs. [33, 70, 72–74], but we leave a detailed analysis to future work.

The phenomenological implications of our work are presented in the executive summary of
section 2, but we will recount the headline results here. The effective solar basin accumulation
time is τeff = 1.20± 0.09Gyr. We estimate that effects due to not including solar evolution,
solar oblateness, GR effects, and exclusion of planets (Mercury, Mars, Neptune, and Uranus)
lead to a lower systematic error than the statistical error reported in our determination of
τeff . When saturation effects (section 3.2.2) are negligible, i.e. at sufficiently low coupling,
the computation of the present-day solar basin density is then ρb ≃ ρ̇bτeff with ρ̇b the
present-day solar basin density production rate of the BSM particle under consideration,
as calculated in e.g. refs. [18–21].

Using this new result for the effective solar basin lifetime, we can now robustly exclude a
wide range of parameter space of kinetically-mixed dark photons (figure 2) and axion-like
particles coupled to electrons (figure 3), independent of cosmology. For dark photons in
particular, our recasted bounds from DM experiments are the most stringent irreducible
bounds on the parameter space around the mass range 10 eV− 103 eV. These constraints are
especially important given the dearth of phenomenologically viable early-universe production
mechanisms for dark photons [102] (although see ref. [103] for loopholes). We also found
characteristic annual and semi-annual fractional modulation of the solar basin density with
amplitudes of 6.5% and 2.2%, respectively, and known phases (figure 13 and eq. (4.18)). This
temporal variation calls for dedicated analysis strategies — especially in experiments that
have a significant level of background events — and may be leveraged for a discovery of a
particle beyond the Standard Model through its solar basin.
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A Orbital elements and action-angle variables

An orbit in a Keplerian (∝ 1/r) potential can be parameterised by 5 orbital elements which
determine the shape of the orbit, along with a 6th element, the “anomaly”, which determines
the particle’s position along the orbit. The standard set of orbital elements is

• a, the semi-major axis,

• e, the eccentricity,

• I, the inclination, defined as the angle between the ecliptic plane and the particle
velocity at the ascending node,
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• Ω, the longitude of the ascending node, defined as the angle between a reference direction
in the ecliptic plane and the ascending node,

• ω, the argument of periapsis, defined as the angle between the ascending node and the
perihelion (in the sense defined by the particle’s angular velocity),

• ν, the true anomaly, defined as the angle between the perihelion and the particle’s
position (in the sense defined by the particle’s angular velocity).

The angular elements, I, Ω, ω and ν, are illustrated in figure 23.
In a pure 1/r potential, all of the orbital elements are constant apart from ν. Instead of

ν, the ‘mean anomaly’ M is often used; this is a fictitious angle which increases at a constant
rate with time, increasing by 2π every orbital period.

For dynamical purposes, it is often more convenient to use action-angle variables. For
a gravitational potential Φ = −GNM⊙/R, these are given by

J1 = m
√
GNM⊙a, ω1 =M, (A.1)

J2 = L, ω2 = ω, (A.2)
J3 = Lz, ω3 = Ω; (A.3)

where L is the total angular momentum of the particle (not per unit mass), Lz is the angular
momentum component in the z direction, m is its mass, and the orbital elements are as above.
Since we are considering test particles, it will be helpful to divide the action variables by the
particle mass and define J̃i ≡ Ji/m. In terms of the orbital elements, this gives

J̃1 =
√
GNM⊙a; J̃2 = L̃ = J̃1

√
1− e2; J̃3 = L̃z = J̃2 cos I. (A.4)

If we define H̃ ≡ H/m, then ω̇i = ∂H/∂Ji = ∂H̃/∂J̃i, so J̃i, ωi are action-angle variables for
the (dimensionless) Hamiltonian H̃. In the text, we will usually elide the tildes on the J̃i.

B Estimates of basin density from simulations

In this appendix, we describe how we use our simulation data to estimate the solar basin
density at Earth.

B.1 Statistical estimators of effective basin lifetime

In the small-coupling limit where re-absorption can be neglected, we use eqs. (3.2) and (3.3)
to estimate τeff from the forward simulations, which in turn allows for solar basin density
estimates at Earth via eq. (2.1). Similarly, eq. (3.6) is the statistic used to estimate τeff from
the backward simulations. We provide derivations of eqs. (3.2), (3.3), and (3.6) below.

Forward runs. Here we derive eq. (3.2) for the average time t̄ball(R) spent per particle
in a ball of radius rball located a distance R from the Sun. First, we consider the one-
dimensional (radial) probability density that a particle on an orbit with semi-major axis
a is at a distance R from the Sun:

p1(R, a) =
C1
vR
. (B.1)
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Above, vR =
√
2GNM

(
1
R − 1

2a

)
is the particle’s radial velocity magnitude, assuming orbits

are very nearly radial. Normalizing the integral of p1(R, a) from R = 0 to R = 2a to
unity fixes C1 and yields

p1(R, a) =
1
πa

1√
2a
R − 1

. (B.2)

The 3-dimensional probability density that a particle on an orbit with semi-major axis a is at a
distance R from the Sun is p1(R, a) divided by the area of the spherical surface at that radius:

p3(R, a) =
1

4πR2 p1(R, a). (B.3)

This can be integrated against the distribution of semi-major axes to find the 3-dimensional
probability density that a particle is at a radius R from the Sun, p3(R). With our assumptions
in section 3, that distribution is

f(a) = Cf

a2 Θ(a− amin)Θ(amax − a), (B.4)

where amin and amax describe the range of semi-major axes of the particle population, and
Cf = 1

1/amin−1/amax
so that the integral of f(a) over all a is unity. Assuming amin <

R
2 , the

population-averaged 3-dimensional probability density is

p3(R) =
∫ ∞

0
da f(a)p3(R, a) =

∫ amax

R
2

da Cf

a2
1

4πR2
1
aπ

1√
2a
R − 1

≃ 3Cf

8πR4 , (B.5)

where in the last equality we also assumed amax ≫ R.
The probability that a particle at radius R from the Sun is located inside a ball of

radius rball ≪ R is then

pball ≃ p3(R)
4
3πr

3
ball =

1
2
r3

ball
R4

1
1/amin − 1/amax

. (B.6)

Finally, the average time spent in a ball of radius rball located a distance R from the Sun is
given by the probability of a particle being located in this region, multiplied by the total
simulation time tf :

t̄ball = tfpball =
1
2
r3

ball
R4

tf
1/amin − 1/amax

, (B.7)

which is exactly eq. (3.2) from the main text.
The realized average time spent in rball in the forward simulations is t̂ball =

∑
p t̂ball,p/Np.

The ratio t̂ball/t̄ball is thus a direct measure of the terrestrial solar basin density ratio with
and without perturbations, and thus of τeff/t⊙. This yields our statistical estimator τ̂eff
from the forward simulations in eq. (3.3).
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Backward runs. To estimate the effective basin lifetime in the backward simulations, we first
compute the average occupation number f̄0 expected in absence of planetary perturbations,
and then give a statistical estimator for the average occupation number f̂0 across all particles
in the simulations. In what follows, we assume production occurs only in a single shell
at Rprod (cfr. eq. (3.5)) and disregard re-absorption; the latter assumption will be relaxed
in appendix B.2. The ratio of the realized average occupation number with perturbations
and expected average occupation number without perturbations is τ̂eff/t⊙ = f̂0/f̄0, thus
establishing eq. (3.6).

The average expected occupation number over velocity phase space is

f̄0 = 1
VR

∫
VR

d3v f0(v), (B.8)

with VR = (4π/3)v3
esc,R the total velocity phase space volume and vesc,R is the escape velocity

at a distance R from the Sun. Spherical symmetry (in absence of the planets) dictates
that the phase space density function only depends on the magnitudes of the radial and
transverse velocities, vR and v⊥, respectively:

f0(v) = f0(vR, v⊥) ≃ Ncross(vR)δf(v⊥). (B.9)

Here Ncross(vR) is the number of times a particle with radial velocity vR crosses a shell with
radius R, and δf(v⊥) is the change in occupation number per crossing.

Because particle trajectories would be constant in the static potential of the Sun, the
phase space occupation is proportional to Ncross(vR) and δf(v⊥). Given that a particle
penetrates the shell twice per orbit, with an orbital period P (a), the number of crossings is

Ncross(vR) ≃ 2 t⊙
P (a) = t⊙

√
GNM⊙
πa3/2 , (B.10)

while δf(v⊥) is obtained from eq. (3.5):

δf(v⊥) =
Γprod∆Rprod
vRprod(v⊥)

= Γprod∆Rprod√
v2

esc,R − v2
⊥R

2/R2
prod

. (B.11)

The maximum transverse velocity magnitude for the perihelion to cross the shell is, by
angular momentum conservation, vmax

⊥ ≡ vesc,RRprod/R.
Assembling all of these pieces, we can evaluate the integral in eq. (B.8) as:

f̄0 = 1
VR

[
2
∫ vesc,R

0
dvR Ncross(vR)

] [
2π
∫ vmax

⊥

0
dv⊥ v⊥δf(v⊥)

]
(B.12)

= 3
4πv3

esc,R

[3
2
GNM⊙t⊙

R2

] [
2πvesc,Rprod

R2
prod
R2 Γprod∆Rprod

]
(B.13)

= Γprod∆Rprodt⊙
9
8
vesc,Rprod

vesc,R

R2
prod
R3 , (B.14)

where to go to the second line, we used
dvR

da =
√
GNM⊙

2
√
2a2

1√
1/R− 1/(2a)

(B.15)

to convert the radial-velocity integral to one over a ∈ [R/2,∞].
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The estimate for the average occupation number over all of phase space in the backward
simulations is:

f̂0 = 1
Np

Np∑
p

(p)∑
i

δf = Γprod∆Rprod
1
Np

Np∑
p

(p)∑
i

1
vRprod

. (B.16)

Therefore, our statistical estimator for τeff from the backward runs is

τ̂eff = t⊙
f̂0

f̄0
, (B.17)

which yields eq. (3.6) after insertion of eqs. (B.14) and (B.16).

B.2 Full estimate of basin density from backward simulations

Here we detail how we use the time particles spend at different production radii within the
sun to account for saturation effects in our estimates of the basin lifetime for the forward
simulations.

For the 2048 backward-run particles, we tabulate the sum ttot(Rprod) = C
∑ 1

vRprod
,

where C is a normalization constant, vRprod is the radial velocity magnitude and the sum
is over the number of times the particle hit the shell of radius Rprod during its backward
evolution. This quantity is tabulated at six values of Rprod: [0.1, 0.3, 0.5, 0.7, 0.9, 1.0]R⊙. The
total time spent by the particle within a shell of some small radius around Rprod is thus
equal to ttot(Rprod) with appropriate normalization constant C.

Given the coupling g and mass m of particle, we can use this data to compute the density
of particles at Earth. While a particle is inside a particular shell (indexed by i), the rate
of change of phase space density for that trajectory is

ḟ = Γi(1− f/fi), (B.18)

where Γi is the production rate inside the shell, and fi = 1/(em/Ti − 1) is the thermal
occupation number for the temperature at that shell. If g is sufficiently small so that all of
the Γi ∝ g2 are very small, then the f/fi term will always be ≪ 1, and we have

ffinal = f0 ≡
∑

i

Γittot(Rprod,i), (B.19)

where the sum can be made into an integral by considering infinitesimally thin shells.
If instead g is large enough that the f/fi terms cannot be neglected, then the number of

times we strike each shell and the order in which we hit the different shells over the whole
simulation will matter for ffinal. However, we can make the approximation that we hit the
different shells sufficiently often, relative to the total trajectory time, that we can average
their contributions. In that case, we can solve the equation

ḟ = 1
ttot

[∑
i

Γittot(Rprod,i)− f
∑

i

Γi

fi
ttot(Rprod,i)

]
(B.20)

where ttot is the total integration time for the particle. Setting f(t = 0) = 0, we obtain

ffinal = f(t = ttot) = fav(1− e−f0/fav), (B.21)
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where
fav ≡ f0∑

i Γittot(Rprod,i)/fi
=

∑
i Γittot(Rprod,i)∑

i Γittot(Rprod,i)/fi
. (B.22)

This gives us an estimate for ffinal for each particle.
We finally estimate the energy density ρb of basin particles at Earth by averaging this

over the 2048 different particles, sampled from the sphere of bound velocities at Earth:

ρb = m

∫ d3k

(2π)3 f(k) = m4
∫ d3v

(2π)3 f(v) ≃
m4VR

(2π)3
1
Np

∑
p

ffinal,p, (B.23)

where VR is the volume in velocity space sampled by the backward-running particles as below
eq. (B.8), and Np = 2048 is the number of particles.

The results of this procedure, culminating in eq. (B.23), are used to calculate the solar
basin energy density as a function of mass and effective coupling for both the dark photon
and axion benchmark models in figure 1. For couplings of |ϵ| ≲ 10−12 and |gaee| ≲ 10−12

respectively, re-absorption can be ignored to a good approximation, so the solar basin density
computation amounts to calculating the energy density production rate multiplied by the
effective basin time, now determined to be approximately τeff = 1.2± 0.09Gyr based on the
first 2048 backward-run particles. The terrestrial absorption rates of dark photons and axions
are directly proportional to their solar basin energy density, and are thus also an input for
the parameter space constraints (blue regions) of figures 2 and 3.

C Gravitational scattering

We derive the necessary components to find the differential rate for a particle to scatter from
a semi-major axis ain to aout in appendix C.1 below. This calculation is adapted from ref. [82],
wherein the differential rate for a particle to be ejected from a semi-major axis ain is computed
instead (a result we have verified). The problem setup and variables in velocity space are
compiled in figure 24. Closed-form analytic expressions for the numerator function F (a) (and
thus the diffusion function D(a)) and the ejection rate Γej are collected in appendix C.2.

C.1 Derivations

We begin with a particle of velocity vin , which will be boosted to a velocity vout after
scattering. Following [82], we define new vectors in the planet frame:

win = vin − vP, (C.1)
wout = vout − vP, (C.2)

w = |win | = |wout | . (C.3)

We explicitly write the components of these vectors to define angles, with the velocity of the
planet defining the x̂ direction, and the plane of scattering defining the x− y plane:

win = w(cosϕin, sinϕin, 0). (C.4)

Then the incoming velocity can be related to the outgoing velocity after scattering wout via

wout = w(cosϕout, sinϕout cosϕ2, sinϕout sinϕ2) = win cos θ − b̂w sin θ, (C.5)
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v⃗P

vin

vout

w⃗
in

w⃗
ou

t

w

v⃗ in

αin
ϕout

ϕin

Figure 24. The relevant scalars, vectors, and angles for the setup of the gravitational scattering
problem in velocity space. We will find the differential rate for a particle to scatter from semi-major
axis ain, with velocity w⃗in, to semi-major axis aout, with velocity w⃗out. Vectors associated with the
motion of the test particle are shaded blue-green, while vectors associated with the motion of the
planet are shaded orange.

where b̂ is the impact parameter for the scattering and is given by

b = (GNMP)2

2w4 tan−2
(
θ

2

)
(C.6)

b̂ = (− sinϕin cosϕb, cosϕin cosϕb, sinϕb). (C.7)

MP denotes the planet mass. Note eq. (C.5) defines the angle θ.
To complete our geometrical setup of the problem, the angles can be expressed in terms

of velocities, which are either known or can be related to ain and aout:

cosϕout =
v2

out − v2
P − w2

2vPw
= cosϕin cos θ + sinϕin sin θ cosϕb (C.8)

cosϕin = v2
in − v2

P − w2

2vPw
(C.9)

cosϕ2 = sinϕin cos θ − cosϕin sin θ cosϕb

sinϕout
. (C.10)
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We can write dσ = bdbdϕb, since dσ is the differential area element in the plane of b.
So we can rewrite

dσ
d cosϕoutdϕb

= b
db

d cosϕout

= 1
2

db2

d cosϕout

= (GNMP)2

2w4

d tan−2
(

θ
2

)
d cosϕout

. (C.11)

Writing
tan2

(
θ

2

)
= 1− cos θ

1 + cos θ (C.12)

and using the above definitions to solve for cos θ:

cos θ± = cosϕin cosϕout ± cosϕb sinϕin
√
cos2 ϕin − cos2 ϕout + cos2 ϕb sin2 ϕin

cos2 ϕin + cos2 ϕb sin2 ϕin
, (C.13)

we can rewrite the differential cross section in terms of ϕin and ϕout only. In order to do so,
we will count contributions from both of the two branches of cos θ, so

d tan−2
(

θ
2

)
d cosϕout

= 4cos
2 ϕin − cosϕin cosϕout + 2 cos2 ϕb sin2 ϕin

(cosϕin − cosϕout)3 . (C.14)

Comparing with eq. (C.11), we find

dσ
d cosϕout

= 2π (GNMP)2

w4
1− cosϕin cosϕout

(cosϕin − cosϕout)3 , (C.15)

where we have integrated ϕb only over half of the b-plane to avoid double-counting after
summing both branches of cos θ.

Finally, we are ready to write down the differential rate for scattering from ain to aout.
The integrated rate is given by

Γ = nσv; (C.16)

with
n(R) =

∫
d3vinf(vin, R). (C.17)

Then we can set up the differential rate by using the differential cross section above:

dΓ
d3vind cosϕout

= f(vin, R)
dσ

d cosϕout
w. (C.18)

We express d3vin as v2
indvindΩin, so that

dΓ
dvind cosϕout

=
∫

dΩin f(vin, R)
dσ

d cosϕout
wv2

in. (C.19)

To convert dvin to dain, we use the fact that energy conservation implies

−GNM⊙
2a = v2(R)

2 − GNM⊙
R

. (C.20)
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We evaluate this expression at the solar distance at which scattering occurs (in the present
case, ∼ 1AU) to express vin in terms of a. Differentiating, we find

dvin = 1
2

GNM⊙√
2GNM⊙

(
1
R − 1

2ain

) dain
a2

in
, (C.21)

and so
dΓ

daind cosϕout
=
∫

dΩin f(vin, R)
dσ

d cosϕout
wvin

GNM⊙
2a2

in
. (C.22)

Next we express d cosϕout as daout. We use eq. (C.8) to express cosϕout in terms of vout, and
then use eq. (C.21) once again to express this velocity differential in terms of semi-major
axis a, giving:

d cosϕout
daout

∣∣∣∣
w
= GNM⊙

2a2
out

1
vPw

. (C.23)

With this final manipulation, one finds the desired result for the scattering rate in eq. (5.2).

C.2 Analytic expressions

The numerator function F (a) in eq. (5.6) evaluates to:

F (a) ≡ 4
3π

M2
P

M2
⊙

1
R

√
GNM⊙
a(2a−R) (C.24)

×


[
4a2 − 2aR− (3a−R)

√
a(2a−R)

] [
5a2 − 4aR+R2 − (3a−R)

√
a(2a−R)

]
(
3a−R− 2

√
a(2a−R)

)3/2

+

[
4a2 − 2aR+ (3a−R)

√
a(2a−R)

] [
5a2 − 4aR+R2 + (3a−R)

√
a(2a−R)

]
[
3a−R+ 2

√
a(2a−R)

]3/2

 .
The ejection rate in eq. (5.8) can also be written in closed form:

Γej(ain) =
1

12π
M2

P
M2

⊙

√
GNM⊙
a2

inR
Θ(2ain −R) [T1(ain)− T2(ain)] (C.25)

T1(a) ≡
40a2 −R2 − 8aR+ 4(6a+R)

√
a(2a−R)[

3a−R+ 2
√
a(2a−R)

]1/2 (C.26)

T2(a) ≡


40a2−R2−8aR−4(6a+R)

√
a(2a−R)[

3a−R−2
√

a(2a−R)
]1/2 a < 1+

√
2

4 R

8
(
2
√
2− 1

)
a3/2 a ≥ 1+

√
2

4 R.

(C.27)

Data Availability Statement. This article has associated data in a data repository.

Code Availability Statement. This article has associated code in a code repository.
Avaialble at https://github.com/kenvantilburg/solar-basin-dynamics/tree/main.
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