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Advancements in nanofabrication processes have propelled nonvolatile phase change materials (PCMs) beyond storage-
class applications. They are now making headway in fields such as photonic integrated circuits (PIC), free-space optics,
and plasmonics. This shift is owed to their distinct electrical, optical, and thermal properties between their different atomic
structures, which can be reversibly switched through thermal stimuli. However, the reliability of PCM-based optical com-
ponents is not yet on par with that of storage-class devices. This is in part due to the challenges in maintaining a uniform
temperature distribution across the PCM volume during phase transformation, which is essential to mitigate stress and el-
ement segregation as the device size exceeds a few micrometers. Understanding thermal transport in PCM-based devices is
thus crucial as it dictates not only the durability but also the performance and power consumption of these devices. In this
paper, we review recent advances in the development of PCM-based photonic devices from a thermal transport perspective
and explore potential avenues to enhance device reliability. We aim to provide insights into how PCM-based technologies
can evolve beyond storage-class applications, maintain their functionality, and achieve longer lifetimes.

1 Introduction

Achieving dynamic control over the electrical, optical, and thermal properties of materials is a
major technological endeavor that could usher in a new era of compact, low-power, and cost-effective
technologies. In recent years, the emergence of metasurfaces and photonic integrated circuits (PICs)
has sparked unprecedented interest across diverse industries[1, 2, 3, 4]. In this context, compo-
nents that can actively modulate light via an external trigger serve as fundamental elements for
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light routing and the advancement of photonic systems towards a compact and energy-efficient
design[5]. To achieve this, materials with tunable optical properties could facilitate the on-demand
manipulation of light in both phase and amplitude. This capability not only facilitates the stor-
age and processing of data using optical signals but also enables the controlled manipulation of
light for applications in free-space optics. The technological and scientific implications of materi-
als with tunable optical properties could potentially drive substantial advancements in telecommunication[6,
7], information processing[8, 9], as well as biological sensing [10, 11] and imaging applications[12,
13].

Thus far, light modulation for compact devices and applications has been done either by me-
chanical components such as micro-electro-mechanical systems[14], or by electrical techniques
such as thermo-optic effect[15], free carrier dispersion effects[16], and liquid crystals[17]. However,
these approaches suffer from high power consumption, minimal changes in refractive index, and
complex fabrication processes. Recent studies have shown that chalcogenide-based phase change
materials (PCMs) are a promising alternative for manipulating light with unprecedented perfor-
mance, multilevel tunability, and low power consumption, achieving levels as low as attojoules per
cubic nanometer [18, 19, 20, 21]. This exceptional efficiency is due to the non-volatile nature of
phase transformations in PCMs, which remain stable in a set phase without requiring an electric
field, a characteristic often described as “set and forget”. In addition to their outstanding energy
efficiency, these solid-state PCMs have demonstrated remarkable durability in-memory applica-
tions, with the capability of up to ∼1012 switching cycles[22]. As a result of their large optical
contrast, remarkable energy efficiency, and durability, they are considered an excellent material
candidate for future reconfigurable optoelectronics. However, the main challenge in the integra-
tion of PCMs into functional devices is the high temperature required to trigger the phase trans-
formation, which necessitates careful thermal management.

Table 1: Comparison of unique performance requirements for phase change materials in electronic memory devices,
photonic integrated circuits (PICs), and free-space optics.

Electronic PICs Free space

∆ρ High importance Low importance Low importance
∆n Low importance Medium importance High importance
∆k Low importance High importance Medium importance

Switching Speed <1 µs or >1 MHz Application-specific Restricted by thickness
Thickness 20 – 100 nm 20 – 30 nm λ/2∆n

Thermal Conductivity Lower the better Low importance Higher the better

This class of active materials initially emerged in rewritable optical disks and, due to their ana-
logue (continuous) switching operation, quickly gained interest for integrating into the memory
devices for the development of non-von Neumann computing architecture, specifically designed to
mimic the human brain by storing and processing data within the memory cell itself[23, 24, 25,
26, 27, 28]. Very recently, with growing interests in photonic memory[8] and silicon photonics,
the need for manipulating the optical signal on a chip scale dimensions has increased and pro-
pelled PCMs into new frontiers such as photonic switches[29], rewritable photonic circuits[30,
31], and photonic memory devices[32, 33]. More recently, with the integration of metasurfaces
in functional devices such as flat optics and spectral filters, the applications of PCMs have tran-
sitioned into reconfigurable optics for free-space applications offering improved capabilities such
as adjustable spectral filters[13, 34, 35], focusing lenses[36, 37, 38], and beam steering devices[39,
40, 41]. From a broad perspective, we categorize PCMs into three major groups based on their
effective switching area, which varies according to their applications, as depicted in Fig. 1. For
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memory applications and achieving higher storage density, a smaller switching volume on the or-
der of sub-micron dimensions is preferred. For reconfigurable PICs, the effective switching size
can range from a few microns to 100 microns, depending on the specific application. Finally, for
PCMs used in free-space optics, it is essential that the effective switching area exceeds 100 microns[35].
Ideally, the thickness of the PCM for manipulating a free-space beam is given by λ/2∆n, which
equates to 380 nm for a beam with a wavelength of 1550 nm. Thinner layers can be achieved us-
ing resonant structures, while thicker layers may be required if the refractive index contrast with
the cladding is low. A general comparison of the unique performance requirements for PCMs across
different applications is provided in Table 1.

Figure 1: The application of phase-change materials in reconfigurable photonics can be categorized into three
major groups based on their effective switching size: data storage (<1 µm), reprinted with permission Refs.
[42, 43]. © 2015, Springer Nature. Photonic integrated circuits (1-100 µm), reprinted with permission from
Refs. [44, 31, 45]. © 2022, Springer Nature. And free-space optics (>100 µm), reprinted with permission from
Refs.[46, 36]. © 2021, Springer Nature.

As the application of PCM-based photonics expands, the reliability of these devices significantly
lags behind their electronic counterparts. This is primarily due to the larger effective switching
volume, which generates greater thermal shocks during the phase transformation process and re-
quires a more robust device architecture to withstand them. For instance, switching the deposi-
tion technique for SiNx from PECVD to sputtering has been shown to produce a hydrogen-free,
stronger capping layer, thus improving PCM durability [47]. However, addressing durability issues
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for large-scale PCM remains challenging and requires advancements at every level of the device.
This paper explores the need for improvements in device architecture, material selection for bet-
ter adhesion, innovative heater designs, and the development of PCMs with higher thermal con-
ductivity and reduced volume changes during phase transitions to enhance reliability and durabil-
ity.

This paper reviews recent advancements in PCM-based devices, with a specific emphasis on
their applications in photonic and optoelectronic technologies. We explore strategies from a ther-
mal transport perspective for improving device reliability and durability at dimensions larger than
a few micrometers to facilitate the expansion of PCM-based devices into areas beyond conven-
tional storage-class applications. Our discussion begins with a review of our current understand-
ing of the thermal properties of PCMs and an analysis of their primary heat carriers, which are
critical for temperature management within the device. We also discuss how thermal boundary
conductance influences device performance and identify the length scale at which this factor be-
comes significant enough to affect the temperature distribution in PCM. Following this, we re-
view recent microheater designs for PCM switching, assessing their effects on device efficiency
and power consumption, while highlighting their benefits and limitations. Additionally, we review
novel PCM compositions recently developed for photonic systems. Finally, we discuss computa-
tional methods for modeling phase transformations and summarize the reported thermal proper-
ties of major PCMs, which are crucial for effective thermal modeling.

2 Thermal Conductivity

Phase transformation in PCM causes drastic changes not only in electrical [48] and optical [8]
properties, but also thermal conductivity [49], which can increase by more than an order of mag-
nitude, as shown in Fig. 2(a-c). Since phase transformation in PCMs is triggered by thermal stim-
uli, an in-depth understanding of the thermal transport processes in PCMs and their intercon-
nects is essential to expand their application beyond storage-class devices. This understanding
would facilitate the development of larger PCM-based devices with more uniform phase trans-
formation, which directly impacts the device’s energy efficiency, performance, and durability. In
this section, we focus on elucidating the critical thermal parameters that could affect device per-
formance and lifetime as the effective switching volume in PCM increases. Through a systematic
examination of energy carriers in different phases of PCM, we discuss the complex interplay of
energy carriers, offering insights into the mechanisms governing heat transfer at the microscopic
level.

The thermal conductivity of materials is largely affected by their atomic mass, atomic struc-
ture, and bonding nature. For example, carbon can naturally occur as either diamond or char-
coal — one being exceptionally thermally conductive, while the other is insulating. Typically,
the thermal conductivity of most materials ranges from 0.02 W m−1 K−1 for aerogels (over 99%
porous) to a record high thermal conductivity for diamond exceeding ∼2000 W m−1 K−1 at room
temperature [52, 53]. Although higher thermal conductivities than diamond have been reported
for graphene [54, 55, 56] and carbon nanotubes (CNT) [57, 58], their large anisotropy in ther-
mal conductivity and poor mechanical properties lead to major limitations for integration into
functional devices [59, 60]. Figure 2(d) presents the thermal conductivity spectrum for various
notable materials, ranging from super-insulative to superconductive. Figure 2(d) also highlights
where the thermal conductivity of most PCMs falls within this range. According to this graph,
PCMs are classified as low thermal conductivity materials, with their thermal conductivity being
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2.1 Primary Heat Carriers in PCMs

Figure 2: The changes in (a) electrical resistivity[50], (b) thermal conductivity[49], and (c) refractive index[51]
upon amorphous to crystalline phase transformation in Ge2Sb2Te5. (d) Thermal conductivity spectrum for several
notable materials that are widely used in the industry from ultra-insulative to ultra-conductive.

comparable to that of polymers and amorphous silica (a-SiO2). The low thermal conductivity of
PCM results in a large temperature gradient during phase transformation, which becomes more
pronounced as the PCM dimension increases. As we will discuss in this section, this temperature
gradient could lead to elemental segregation and eventual failure of the device’s performance over
time.

2.1 Primary Heat Carriers in PCMs

Thermal transport is broadly categorized into three main mechanisms: conduction, convection,
and radiation. In PCM-based devices, due to the high temperature excursions involved in phase
transformation, the heater and PCM must be encapsulated with other inert, temperature-resistant
materials such as SiO2, ZnOx, or SiNx to prevent oxidation and evaporation. This necessitates
that the PCM be fully enclosed by solid materials, making thermal transport predominantly driven
by conduction, with convection and radiation having minimal impact on phase transformation
and temperature distribution. The dominance of conduction arises from its significantly higher
rate of heat transfer between two solids compared to the much lower rates associated with solid-
air interactions or radiation. This can be quantified using a one-dimensional heat transfer model
with a square heater adjacent to the PCM, encapsulated by a capping layer, as shown in the schematic
in Fig. 3(a-c). The thermal conductance across solid-gas interfaces (convection coefficient) typ-
ically ranges from 2 to 25 W m−2 K−1[61], while for solid-solid interfaces it is orders of magni-
tude higher, ranging from 20-300 × 106 W m−2 K−1[62]. In addition, the radiation contribution
compared to conduction is very small. We plot the heat transfer rate per unit area as a function
of the PCM surface temperature in a steady-state regime in Fig. 3(d). Due to the significantly
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2.1 Primary Heat Carriers in PCMs

lower thermal boundary resistance at solid-solid interfaces, heat transfer by conduction is almost
six orders of magnitude higher than that by convection and radiation. This simplifies thermal
transport in PCM-based technologies to a single mechanism, highlighting the importance of se-
lecting appropriate materials for components near the microheater and the PCM. Consequently,
the boundary condition at the interface between the encapsulating material and the air can be
considered insulating, as depicted in Fig. 3(a).

Figure 3: Different heat transfer mechanisms in PCM based devices are: (a) conduction, which is the dominant
mode of thermal transport; (b) convection, and (c) radiation, both of which have negligible effects on thermal
transport. Panel (d) shows the heat transfer rate for these mechanisms as a function of temperature.

Given that conduction is the primary mechanism of thermal transport in PCM-based devices,
thermal energy in PCMs and its neighboring materials can only be transferred through two major
pathways: (i) lattice contribution and (ii) electronic contribution. As a result, the total thermal
conductivity of PCMs can be estimated by summing the contribution from vibrational modes in
the lattice and the electrons to the thermal conductivity:

k = kl + ke (1)

where kl is the lattice contribution and ke is the electronic contribution. Depending on the PCM
atomic structure and composition, the contributions from vibrational modes and electrons to ther-
mal conductivity can vary. These variations are rooted in the material’s atomic structure and
bonding nature, which strongly influence its electrical, optical, and thermal properties. In the
amorphous state, the material exhibits covalent bonding with localized electrons, limiting elec-
tron mobility and resulting in high electrical resistivity. Upon crystallization, the bonding transi-
tions to metavalent, characterized by delocalized electrons shared across multiple atoms in a co-
ordinated lattice. This delocalization significantly enhances electron mobility, leading to a sharp
reduction in electrical resistivity [63, 64, 65].

For instance, for the famous compound Ge2Sb2Te5 (GST), the thermal conductivity in the dis-
ordered phase is mainly dominated by lattice vibrations with negligible contributions from the
electrons, while in the highly ordered phase, the electrons become the dominant heat carriers[66,
49]. However, it is important to note that GST stands out as a PCM with exceptional transport
processes. This is because, in addition to its structural phase transition near 150°C, it undergoes
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2.1 Primary Heat Carriers in PCMs

a metal-insulator transition in its crystalline phase near 280°C due to vacancy reordering [67].
While in many other PCMs such as Ge2Sb2Se4Te (GSST) and Sb2S3 (SbS), thermal transport is
mainly driven by lattice contribution in both phases[51]. In the following sections, we discuss how
different heat carriers can influence the thermal transport in PCMs and its phase transformation.

2.1.1 Lattice Contribution

The thermal conductivity in non-metals, i.e. insulators and semiconductors, is governed by atomic
vibrations, which are influenced by their mass, bonding, and structure[68]. At room temperature,
energy transfer through atomic vibrations can be significantly more efficient than electronic trans-
port. For instance, diamond, which is electrically insulative, has a thermal conductivity (>2000
W m−1 K−1) more than five times higher than that of the most conductive metals, like silver (∼430
W m−1 K−1) and copper(∼400 W m−1 K−1)[69]. At the same time, non-metals can also be among
the most thermally insulating materials, such as layered tungsten diselenide, WSe2 (∼0.05 W m−1

K−1) and amorphous silicon telluride, Si2Te8 (∼0.10 W m−1 K−1)[70, 71]. Generally, materials
with higher atomic mass, weaker bonds, and disordered structures exhibit lower thermal conduc-
tivities. As such, most chalcogenide-based PCMs that predominantly contain heavy elements like
Ge, Se, Sb, and Te possess low thermal conductivities in both their amorphous and crystalline
phases, often as low as 0.20 W m−1 K−1 in their amorphous phase, comparable to the thermal
conductivity of polymers.

In crystals, heat is primarily carried by the collective motion of atomic vibrations, known as
phonons, which is schematically depicted in Fig.4(a,b), which travel through the material at the
speed of sound. Variations in atomic structure result in significantly different thermal conduc-
tivities and distinct temperature-dependent trends for the same material. For example, quartz
(c-SiO2) and silica glass (i.e., fused quartz or a-SiO2) are composed of the same elements, but
exhibit sharply contrasting temperature-dependent thermal conductivities, as illustrated in Fig.
4(c). This difference arises from the emergence of scattering mechanisms that impede the prop-
agation of phonons as the atomic structure loses its periodicity and becomes less ordered. Be-
yond a certain degree of disorder, phonons are strongly scattered, and their mean free path be-
comes drastically short. As a result, in these highly disordered systems, the concept of phonons
breaks down. This drastic change in the vibrational modes behavior at high atomic disorder ne-
cessitates the description of atomic vibrations through another concept known as “diffusons”[72],
see Fig. 4(d,e). Diffusons are highly inefficient at carrying heat and are often strongly scattered
within their first few nearest neighbors. This results in the lowest thermal conductivity that a
material can achieve, a concept known as the minimum limit [73, 74]. Generally, the vibrational
modes in amorphous solids are commonly classified into three categories based on their frequency:
propagons, diffusons, and locons[75]. Propagons typically have lower frequencies and longer life-
times compared to diffusons and locons. These vibrational modes can enhance the thermal con-
ductivity of materials, but are generally found in single-element materials such as amorphous silicon[76,
77]. On the other hand, in disordered alloys where mass scattering and anharmonicity prevail and
are more relevant to binary and ternary PCMs, diffusons are predominant energy carriers[74]. Lo-
cons are localized atomic vibrations that impede heat propagation, and as their population in-
creases, thermal conductivity is suppressed. For example, in SiTe, increasing the Te concentra-
tion decreases the coordination number, resulting in 42% of the modes being locons, leading to
ultralow thermal conductivities [71].

For non-metals, the thermal conductivity trend as a function of temperature is primarily de-
pendent upon the degree of disorder in the atomic structure. For highly ordered single-crystalline
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2.1 Primary Heat Carriers in PCMs

solids, the thermal conductivity decreases with temperature at temperatures close to room tem-
perature and above. This is because as the temperature increases, more phonon modes are acti-
vated and this leads to the emergence of stronger phonon-phonon scattering, commonly referred
to as anharmonic scattering [78]. On the other hand, for highly disordered materials, the ther-
mal conductivity follows the trend of heat capacity and increases with temperature, as shown
for amorphous SiO2 in Fig. 4(c). This is because as the temperature of the materials is raised,
more vibrational modes are activated, which can then contribute to the thermal transport. At
the Debye temperature, when all vibrational modes are fully populated, the thermal conductivity
plateaus and remains almost constant up to the crystallization or melting point [79]. In the case
of most chalcogenide-based PCMs, due to their relatively soft bonding nature[80], this plateau oc-
curs at temperatures well below room temperature. This implies that it is reasonable to assume a
constant thermal conductivity for the amorphous phase of PCM above room temperature, before
crystallization, which agrees well with prior measurements[66, 49, 51].

Figure 4: The dominant vibrational mode in PCMs is determined by their atomic structure: phonons (b) are the
main heat carriers in ordered PCMs (a), whereas diffusons (e) dominate in disordered PCMs (d). Panel (c) shows
the thermal conductivity trends with temperature for SiO2 in both ordered and disordered states [81], and panel
(f) presents these trends for metallic and non-metallic PCMs [49, 51].

Thus far we have discussed the heat carriers in non-metallic materials, where the heat is trans-
ported through atomic vibrations. However, depending on the composition of PCMs, the ma-
terial can undergo a metal-insulator transition, causing the electronic contribution to thermal
conductivity to become the dominant energy carrier in thermal transport. Figure 4(f) shows the
thermal conductivity trend in crystalline GST and SbS with two differing behaviors. For crys-
tals, the thermal conductivity typically decreases with temperature due to anharmonic scatter-
ing, as observed for c-SbS in Fig. 4(f), or remains constant in the presence of disorder or extrinsic
scattering sites such as mass, grain boundaries, and defects [82, 83, 84, 85, 86]. However, for c-
GST, since the thermal transport is dominated by electrons, it follows a metallic-like trend and
increases with temperature. In the following, we discuss the effect of the electronic heat carriers
in PCMs and discuss their impact on the overall operation of the device.
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2.1 Primary Heat Carriers in PCMs

2.1.2 Electron Contribution

In conductive materials, the same particles that transport charge can also carry heat, and there-
fore, both electrons and atomic vibrations contribute to the thermal conductivity of the mate-
rial. Electron-dominated thermal transport can significantly enhance temperature uniformity in
a device for three main reasons: (i) increased overall thermal conductivity, (ii) an upward trend
in thermal conductivity with rising temperature, and (iii) higher thermal conductivity in the liq-
uid phase. In memory devices, it has been suggested that PCMs with lower thermal conductivity
can reduce overall power consumption by confining heat more effectively [87, 88]. However, the
impact of low thermal conductivity PCMs on improved power efficiency has been contested by
others [89, 90]. Nonetheless, for scaling PCM applications to larger devices, higher thermal con-
ductivity PCMs are advantageous. They facilitate a more uniform temperature distribution dur-
ing phase transformation and reduce the required temperature rise at the electrode for triggering
phase transformation [91].

For thin films, it can be challenging to distinguish the individual contributions of electrons ver-
sus vibrational modes [92]. The most common method to experimentally separate the contribu-
tions of electrons from vibrational modes is by measuring the electrical resistivity of the material,
which can then be correlated with the thermal conductivity of electrons. The relative contribu-
tion of electrons to thermal conductivity can be estimated using the empirical Wiedemann-Franz
(WF) equation, which relates electrical resistivity to thermal conductivity using a proportionality
constant independent of the metal type [93]:

ke = LT/ρ (2)

where ke is the thermal conductivity of the electron, L is the Lorenz number, often assumed as
the low temperature value of 2.44 × 10−8 W Ω K−2, T is the temperature and ρ is the electrical
resistivity Ω m. Using this approach, Lyeo et al. [66] reported a negligible electronic contribution
to the thermal conductivity of GST in both the amorphous and crystalline phases when annealed
up to 280°C. However, upon further annealing to 400°C, they observed that the electronic contri-
bution could rise to as much as 70%. Similarly, Lee et al.[94] reported that the electronic contri-
bution to thermal conductivity in GST is 0.87 W m−1 K−1, accounting for 66% of the total ther-
mal conductivity of 1.32 W m−1 K−1. This sharp change in the thermal conductivity of GST in
its crystalline phase was later discovered to be related to a metal-insulator transition (MIT) that
occurs above 280°C as a result of the reordering of vacancies[67, 95]. This electronic phase tran-
sition is separate from the amorphous-to-crystalline phase transformation and occurs due to de-
creased randomness caused by the reordering of vacancies.

Nonetheless, the MIT does not occur in all PCMs even though it has been reported for the fa-
mous compound of Ge-Sb-Te[67] and GeTe[98], both of which go through crystallization upon
early phase transformation and only by further annealing at higher temperatures, they trans-
form into a metallic phase[99, 100, 101, 102]. Figure 5 (a) shows a schematic of the electronic
density of states in GST in various phases, including the Fermi level and the mobility edge. In
the amorphous phase, due to a high degree of disorder, the electrons are strongly scattered and
localized, resulting in limited electron mobility and a bandgap of approximately 0.74 eV[96, 103].
Upon crystallization above 150°C, tellurium atoms quickly form an fcc sublattice, which creates
a random arrangement of germanium, antimony, and vacancies within the sublattice[104, 105],
as shown in Fig.5(b). This crystallization process creates a more ordered and periodic atomic ar-
rangement, enhanced overlap of atomic orbitals, improved coupling, and more defined conduction
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2.1 Primary Heat Carriers in PCMs

Figure 5: (a) A simplified schematic showing the electronic density of states of Ge2Sb2Te5 in its amorphous, cubic,
and hexagonal phases. Eµ and Ef are mobility edge and Fermi energy, respectively. Atomic structures of cubic (b)
and hexagonal (c) GST, emphasizing the random distribution of atomic sites and vacancies. Reproduced with per-
mission [95]. © 2012, Springer Nature. (d) Electrical resistivity trends as a function of temperature for metals and
non-metals. (e) The change in electrical resistivity of Ge2Sb2Te5 and the corresponding metal-insulator transition
resulting from annealing at different temperatures. Reproduced with permission [67]. © 2011, Springer Nature.
(f) Electrical resistivity of Ge2Sb2Te5 in various phases compared to other materials [96, 97].

and valence bands, all contributing to the narrowing of the bandgap to 0.5 eV[96, 103]. Nonethe-
less, the random arrangement of the atomic sites in the sublattice leads to significant electronic
localization, maintaining GST in the non-metallic insulating phase [67]. With further anneal-
ing of GST beyond 280°C, a higher degree of order is achieved in the lattice, Fig. 5(c), which en-
hances electron mobility and shifts the mobility edge above the Fermi level, as depicted in Fig.
5(a). This increased electron mobility leads to the formation of free electrons and triggers the
metal-insulator transition (MIT) forming a degenerate semiconductor.

Figure 5 (d) shows a qualitative trend for the electrical resistivity as a function of temperature
in metals (electron-dominated) and non-metals (phonon-dominated). In general, the electrical re-
sistivity of metals increases with temperature while for non-metal it decreases. Figure 5 (e), we
can observe that the electrical resistivity trend as a function of temperature changes as the an-
nealing temperature increases for various compositions of Ge-Sb-Te[67]. This change in the elec-
trical resistivity trend is an indication of MIT. Although we observe MIT in different composi-
tions of GST as well as GeTe, most low-loss optical PCMs such as GSST, SbS, and SbSe do not
exhibit metallic behavior in their crystalline phase, and their thermal transport is primarily domi-
nated by vibrational carriers[106, 49, 51]. Figure 5(f) compares the electron thermal conductivity
vs. electrical resistivity for GST, GSST, and some other notable metals and non-metals.
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2.1 Primary Heat Carriers in PCMs

Figure 6: (a) Thermal conductivity data for GST and GSST, measured using TDTR, as a function of temperature.
Reproduced with permission [49]. © 2021, Springer Nature. (b) A qualitative trend for the thermal conductiv-
ity of electron-dominated GST beyond its melting point. (c) A qualitative trend for the thermal conductivity of
phonon-dominated GSST beyond its melting point [91]. (d,f) Degree of phase transformation under an identical
amorphization pulse for similar devices equipped with GST and GSST [91]. (e,g) The corresponding temperature
distribution during phase transformation. Reproduced with permission [91]. © 2023, Wiley-VCH GmbH. (h)
Cross-plane temperature profile for a PCM/heater configuration when using GST and GSST as the PCM [91]. (i)
Temperature distribution across the entire 200 µm × 200 µm region of the heater covered with GSST. Reproduced
with permission.[35]. © 2024, Wiley-VCH GmbH.

For electron-dominated phase-change materials such as GST, the thermal conductivity sharply
increases with temperature after the MIT above 280°C due to higher electronic contributions[66,
49]. This aligns with previous thermal conductivity measurements[66, 107], as shown in Fig. 6(a).
Between 400°C and the melting temperature of 600°C, the electrical conductivity remains rela-
tively constant until the solid-liquid phase transformation occurs. Near the melting point at 600°C,
studies have observed a slight increase in the electrical conductivity of GST during the solid-liquid
phase transformation [96, 108, 109, 110, 111]. Due to the challenges in measuring the thermal
conductivity of liquid GST, experimental data for this phase are limited. However, we can make
an informed estimate of the thermal conductivity trend during the solid-liquid phase transforma-
tion. Figures 6 (b,c) show a qualitative trend for the thermal conductivity of electron-dominated
GST and phonon-dominated GSST. For electron-dominated GST, the electrical resistivity de-
creases upon melting, suggesting that the thermal conductivity will either increase or stay con-
stant. On the other hand, in phonon-dominated GSST, the periodicity of the crystal breaks upon
melting, and as a result, the thermal conductivity is expected to be closer to that of its amor-
phous phase. Figures 6 (dg) present simulation results that indicate the degree of phase transfor-
mation and the corresponding temperature distribution during the phase transition for a PCM/heater
configuration when electron-dominated GST vs. phonon-dominated GSST is used[91]. According
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2.2 Thermal boundary conductance

to these results, with the same amount of applied heat, 92% of GST is amorphized, whereas only
44% of GSST undergoes amorphization. Furthermore, because the thermal conductivity of GSST
is expected to decrease in the liquid phase, unlike GST, which increases due to higher electronic
contribution, the heater must operate at a higher temperature when GSST is used as the PCM.
Figure 6 (h) shows the cross-plane temperature profile of a device with PCM and an adjacent mi-
croheater, indicating that to amorphize the same volume, the heater for GSST needs to operate
at nearly 31 degrees higher than for GST[91]. Additionally, Fig.6 (i) illustrates the temperature
distribution for a 200 × 200 µm GSST on a silicon heater, highlighting the significant tempera-
ture gradients in the in-plane direction[35].

Although the observed increase in electronic contribution of GST agrees well with several inde-
pendent reports, it could be difficult to conclusively determine its contribution percentage purely
based on electrical resistivity data. A survey of the data available in the literature, as given in
Table 2 for the electrical resistivity of GST annealed beyond 280°C reveals significant variations
among the reported values for the electrical resistivity of GST, ranging by as much as an order
of magnitude. For example, Bragaglia et al.[112] reported that the resistivity of hexagonal GST
largely depends on the degree of order in the vacancy layers. They showed that for single crys-
talline h-GST, where the vacancy layers are highly ordered, the electrical resistivity could be sub-
stantially lower than reported values. This difference among the electrical resistivities could be
partially due to the different deposition processes, composition variation, annealing time, or dif-
ferent measurement techniques. The first principle calculations demonstrate that the lattice ther-
mal conductivity of the bulk h-GST can vary in the range of 0.87-1.67 W m−1 K−1 depending on
the crystal orientation[113]. Similarly, using first principle calculations, Campi et al. [114] showed
that by adding various scattering terms (Sb/Ge sublattice disorder and vacancies), the lattice
thermal conductivity of bulk h-GST can be adjusted to reduce from an ideal value of ∼1.6 W
m−1 K−1 to an experimentally reported value of ∼0.45 W m−1 K−1. A more focused study on the
effect of MIT on thermal conductivity can be found in ref. [106].

Table 2: Electrical resistivity for GST measured by different groups [96, 115, 94, 67, 66, 112] and the correspond-
ing electronic contribution to thermal conductivity calculated from WF.

Resistivity Measurement Annealed Ge2Sb2Te5
- h-GST Temperature Temperature Thermal Conductivity

(mΩ cm) (°C) (°C) (W m−1 K−1)

Kato and Tanaka [96] ∼3 100 580 0.2440
Nirschl et al. [115] ∼2 100 350 0.3660

Lee et al. [94] ∼0.84 25 300 0.87
Siegrist et al. [67] ∼0.8 100 300 0.9150

Lyeo et al. [66] ∼0.58 25 400 1.2513
Bragaglia et al. [112] ∼0.32 0 270 2.2875

2.2 Thermal boundary conductance

At the interface between two solids, heat flow can be disrupted due to differences in physical prop-
erties such as atomic structure, adhesion, roughness, crystal orientation, and mismatch between
the vibrational modes of the materials on each side. This disruption is quantified by thermal bound-
ary conductance (TBC), which measures the rate of heat flow across an interface. The TBC is
also often expressed as interfacial thermal resistance or Kapitza resistance—named after Soviet
physicist Pyotr Kapitza [116]—describes the resistance to heat flow at an ideal, atomically perfect

12



2.2 Thermal boundary conductance

interface [117]. However, in real-world devices, imperfections such as defects and surface rough-
ness create a non-ideal interfacial region with a finite thickness, referred to as the Kapitza length.
This theoretical length is an important parameter for quantifying the impact of thermal resis-
tance on heat flow in relation to the bulk thermal conductivity. In the context of this paper, which
examines a wide range of length scales for the PCM, the Kapitza length helps pinpoint the thick-
ness at which TBC between PCM and its neighboring materials could significantly influence ther-
mal transport. Thermal boundary conductance, often denoted as G, describes the relationship be-
tween the heat flux, Q, across the interface and the temperature drop, ∆T , at the interface, given
by:

Q =
∆T

R
= G∆T, (3)

where R is the resistance at the interface, the reciprocal of G. This conductance G is not an in-
trinsic property of the materials but is influenced by a combination of the electron and phonon
properties of each material and the processes occurring in the interfacial region. Understanding
TBC becomes essential when the characteristic dimensions of materials in PCM devices are com-
parable to or smaller than the Kapitza length. The Kapitza length is the thickness of a given ma-
terial that would provide the same thermal resistance as the existing interface if it were to replace
it and is defined by: [118, 119]:

Lk = k/(TBC), (4)

where k is the thermal conductivity of the material. Kapitza lengths can range from nanometers
for materials with low thermal conductivity, such as amorphous materials, to hundreds of mi-
crometers for materials with high thermal conductivity. The Kapitza length in PCM reflects the
trend in thermal conductivity and thus varies between amorphous and crystalline forms. For ex-
ample, with a TBC of 50 MW m−2K−1, the Kapitza length for amorphous GST is approximately
4 nm, whereas for crystalline GST, it can extend up to 25 nm. This implies that for the amor-
phous phase, the GST thickness needs to be on the order of 4 nm to observe the effect of TBC,
while for the crystalline phase, a GST thickness of around 25 nm would lead to a significant con-
tribution from the thermal resistance at the interface.

In a device configuration, there may be numerous interfaces, some with previously measured
TBC values and others for which experimental data is unavailable. For interfaces where TBC
data are unavailable, an educated guess can be made based on the material properties. Although
numerical models derived from the theory of phonon gases, such as the Acoustic Mismatch Model
(AMM) and the Diffuse Mismatch Model (DMM), can provide estimates for TBC at low temper-
atures [117], they have been proven inaccurate for interfaces above room temperature [120, 121].
This is because the rate of heat transfer at the interface depends on parameters that can change
during deposition, leading to deviations not only from numerical estimates but also from previ-
ously measured experiments. In this section, we offer insights into thermal transport at interfaces
that are independent of the specific materials involved. These insights guide researchers in eval-
uating whether the TBC between two materials affects thermal transport and, if so, in approxi-
mating the TBC when experimental data are lacking.

Thermal energy at the interface between two solids can be transferred by electrons, phonons, or
both. Electrons are more efficient at transporting heat across the interface, leading to the high-
est reported TBC values in metal/metal interfaces. For example, the TBC for Al/Cu interfaces is
4000 MW m−2K−1[122] and for Ir/Pd interfaces is 14000 MW m−2K−1[123], which are among the
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highest measured TBCs. In contrast, phonons are much less efficient at transporting heat across
interfaces, often resulting in a TBC nearly an order of magnitude lower. This inefficiency is the
primary reason why diamonds, despite their exceptional thermal conductivity, do not achieve the
expected performance when integrated with other materials in a device. Typical TBC values for
phonon-dominated interfaces range from 20 to 300 MW m−2K−1 [124, 62]. Phonon-dominated
TBC is more relevant to PCM-based devices, as most PCMs are found to be non-metallic. Prior
measurements show that the TBC between GST and ZnS(80%):SiO2(20%) composite increases
from ∼60 MW m−2K−1 in the amorphous phase to ∼150 MW m−2K−1 upon annealing for 1 min
at 250°C[125]. Since the annealing temperature is below the MIT temperature in GST, the change
in TBC can only be attributed to the improved coupling of vibrational modes between the atomic
vibrations on either side of the interface[126].

Figure 7: (a) Schematic of a metal/non-metal interface showing interactions between heat carriers, electrons,
and phonons[127]. (b) Representative temperature profile across the interface between two different materials,
reprinted with permission from Refs. [118]. © 2022, American Physical Society. (c) Qualitative comparison of
temperature distribution and heat flow at an interface without and with an adhesion layer to enhance thermal
transport [128]. (d) Effect of thermal resistance at the interface on the effective thermal conductivity of GST
thin films at different thicknesses within a W/GST/W multilayer structure as a function of temperature [49]. (e)
Schematic representation of thermal resistances for a thin film GST sandwitched between two tungsten layers.

In PCM-based electronic memory devices, heat typically transfers from a conductive electrode,
such as tungsten or TiN, to the PCM. Depending on the length scale of the device components,
the interfaces between the electrode, PCM, and their neighboring materials can affect the life-
time, performance, and power consumption of the device [129, 130, 131, 132]. It has been pos-
tulated that electron-phonon interactions at an interface can affect the heat transfer rate at a
metal/non-metal interface [117]. Figure 7(a) shows the primary mechanism of thermal transport
at an interface between a metal and a non-metal. In this case, heat is primarily transferred by
electrons in the metal and, upon reaching the interface with a non-metal, transfer their energy to
phonons at both sides of the interface. Depending on the efficiency of coupling between electrons
and phonons, the TBC can change significantly. For instance, for the as-deposited amorphous
GST/Ti interface, the TBC is reported to be 20 MW m−2K−1 and upon crystallization above 135
°C, it increases to 88 MW m−2K−1 [133]. Similar to the increase in TBC upon crystallization at
the GST/ZnS:SiO2 interface, this dramatic increase in TBC cannot be attributed to the MIT, as
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2.2 Thermal boundary conductance

the annealing temperature is below MIT (∼280°). A detailed investigation into the effect of phase
transformation on the TBC for GST/W has shown that the TBC initially increases sharply upon
crystallization to the rock-salt structure, and upon further annealing beyond 300°C, the TBC
drops rapidly [107]. The primary reason behind this reduction, despite the increased contribution
from electrons, remains unanswered. For the GST/W interface, the TBC does not change signifi-
cantly between amorphous and 400°C annealed samples and only increases from 45 MW m−2K−1

to 55 MW m−2K−1 at room temperature.

Figure 7(b) shows a schematic of the temperature profile at an interface between two solids, il-
lustrating a sharp temperature gradient due to disruption in heat propagation [118]. The temper-
ature gradient at the interface can be manipulated to either increase or decrease the propagation
of heat flow by adding an intermediate layer [134]. As depicted in Fig. 7(c) a conductive interface
facilitates efficient heat propagation across the thickness of the PCM, resulting in a more uniform
temperature distribution in the cross-plane direction. In contrast, an insulating interface causes
the heat to spread laterally, potentially leading to a more uniform phase transformation in the in-
plane direction. Thermal resistance at the interfaces was utilized to design heterostructure PCMs
with enhanced reliability, durability, and reduced power consumption [135].

It is important to mention that the effect of TBC on thermal transport becomes significant as
the dimensions of device components approach the length scales of carriers’ mean free path. This
is particularly relevant in memory devices and PICs where the PCM thickness could be less than
100 nm[107]. Typically, for devices with dimensions beyond several hundreds of nanometers, sig-
nificantly larger than the carriers’ mean free path, TBC does not play a major role and can be
disregarded[136, 76, 107]. Figure 7(d) shows the effect of PCM thickness on its effective thermal
conductivity as a function of temperature for 20 nm and 160 nm thicknesses, as well as its intrin-
sic thermal conductivity[107]. The effective thermal conductivity in this case encompasses all in-
trinsic and extrinsic scattering processes as well as the resistance at the interface. Based on this
figure, the effective thermal conductivity for 20 nm PCM is more than a factor of three less than
the intrinsic thermal conductivity of the PCM. At greater thicknesses, like 160 nm, the effect of
interface on the overall thermal conductivity diminishes. Figure 7(e) presents a schematic of the
resistance at the interfaces, which can be conceptualized as resistances in series. Resistance (R)
is the inverse of TBC (1/TBC). This indicates that if one resistance in the series significantly in-
creases relative to the others, the effect of the smaller resistances becomes negligible in determin-
ing the total resistance. Using this model, the total resistance of a GST layer sandwiched between
two 5 nm W layers can be used to measure the effective thermal conductivity. Consequently, as
the thickness of GST increases to several hundred nanometers, the effective thermal conductivity
approaches the intrinsic thermal conductivity of GST.

The reduced thermal conductivity in the case of thin-film GST is not due to size effects or phonon-
boundary scattering but is instead a result of pronounced TBC, which becomes more significant
as the PCM thickness decreases. This thermal resistance at the interface can be leveraged to con-
fine heat within the PCM boundaries and prevent heat loss. For example, in memory devices, it
has been demonstrated that the reset current can be reduced by 90% by confining the heater elec-
trode TiN in a thermal barrier TaN matrix with low thermal conductivity [137]. By incorporat-
ing a monolayer of 2D materials such as graphene [138] or MoS2[139] between the PCM and the
electrode, thermal leakage from the bottom electrode can be significantly mitigated, reducing the
reset current by more than 40% and 70%, respectively. This improvement is due to the ultralow
thermal conductivity of the 2D monolayer in the cross-plane direction, a result of its weak van
der Waals interactions in the out-of-plane direction.
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3 Suitable materials for microheater

In PCM-based devices, phase transformation is primarily triggered by either photothermal [140,
141, 142, 143] or electro-thermal [46, 144, 145] methods. Photothermal triggering usually involves
a free space laser-writing setup or integrated high power fiber to PIC optical signal that allows
switching via absorption of light by the PCM. Both of these methods require added complexity
and potentially bulky components that preclude them from easy integration into many systems.
Therefore, electrically triggering phase transformation is often preferred as it allows for a more
compact integrated circuit design. We can identify two criteria for deposition of heat in the PCM
electrically. First, there is the distinction between if the maximum current density, or main cur-
rent path, occurs in the PCM or in an adjacent resistive element. This boolean can be rephrased
as ”Is the maximum power dissipation in the PCM?”. Second, in the case of an adjacent resis-
tive element, (i.e. the answer being no to the prior question), is that element metallic (i.e. op-
tically non-transmissive) or a semiconductor (i.e. partially transmissive). The entire system is
presupposed to use some adjacent conductive components to deliver the current during the heat-
ing process. In the case of PCMs integrated in systems such as phase change memories or pho-
tonic devices, the CMOS set of materials is typically leveraged, but some other materials can be
integrated as well (e.g. graphene). While proof-of-concept integration of graphene in a 300 mm
foundry process has been demonstrated, the growth and transfer requirements still require devel-
opment before it will be feasibly provided by a commercial foundry, even though there are efforts
to realize this goal [146].

3.1 Heating through the PCM in phase change memories

Focusing on the first criterion and presuming that the current passes through the PCM, this sys-
tem basically describes phase change memories. These devices have been CMOS integrated and
present a bottom and a top electrode in a layered structure. The PCM must reach temperatures
above 600 ℃, so the list of viable conductive materials that are CMOS compatible and can with-
stand these temperatures is somewhat limited. Typical metals for CMOS would be W, Ti, Cu,
Al and metals for silicides such as Mo, Ti, Ni, Co, [153, 154]. Al, for instance, would not be a
good candidate as its own melting temperature is comparable to the one for GST. TiN has often
been used as the intermediary before GST in phase change memories, in some cases as a diffu-
sion barrier to prevent the formation of TiTe2 [155]. Ag has been used in a recent design as part
of a Ag/GST/HfO2/Pt selector memory stack, with Ag diffusion into the GST being part of its
operating mechanism [147]. Carbon nanotubes (CNT) can also be used in electrode materials,
where the small gap in the CNT is filled with PCM and used in series and the resistive element
[156, 157]. A strategy derived from the attempt to have lower switching energies in these systems
is to confine the heat, leading to improved efficiency. As such, interfacial layers between the elec-
trode and the PCM have been added to act as a thermal resistance barrier while aiming for as
low an electrical resistance barrier as possible. Examples of such materials have been graphene,
MoS2, TiO2, TiN, and WO3 [138, 158, 159, 139, 160, 161].

3.2 Heating through adjacent resistive elements - photonics

The risk of optical losses typically restricts architectures that intersect metallic elements with the
optical path, which inherently is the region requiring the PCM to switch. There have been several
methods performed to circumvent these losses while allowing for sufficient heat dissipation. W-
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Figure 8: Examples of devices using the PCM as the heater element with metallic electrodes in phase change
memory (a) Ru electrodes/W interface [107], (b) W + Pt electrodes with graphene thermal barrier [138], (c)
Ag/GST/HfO2/Pt selector stack with Ag diffusion and AgTe formation as integral to device operation [147]) ,
using proximal metallic heaters (d) W heaters leveraging heat conduction through the substrate to prevent optical
losse [148], (e) hybrid Au/GST PCM photonic device, where the plasmonic behavior of the Au heaters is desired
[44], (f) W heater with Au/GST stack free-space reflective metasurface [149], (g) Pt heater for reflective GSST
metasurface [150], and transmissive heaters (h) thick GSST metasurface on near-IR transmissive doped Si heater
[35],(k) Au electrodes with an ITO heater for a GST PCM element on a waveguide (Reprinted with permission
from [151], ©Optica Publishing Group) ,(l) graphene-based heater with Ti/Au electrodes for GST-based PIC [21],
(m) PIN junction heater, driving the inherent heater losses lower for a GST-based PIC (Reprinted with permission
from [152] ©John Wiley and Sons ).

Ti side microheaters placed nearby the waveguide, leveraging in-plane heat dissipation have been
used, with W again being highlighted for its superior thermal resilience (Fig. 8 (d)) [148]. This
type of design would require materials that tolerate temperatures even above the melting point
(Tm) of the PCM as the distance from heater to the PCM will result in a drop in temperature
that needs to be balanced against. In doped Si heaters, platinum has also been leveraged with
similar considerations (Fig. 8 (g)), while gold was used when lower thermal endurance could be
tolerated [162]. Between gold, platinum and tungsten, the former has a higher reflectivity and op-
tically could be the desired metal (depending on the targeted optical output) but Pt and W have
superior thermal resilience. Although metallic structures are typically used in reflection, due to
the short optical absorption length, they could be designed for a transmissive application, as seen
in Fig. 8 (e) [44]. Still, the low transmission values may require a change in design or trading the
mixed output mode of the device.

Up to this point, we highlighted the metals used in the electrical connection but the materials
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that deposit heat closest to the PCM can be also relatively transmissive structures such as doped
Si and PIN diode heaters [163, 45, 164, 165, 152], graphene [19, 21], and ITO [151, 166], which
allow for direct contact with the PCM without entirely absorbing the optical signal. These mate-
rials can be leveraged, but inherent limitations and trade-offs between size, required voltage and
power, and optical performance will always occur, as a more conductive system is typically more
absorptive, limiting transmission and Q-factors, critical performance metrics in optical devices.
Meanwhile, lower electrical conductivity systems may limit the switching area or require the ap-
plication of larger electric fields to compensate for potentially improved optical performance. PIN
heaters have the potential to provide the best of both worlds for integrated PCM photonics, as
they are CMOS compatible (no custom steps need to be incorporated), avoid dopants in the waveg-
uide area and can reach the desired temperatures. A scale-up to larger PIN structures for free-
space applications would be an important step forward for lower-loss free-space PCM photonics.

2D microheaters. Since the discovery of graphene through exfoliation of graphite in 2004[167],
great efforts have gone into the integration of this exotic 2D material into high-speed electronic
and photonic devices. The graphene flexibility, scalability, low heat capacity, compatibility with
CMOS fabrication, and its large anisotropy in thermal conductivity make it an ideal candidate
for application as a microheater in PCM-based devices to improve performance and mitigate power
consumption. The anisotropy in the thermal conductivity of graphene is related to its high in-
plane bonds and weak Van der Waals interaction in the cross-plane direction, which leads to more
than 5 orders of magnitude difference between its in-plane and cross-plane directions. Graphene
was first used in phase change memory devices to address the problem of thermal leakage using
its ultra-low cross-plane thermal conductivity. This property originates from the weak Van der
Waals interaction between the graphene layers and adjacent layers, leading to a very low TBC,
which proved to be effective in improving thermal leakage from the bottom electrode in PCM
devices[138]. The separation in Van der Waals forces between graphene layers is reported to be
0.335 nm, and the experimentally measured thickness of graphene could vary from 0.4 to 1.7 nm[168,
169]. Considering a thickness of 1 nm for graphene and a TBC of 25 MW m−2K−1[170], we can
estimate the effective cross-plane thermal conductivity of a single layer of graphene to be approx-
imately 0.025 W m−1 K−1, as shown in Fig. 9(a), which is comparable to the thermal conductiv-
ity of air. Due to such low thermal conductivity, graphene can effectively be used as a thermal
barrier in PCM-based devices. On the other hand, graphene is extremely conductive along the
lateral direction within its layer. The thermal conductivity of suspended single-layer graphene is
reported to be on the order of 2500-5300 W m−1 K−1[54, 171], while the thermal conductivity of
supported graphene on SiO2 has been reported to be 370-600 W m−1 K−1 [172, 171]. This dra-
matic reduction in the in-plane thermal conductivity is the result of phonon-substrate scattering
and is a more accurate representation of graphene’s in-plane thermal conductivity in the device
configuration. Given the single atomic layer of graphene, this value is still higher than that of the
most conductive metals, such as silver, which has a bulk thermal conductivity of 429 W m−1K−1

at room temperature [173].

Recently, there has been a growing interest in using graphene as a microheater to trigger phase
transformation in PCM-based devices, particularly for application in PICs. Graphene’s low heat
capacity enables ultra-low power consumption, and its high in-plane thermal conductivity allows
for a more uniform temperature distribution, leading to more uniform phase transformation. Graphene
was first used as a heater to switch exfoliated In2Se3 with set and reset voltage of 0.7 V and 3 V,
and pulse duration of 50 ns and 70 µs, respectively [174]. Rios et al. [19] integrated graphene and
GSST to replace volatile electro-thermal modulation of waveguides as shown in Fig.9(c), demon-
strating that graphene not only outperforms metallic heaters with lower insertion losses (0.03-
0.05 dB) but also achieves reliable phase transformation with exceptionally low power consump-
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tion—8.6 mW for amorphization and 5.5 mW for crystallization. The authors estimated the TBC
between graphene and the SiO2 layer using the minimum pulse needed to trigger amorphization
(melting PCM) and found it to be approximately 0.18 MW m−2K−1, nearly two orders of magni-
tude lower than the TBC reported in the previous paragraph. However, graphene corrugation has
been shown to lead to a significant variation in measured TBC, ranging from 0.001 MW m−2K−1

for suspended graphene to 100 MW m−2K−1 for a fully contacted graphene/substrate interface
[175]. In addition, graphene has recently demonstrated record breaking switching energy den-
sity on the order of attojoule (8.7 aJ nm−3)[21]. Figures 9(e,f) show a graphene microheater in-
tegrated in a microring resonator to switch Sb2Se3 between its amorphous and crystalline states,
thereby controlling the phase of light traveling through an optical waveguide[21]. This method
achieved a maximum resonance shift of 0.021 nm (0.00822π) at 1549 nm, as shown in Fig. 9(g),
and demonstrated excellent endurance with reversible switching over 1000 cycles, Fig. 9(h).

Non-2D (bulk) microheaters. One of the early implementations of doped Si for PCMs lever-
aged ITO electrodes as well, and had the intended current path through the GST layer (Fig. 10
a). Future designs have taken the benefits of ITO and doped Si but attempting for larger mod-
ulations by passing the current through nearby elements[163]. Alternating PIN junctions allow
for bidirectional operation of heating/switching units, as one pair in the system dissipates heat in
forward bias while the adjacent one is not-switched due to being in reverse bias (Fig. 10 b). Op-
timization of this design can decrease the footprint of PCM-based PICs [179]. By engineering the
position of the dopants in the Si layer, the position of the hot spots can be controlled such that
we can deliberately switch only a fraction of the PCM layer in a more controlled manner (Fig.
10 c) [180]. Some PCM-PIC designs (based on Sb2S3 in this case) used the electricaly conduc-
tive ITO layer also as a blanket protector of the PCM, with the possible advantage of a simpler
fabrication process, as both materials can be sputtered sequentially, without breaking the vac-
uum (Fig. 10 d) [181]. Subsequent designing with ITO have investigated the potential of tunable
Bragg reflectors using low loss PCMs such as with Sb2Se3 (Fig. 10 e) [182]. An important devel-
opment in PIC PCM designs originates in thermo-mechanical considerations of thermally induced
stress in the comprising layers (Fig. 10 f). By depositing the PCM, heater and protective layer in
a recessed area, improved reliability and lower stresses at the heater and PCM interface were ob-
served [183]. Various metal heater designs have been proposed, such as surface plasmon polariton
ones (Fig. 10 g), mixing the benefits of non-volatile contrast of PCMs with the small footprint
enabled by plasmonics [184], as well as aiming to operate the PIC via dielectric means only, with
the metal components being well separated from the waveguide (Fig. 10 h). Due to the thermal
overeshooting needed for metal designs, quench times may still be superior in PIN heaters [185].
Optimizations of the metal heater-based PCM PIC designs are ongoing. Simulations of Ti/TiN
heaters show that a distance of 200 nm is sufficient for negliable loss from the metal heater, in-
forming design consideration, even when accounting for thermo-optic variations of the metal (Fig.
10 i) [186]. Potential hybrid heaters can be envisioned, such as large doped Si with ITO cladding
on top, allowing for bidirectional heating and thus potentially larger switching volumes, but this
will come with the required thermo-mechanical considerations of the stresses and strains induced
in each layer. Similarly, a design that could be allowed in a typical commercial foundry is a met-
alic + doped Si or PIN heater, assuming the required distances to the metal layer are accounted
for. These hybrid designs may allow for more flexibility and uniform heating of the PCM layer or
for increased complexity. It is noted that a lot of PCM designs require the deposition of the PCM
after the front-end of the line but before the SiO2 deposition and planarization, which will require
reliable integration of these materials in typical commercial foundries.

The successful integration of transparent graphene heaters into reconfigurable photonic circuits
has inspired further exploration of graphene/PCM as an effective method for creating electro-
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Figure 9: Thermal conductivity of graphene on SiO2 in the (a) cross-plane and (b) in-plane direction. (c) Image
of a graphene-integrated photonic chip attached to a custom PCB with wire bonds and (d) maximum tempera-
ture at the interface between graphene and PCM as a function of its TBC, reprinted with permission from Ref.
[19]. © 2020, Wiley-VCH GmbH. (e,f) 3D illustration and false-colour SEM image of a phase shifter featuring
graphene and Sb2Se3 integrated into a micro-ring, and (g) the corresponding resonance wavelength shift during
phase switching of the PCM between amorphous and crystalline states at 1549 nm in the micro-ring, with (h) the
durability of the graphene heater demonstrated through cycling of Sb2Se3. Reprinted with permission from Ref.
[21]. © 2022, Springer Nature. (i-m) Waveguide coupler equipped with low loss Sb2Se3 and a graphene heater for
operation in mid-IR. Reprinted with permission from Ref. [176]. © 2024, Elsevier Ltd. (n,o) 3D illustration and
cross-section view of the proposed GSST-based waveguide with graphene microheater. Reprinted with permission
from Ref. [177]. © 2023, Elsevier Ltd. (p-s) Schematic of the proposed non-volatile directed logic circuits with
GSST and graphene microheater. Reprinted with permission from Ref. [178]. © 2023, IEEE.

optical switches in photonic circuits. Through computational models and simulations, as shown
in Figs. 9(i-m), Soref et al. [176] proposed a multi-level electro-optical switch utilizing Sb2Se3 as
the active material for mid-infrared operation on a germanium-on-insulator platform. This switch
features an active coupling length of 17 µm, operates over a 30 nm bandwidth, and exhibits in-
sertion losses of less than 0.3 dB. Pouyan et al. [177] introduced a GSST-based Mach-Zehnder
modulator with an active length of 4.725 µm, an insertion loss of less than 2 dB at 1550 nm, and
a suspended graphene heater to enhance switching speed and efficiency. Similarly, it has been
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Figure 10: (a) Hybrid ITO-doped Si GST PIC device on a multi mode interferometer with current passing through
the PCM [163]. (b) Alternating PIN junctions heater design with PCM on a directional coupler [179]. (c) Alter-
nating doped-undoped regions in SOI waveguide with Sb2Se3 for controlled partial switching [180]. (d) Sb2S3 PIC
design with continuous ITO and PCM layer. (Reprinted with permission from [181] ©John Wiley and Sons). (e)
Schematic of Sb2Se3-based PIC with ITO heater for a Bragg reflector design. (Reprinted with permission from
[182] ©Optica Publishing Group) (f) TEM of a cross-section through a Sn-GST-based PIC with recess in an SiO2

cladding and ITO heater for improved reliability. (Reprinted with permission from [183] ©Optica Publishing
Group). (g) Metal heater designs for a PCM-plasmonic type PIC [184]. (h) Metal heater designs for dielectric only
PCM-based PIC (compared also against PIN junction heaters) (Reprinted with permission from [185] ©Optica
Publishing Group). (i) Schematic of Ti/TiN metal heater for optimization of a PCM PIC design, including heater
positioning [186].

demonstrated that incorporating a GSST/graphene microheater into the same logic circuit en-
ables various fundamental logic operations (OR, NOR, AND, NAND) to be performed with low
insertion loss (<1 dB), a high contrast ratio (>10 dB), and broadband operation (100 nm) within
the telecommunications band.

3.3 Thermal transport considerations in PCM device integration

The unique set of properties displayed by PCMs (e.g., nonvolatility, large optical contrast, and re-
versible switching) has led to the development of optics-tailored materials and to their integration
into an increasing number of devices for free-space and integrated photonics applications—the
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emerging research areas of optical phase change materials [50, 187] and phase change photonics
[188] are testaments of this. For most applications, from metasurfaces to PIC phase shifters and
amplitude modulators, electro-thermal control of PCMs using microheaters has proved the opti-
mal method to reversibly switch PCMs because (i) it allows switching arbitrarily large (>1 µm2)
areas, (ii) any PCM can be switched (as opposed to optical switching which works only if the
material is absorptive), and (iii) it is a scalable process that allows the integration of many de-
vices in both free-space and integrated approaches, as shown in Fig. 11. Optical switching mech-
anisms, whether using propagating modes within a waveguide [42, 189, 190] or free-space lasers
[191, 192], are not scalable given the complexity of a reconfigurable device incorporating pump
lasers. Moreover, since the strength of optical modulation depends on the volume of the material
that is switched, the filamentation mechanism traditionally used in nanoelectronic crossbar de-
vices does not suffice for most photonic applications. Hence, microheaters have been the best al-
ternative; they offer an indirect Joule heating mechanism in which current does not flow through
the PCM but rather remains within the higher electrically conductive material chosen for the
heater. However, the PCM lies in direct contact; thus, thermal conduction dictates the tempo-
ral response of the heat stimuli. Microheaters can adopt arbitrary shapes and sizes; therefore,
to optimize the performance of PCMs in functional devices, it is paramount to consider the in-
tricate relationships between parameters such as the material and geometry of the microheater
and the switching and thermal characteristics of the chosen PCM, as several groups have done
[193, 180, 194].

The cooling rate is arguably the most critical characteristic of a microheater for PCM-based
photonic devices. Since fast melt-quenching process is necessary for the amorphization of PCMs,
the critical cooling rate must exceed a threshold value to prevent kinetically initiated crystalliza-
tion [195]. Thus, choosing the right material for a microheater and engineering its thermal envi-
ronment is critical, as discussed in Section 3. In addition to electrical conductivity, the thermal
conductivity also needs to be high. The former allows enough power dissipation into Joule heat-
ing, and the latter allows fast heat dissipation once power is off, hence enabling melt-quenching.
Considering materials with this combination of properties (see Table 3), metals are the first nat-
ural choice. However, the high optical losses introduced by metals mean that they can only be
used in reflection-only free-space applications [50, 46]. Moreover, integrating metal microheaters
into PICs has a complex thermal environment design, as the metal cannot be close to the waveg-
uide and PCM, which compromises cooling rates [148]. To avoid this challenge, transparency has
also been imposed as a top priority in the microheater’s material properties list. Graphene has
demonstrated the most energy-efficient approach in this direction, although it suffers from com-
plex and low-yield fabrication [21, 19]. On the other hand, doped-silicon microheaters offer CMOS
compatibility, high-yield fabrications, tailorable electrical conductivity, moderate thermal conduc-
tivity (see Fig. 11), and straightforward integration, since the same silicon used for the waveg-
uides can be used as a microheater. Several approaches have taken advantage of these properties
to demonstrate phase and amplitude modulators on integrated waveguides [45, 152, 165] and also
large area devices for free-space metasurfaces with the added value of offering transparency in the
near-infrared (see Fig. 11(b)). The only drawbacks of doped-silicon heaters are the trade-off be-
tween electrical conductivity and optical losses [45] and its large refractive index, which could in-
troduce large perturbations to metasurfaces [19].

Regarding the geometry of the functional device, the first parameter we consider is the thick-
ness of the PCM, which is restricted by its own crystallization kinetics [196]: the faster the crys-
tallization, the thinner the films that can be reversibly switched. For instance, Ge2Sb2Te5 can
crystallize within a few tens of nanoseconds, leading to a critical cooling rate of the order of 109

°C/s and thus, a maximum thickness of around 150 nm [196], although no experimental result
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3.3 Thermal transport considerations in PCM device integration

with GST thicker than 80 nm has been demonstrated. On the other hand, slower alloys such as
Ge2Sb2Se4Te with significantly slower crystallization kinetics [191] have enabled up to 180 nm-
thick metasurfaces with over 13000 reversible cycles [164]. For integrated photonics, the modula-
tion strength can be tuned by manipulating the PCM length along the waveguide with a thinner
film. Thus, the maximum thickness is not critical. In contrast, since light propagates through the
PCM, thickness becomes an important structural parameter when it comes to metasurfaces for
free-space applications [149, 197, 46]. This requires careful design of the reflectance and transmit-
tance responses.

Furthermore, while the area of the PCM (and/or heater) can, in principle, be arbitrary, the en-
ergy consumption and heating efficiency become limiting factors. Depending on the application,
the switching area of the PCM could range from a few square micrometers in PICs to thousands
in free space optics (see Fig.11 for comparison). However, it is important to consider that as the
heater gets larger, the temperature uniformity needs to be carefully engineered to ensure that a
large PCM film or pattern is uniformly switched [46]. In PICs, the switching area is highly de-
pendent on the heater design, and this is critical since the spatial distribution of the amorphous
and crystalline domains is the main mechanism behind the multi-level response required in most
PCM-based analog photonic applications [187]. Although several groups have proposed waveguide-
integrated microheaters, most of them can only achieve reliable binary switching between the fully
amorphous and fully crystalline states, as in the case of graphene microheaters shown in Fig. 11(c)
[21] and the doped-silicon heaters shown in Fig. 11(f) [45]. To achieve multilevel modulation, a
precise area needs to be deterministically switched. This can be precisely controlled by tuning the
energy of electrical pulses on a single heater with a well-designed thermal profile (see Figs. 11(g)
and (h)) [198, 180]. Moreover, multiple heaters, each allowing bi-state switching, can also be used
in series to partially control one PCM cell, as shown in Fig. 11(e) [199, 148]. In addition to con-
trolling partial states, another important aspect is improving cyclability, as demonstrated by us-
ing a ”trench-type” heater to reduce thermal stress in the cross section of the heater, as shown in
Fig. 11(i) [183].

We now consider the switching speed of PCM-based photonic devices with microheaters. The
first consequence of having large-area devices that require microheaters is the slower speeds com-
pared to optical switching or direct electrical switching due to the larger thermal mass of the de-
vice and thus slower heat diffusion. However, a large area can be switched all at once in a task
that can take longer if using scanning laser irradiation [31]. The time for a single switching event
is the sum of the electrical pulse duration and the cooling time. The pulse width for PCM crys-
tallization varies from tens of microseconds to hundreds of milliseconds and is dominated by the
kinetic processes of nucleation and grain growth [202]. To minimize energy consumption, sev-
eral doping techniques have been tested in PCMs to reduce their crystallization temperature [200,
183]. For amorphization, the pulse width ranges from hundreds of nanoseconds to a few microsec-
onds and consumes several nanojoules to melt PCM, and, as explained above, this process must
be followed by a fast quenching, which is determined by the thermal properties of the microheater
and the device environment. It is important to note that there is a trade-off between heat dissipa-
tion (cooling rate) and power consumption, since high thermal conductivity enables faster cooling
but also slows down the heating, thus requiring more power to reach melting temperature [203,
197, 19, 38]. Recent studies have shown that there is a minimum pulse width value to reach dy-
namic thermal equilibrium and maximize heat dissipation efficiency in doped silicon heaters with
different geometries, which is important in device design [204]. Lastly, we consider the encapsu-
lation of the PCM, which is critical in the integration of PCMs in active nanophotonic devices.
Ranging from a few nanometers to hundreds of nanometers thick, the capping is an important
parameter to be engineered since it plays multiple relevant roles but, at the same time, can af-
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Figure 11: Nanophotonic devices with active reconfiguration using PCMs and integrated microheaters. (a)
Schematic of a tungsten heater for GST-based metasurfaces [149]. (b) Schematic of n-doped silicon heater on a
transmissive filter in the C-band [35]. (c) Optical and thermal image of FTO-based smart glazing pixel on silica
[200]. (d) Schematic of graphene heater for integrated photonics [21]. (e) Optical image of multi-bi-state-switching
PIN heater device for multilevel switching [201]. (f) SEM image of n-doped bowtie heater [45]. (g) Schematic of
In2O3 heater with waveguides for multilevel switching [198]. (h) Schematic of multi-width bridge for multilevel
switching [180]. (i) Schematic of “Trench” ITO heater[183]

fect the thermal properties. For instance, a capping layer–often oxides such as SiO2 or Al2O3, ni-
trates like Si3N4, or composite dielectrics like ZnS-SiO2–serves to protect the PCM from oxidation
and introduces strain to help prevent delamination and other failure mechanisms [164, 205, 206].
However, it can also decrease the thermal conductivity of the device if convection and conductiv-
ity to an air cladding are prevented.

4 Phase change materials selection

In this section, we review some of the recent and novel PCMs which are relevant to photonic ap-
plications and consolidate them in a table for the PCMs [174, 210, 211, 212, 213, 150, 214, 215,
51, 216] along with the most recent advancements including superlattice and halide materials [217,
218, 219]. When it comes to material selection, we can think about what the ideal PCM would be
for a given device application, with a focus on practical considerations such as the length scale
limitation, large optical contrast, phase stability, fast switching, high thermal conductivity, low
melting point, simple stoichiometry, small volume change upon phase transition, and more. Key
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Table 3: Functional PCM devices featuring electro-thermal switching with optical readout in Fig. 11 and electri-
cal readout

Optical readout

PCM Heater Thickness Speed Area/length Energy per switch(amor./cry) reference
nm Hz µm2/µm µJ

Ge2Sb2Te5 W 40 5k 80×80 0.06/11.56 [149]
Ge2Sb2Se4Te N-doped Si 220 5 140×140 480/7.7×106 [35]

Sn-doped Ge20Te80 FTO 12 5k 50×50 22/44 [200]
Ge2Sb2Te5 Graphene 23 8k 4.73 5.55×10−3/0.86 [21]

Sb2S3 PIN Si diode 20 5 80 3.37/2.25×103 [199]
Sb2Se3 N-doped Si 30 1k 6 0.046/10.24 [45]

Ge2Sb2Te5 In2O3 15 10k 18 0.12-0.45/0.25-9 [198]
Ge2Sb2Se4Te N-doped Si 30 100 12 0.65-1.27/440 [180]

Sn-doped Ge2Sb2Te5 ITO 20 20k 3 0.2/0.75 [183]

Electrical readout

PCM Heater Thickness Speed Cross-section area Switching voltage(amor./cry) reference
nm Hz µm2 V

Ge2Sb2Te5 W 50 10M 0.28×0.035 10/5 [207]
Ge0.55Sb0.9Te1.9 Pt 500 500k 0.5×0.5 5.5/5 [208]
Ag5In5Sb60Te30 Ti 80 10M Not provided 1.6/0.3 [209]

advances in material research are essential for establishing manufacturing scalability and reliabil-
ity to transition from laboratory to commercial use, even for niche applications [220, 196, 4].

For this survey, Ge-Sb-Te (with alloys such as GeSb4Te7 and Ge2Sb2Te5) was selected as the
starting material. The Ge-Sb-Te alloys are identified along a pseudo-binary line that connects
the GeTe and Sb2Te3 compounds. In general, moving from GeTe towards Sb2Te3 on the pseudo-
binary line, the compound demonstrates a higher nucleation rate with smaller stochasticity, re-
sulting in an increase in crystallization speed, glass-transition temperature (Tg), melting temper-
ature (Tm), and data retention (i.e., the stability of the amorphous state) decrease[221, 222, 223].
In other words, Sb2Te3 offers the lowest crystallization temperature (∼423 K), but its amorphous
state is unstable [212]. In contrast, GeTe offers a very stable amorphous phase, but at the cost
of a slightly higher crystallization (∼473 K) and melting (998 K) temperature. Films with sto-
ichiometric composition, Te and GeTe, can be crystallized using laser pulses of less than 100 ns
duration[224]. Therefore, a compromise between the crystallization speed and the amorphous sta-
bility can be made by selecting a ternary composition close to the center of the pseudo-binary
line. Standing out in the pool of Ge-Sb-Te, Ge2Sb2Te5 (GST) offers a large optical contrast ema-
nating from the pronounced change of local atomic arrangement and fast crystallization speed (<
100 ns) with moderate Tg (100 – 150°C) that ensures long-term data retention (∼10 years)[225,
226]. Additionally, GST is reported to be tolerant to ionizing radiation effects due to the appre-
ciable void volume present in the amorphous state arising from collisions inside the glass structure[227].
The diversity of bonding environments present in the PCM likely lowers the energy barrier for
structural reconfiguration, thereby accelerating the bond reformation and thus facilitating the
recovery process of the amorphous network after irradiation[227, 228]. Key advances have also
been made in GST survivability qualification in the space environment through the Materials
International Space Station Experiment-14 (MISSE-14) mission in the International Space Sta-
tion (ISS)[7]. These characteristics make PCMs an attractive materials platform for spaceborne
photonics applications, promising robust, lightweight, and energy-efficient reconfigurable opti-
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cal systems whose functions can be dynamically defined on-demand and in orbit to deliver en-
hanced science or mission support in harsh environments[229]. However, GST is limited by low
thermal stability and a ∼7% volumetric expansion following the crystalline-to-amorphous conver-
sion [230, 107].

PCMs such as Sb2Se3, Sb2S3, GaS, GeTe have also been studied [210, 212, 51, 231]. A refrac-
tive index contrast of ∆n =0.60 at 1550 nm wavelength for Sb2S3 and ∆n =0.77 at 1550 nm for
Sb2Se3 are reported, while maintaining low losses at near-IR telecommunication wavelengths, mak-
ing these materials well matched to the silicon photonics platform [212]. Moreover, the thermal
conductivities of Sb2S3 and Sb2Se3 increase by a factor of 2 (to 0.66 and 0.72 Wm−1K−1 respec-
tively) upon being cooled to room temperature after heating to 320°C[51]. GaS also shows low-
loss, k=0, with high index contrast of ∆n =0.50 at the C-band as well as between amorphous
and crystalline phase transitions by picosecond green laser irradiation[210]. These results open
a new direction in programmable integrated photonic circuits, switchable metasurfaces, and re-
configurable nanophotonic devices including telecommunication. Controlling the optical proper-
ties of binary GeTe demonstrates the specially tunable and low-emissivity coating, which mod-
ulates the solar heat gain of a window while maintaining neutral coloration and constant trans-
mission of light at visible wavelength – an impossibility for materials with fixed thermal and op-
tical properties[200]. The melting temperature and crystallization kinetics can be tuned by con-
trolling the atomic ratio of Ge and Te [224]. It has been shown that varying the Ge content from
∼30% to ∼70% changed the crystallization time by 3 orders of magnitude for 50 nm GeTe films
deposited on 1µm SiO2[232]. Doping with Sn further lowers the GeTe amorphization melting tem-
perature from 700 K to 557 K during the structural transition from rhombohedral (R) to cubic
(C), with comparable optical properties of undoped GeTe [233]. Such an R-C structural conver-
sion is revealed with increasing Sn content; ∼3.0% Sn preserves the GeTe rhombohedral (R) struc-
ture, whereas a Sn content of ∼25.0% exhibits a cubic (C) structure. Compared with undoped
GeTe, Sn displays a ∼3.0% increase in crystalline resistance and a resistance ratio (high/low)
of 105 [234], satisfying the requirements of lower programming currents for memory application.
This is similar to Sn-doped GST: the melting points of Sn9.8Ge20.3Sb28.4Te41.5 and Sn18.8Ge19.5Sb25.3Te36.4
are 748 K and 723 K, respectively, much lower than GST 913 K [235].

The transformation to liquid phase during the amorphization cycle can accelerate various de-
vice failure mechanisms such as segregation, de-wetting, void formation, and delamination. To
address this, a layered binary PCM, In2Se3, which displays phase-change behavior at the inter-
face of adjoining layers, was developed to have a melt-free β-to-γ phase change that is expected
to result in longer device lifetimes [174]. Contrary to typical PCMs, both the β and γ states of
In2Se3 are crystalline; they are crystal polymorphs with slightly different configurational entropies
resulting from different bond geometries (octahedral vs tetrahedral) and stacking schemes (rhom-
bohedral vs hexagonal). This contrast in configurational entropy is sufficient to stabilize both
phases over distinct temperature ranges, allowing for the desired SET/RESET behavior in elec-
tronics and photonics applications. The single element of antimony (Sb) has been demonstrated
in phase change memory applications as an example of a simple, monatomic PCM [216]. It was
shown that amorphous Sb is a semiconductor while crystalline Sb is a metal, yielding the desired
contrast in electrical resistivity [236]. This compositional simplification and the naturally most
homogenous of Sb improve reliability without phase segregation and eliminate problems related
to unwanted deviations from the optimized stoichiometry in the switching volume, which become
increasingly pressing when devices are aggressively miniaturized for niche applications.

PCMs can also substantially impact metasurface-based optics applications, provided that ma-
terial improvements and manufacturing batch size continue to scale upwards. One strategy to
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achieve this relies on mixing precise amounts of different atoms, often resulting in quaternary or
even more complicated compounds – for example: Ag- and In-doped Sb2Te alloy (Ag-In-Sb-Te,
AIST), Ge2Sb2Se2Te1, Ge20Sb20Se20S20Te20, NaIn3Se5, as well as other quaternary and quinary
PCMs, to tailor optical characteristics and improve switching cycling performance [211, 150, 214,
215, 237]. In the case of AIST, indium doping accelerates the crystallization and hence opera-
tion speed while Ag doping limits the random diffusion of In atoms and enhances thermal stabil-
ity of the amorphous phase[215]. Another quaternary PCM is GSST. The substitution of Te in
GST alloys with selenium (Se) atoms forms Ge-Sb-Se-Te that is referred to as GSST [219, 238].
The stoichiometry Ge2Sb2Se4Te shows broadband transparency in the near- to mid-IR spectral
range while offering a large refractive index change (∆n ≈ 1.5) with minimal loss penalty (i.e.,
∆k ≈ 0) which claims figure-of-merit (FOM = ∆n /∆k) over two orders of magnitude larger than
that of GST alloys. Increasing the Se content in GSST monotonically increases the crystalliza-
tion temperature, which translates into a better stability of the amorphous phase. However, this
stability comes at a major drawback of slow crystallization speed as Se replaced the Te in a GST
alloy. The total time for crystallization completion of GSST is ∼10 ms compared to ∼100 ns of
GST[150]. In integrated photonics, the GSST-formed devices outperformed due to large switching
contrast and low insertion loss, but due to the large optical losses in the visible spectrum, GSST
is still non-ideal for photonic devices such as holographic displays, color filters, etc[239, 240]. As
a follow-up to the recent discovery of GSST and trends on bringing distinguished functionality of
each chalcogen type (S, Se, or Te) into compounds, Sb-rich equichalcogenides (containing S, Se,
and Te in equal proportions) such as Ge15Sb40S15Se15Te15, Ge20Sb20S20Se20Te20, quinary PCM,
have been reported[214]. The driving factors for adding Ge is to improve the amorphous phase
stability; adding Se into the composition is for the improved glass forming ability; S can further
suppress optical losses; Te is to introduce resonant bonding and boost index contrast [241]. Equichalco-
genide GeSbSeSTe bulk glass from thermal stability and optical properties shows promise for ap-
plications in photonics and metasurface optics[214].

Heterostructure PCM. A major source of power consumption in PCMs is the energy re-
quired to reorient the atoms into different structural motifs. More than a decade ago, researchers
have shown that by restricting the movement of atoms to a single direction, the entropic losses
associated with the phase change process can be substantially mitigated. In this respect, R. E.
Simpson et al.[217] reported an order of magnitude reduction in power consumption in the set
process using a superlattice of crystalline GeTe/Sb2Te3 bilayers compared to bulk Ge2Sb2Te5 al-
loy. These weakly coupled heterostructures exhibit novel behavior distinct from conventional 2D
and 3D materials, as they have smaller interlayer spacing than typical van der Waals interactions
while lacking covalent bonding [242]. The switching mechanism in superlattice structures is often
attributed to interface effects and changes in bonding characteristics driven by Ge atom motion,
rather than a conventional amorphous-to-crystalline phase transformation [218]. However, some
studies suggest that the switching behavior stems from a thermal melt-quench process rather than
purely electronic transitions [243]. Recent experimental findings have further challenged the Ge
atom motion hypothesis in superlattice PCMs. Observations of intermixing between GeTe and
Sb2Te3 layers at the interface cast doubt on the role of Ge motion in the switching process [244].
Supporting this, molecular dynamics simulations reveal partial melting and suggest that the switch-
ing mechanism in GeTe/Sb2Te3 superlattices results from distinct nucleation and crystallization
behaviors compared to GST alloy. These simulations suggest a melting mechanism distinct from
that of GST alloys, characterized by a more localized and controlled process. This partial melting
results in a post-melt atomic structure that is more chemically ordered than that of conventional
GST alloys [245].

Regardless of the underlying switching mechanism, these superlattices have demonstrated high-
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endurance performance with minimal drift in their electrical properties upon cycling for memory
applications [135]. The lower thermal load requirement in PCM heterostructures also lends itself
to a faster switching speed (since less heat needs to be accumulated and dissipated) as well as im-
proved thermal stability (since the temperature gradients need not be as large to achieve tuning).
Notably, the failure time of the superlattice was found to outperform that of GST at a given tem-
perature [246]. However, despite the lower switching energy (three orders of magnitude reduced
compared to bulk alloys) and recent progress in materials physics, these interface-based superlat-
tice PCMs have not been well studied for photonics applications, largely due to the lack of pub-
lished optical constants required for device design and optimization [247].

Beyond these approaches, recently, perovskite halide materials, (BA2PbI4) have been studied
for identifying the phase-transition and refractive index change around room temperature[238]
and for visible wavelength applications. With this novel approach of halide perovskites, we ex-
pand the relatively limited PCMs library for realization of active metasurface optics in the visi-
ble spectrum for applications in light-emitting devices, displays and spatial-light-modulators[238].
Additionally, there have been several recent studies on transition-metal-based structural PCMs,
MoS2, TiS2, ZrS2, MoTe2, WTe2, and Cu2GeTe3, all of which are layered transition metal dichalco-
genide (TMD) van der Waals (vdW) materials. [248, 249, 250, 251]. Weak vdW bonds between
layers suggest process compatibility and easy integration with various material platforms as can-
didates for phase change photonic materials [249, 250, 251]. Phase-change functionality (i.e., trans-
formation between layered polymorphs) at room temperature has been demonstrated for tellurides
including MoTe2 and (Mo, W)Te2 [249]. MoTe2 is a semiconductor in the 2H structure in its ground
state and can be prepared as a semi-metal in the 1T’ structure as a metastable state. WTe2 is a
semi-metal in the Td structure in its ground state and could be a semiconductor in the 2H struc-
ture as a metastable state. This diffusionless, order-order transformation, the martensitic phase
transformation between 2H and 1T structures, is expected to be faster, require less energy, and to
cause less fatigue than melt-quench and recrystallization transformations needed for GST [249,
250, 251]. Moreover, several non-stoichiometric polymorphs of MoTe2 have strong optical con-
trast, (∆n∼1) between phases,comparable to established PCMs like GST and GSST, in the NIR
with low loss [249].

Lastly, it was very recently shown that high-throughput computational screening based on den-
sity functional theory-based molecular dynamics and machine learning can successfully discover
new phase-change alloys based on similar vdW-like material motifs [252]. The novel discovery
framework claims to have successfully identified 25 new 2D chalcogenide alloys based on the CrGeTe3
structural prototype; three of the predicted materials - CrSiTe3, InGeTe3, and AlSiTe3 - were grown
and characterized successfully as examples to validate the computational approach. The com-
pounds showed crystallization temperatures of 623 K, 533 K, and 723 K, respectively. Though
switching speeds have not yet been characterized, they are expected to be relatively fast due to
the layered nature of the materials, although the relatively high crystallization temperatures may
cause a slower switching speed than the previously discussed In2Se3 or superlattice structures. A
summary of recent materials development in PCMs is shown in Table 3.
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Table 4: Room temperature thermal properties of PCMs in amorphous and crystalline states. Unmeasured properties are left blank.

PCM Phase Tcrys Tmelt Specific Heat Density Thermal conductivity Crys. Speed
K K J kg−1 K−1 kg m−3 W m−1 K−1 ns

Ge2Sb2Te5 am. 415[253] 889[253] 221[254, 107] 5870[225] 0.20 <102[255]
crys. - - 223[254, 107] 6270[225] 1.02 -

Ge2Sb2Se4Te amor. 550[19] 890[19] 285[49] 5270[19] 0.20[49] ∼107[191]
crys. - - 325[49] 5530[49] 0.48[49] -

GeTe amor. 443[256] 998[257] - 5610[258] 0.20[259] ∼102[224]
crys. - - 256[260] 5910-6180[259, 261] 3.2-3.6[262, 259] -

Sb2Se3 amor. 473[212] 885[263] - - 0.22 ∼107[212]
crys. - - 263[264] 5840[265] 0.72 -

Sb2S3 amor. 543[212] 823[266] - 4150[267] 0.21 ∼108[212]
crys. - - 368[268, 269] 4640[267] 0.74 -

InSe3 β 473[174] - - 5670[270] 0.32[271] ∼101 [174]
γ 623[174] - - 5750 [272] 0.35[272] ∼102 [174]

GaS amor. 623-723 [210] - - - 0.7‖, 10⊥[273] -
crys. - - - - - -

Sb amor. 468[216] - ∼2100 6690 - ∼101[216]
crys. - 903 - 6690 24.4 ∼102[216]

Ge10As22Se68 amor. 438[211] 603[274] - 4600[274] 0.2[274] -
crys. - - - - - -

Ge-Sb-Se-S-Te amor. 423[214] - - - - -
crys. - - - - - -

AIST amor. 423[211] 817[211] - 6420[275] - -
crys. - - - - - -

ScxSb2Se3 amor. ∼411[276] - - - - ∼100[276]
(0.1<x<0.3) crys. - - - - - -

GeTe/Sb2Te3 high-ρ ∼423-498[218] - - - ∼0.5[277] ∼100[218]
superlattice low-ρ - - - - - ∼102[218]

BA2PbI4 amor. 513[238] - - - - -
crys. - - - - - -

CrGT high-ρ 533 - 723[252] - - - - -
prototypes low-ρ - - - - - -
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PCM To optimize the performance of PCMs in functional device, not only the right material
for the microheater, but also the choice of PCM is crucial. However, PCM requirements in both
electronic and photonic applications are vast and very application-dependent [220]. While electri-
cal PCMs typically rely on high switching speeds (∼ns) and a large contrast in resistance states
(ON/OFF) [278, 149], photonic applications span a broader range of speed requirements, from
sub-nanosecond to milliseconds, and may benefit from either lossy or lossless states in the PCM.
For instance, some photonic filters might require a lossy crystalline state, whereas photonic phase
shifters demand both lossless amorphous and crystalline states [279]. Given the wide variety of
application-specific requirements, it is crucial to evaluate the properties of different PCMs and
their suitability for a specific application when selecting a material [4].

While some parameters are specific to particular applications, others are almost ubiquitously
relevant. One critical factor is the crystallization speed of glasses and amorphous materials, which
directly affects the data rate and set power in electronic memory devices. The crystallization speed
of the PCMs either increases or decreases at reduced dimensions, depending on the material com-
position [280, 281]. Another key parameter is the reduced glass temperature, Trg = Tg/Tm, which
represents the ratio of the glass transition temperature Tm over glass melting temperature Tm.
Typically, Tg is expected to be high and Tm is expected to be lower on reset power and a lower
melting temperature is generally favorable, implying that less power would be needed in the power
limiting reset step in functional devices. Trg is always less than 1 but a higher Trg often indicates
better glass-forming ability because it suggests that the material is more likely to bypass crys-
tallization during cooling and form an amorphous structure [281, 282]. The crystal nucleation
rate and crystal growth velocity crucially depend on the glass transition temperature and sys-
tematic trends for the crystallization kinetics in PCMs, along the GeTe-GeSe, GeTe-SnTe, and
GeTe-Sb2Te3 pseudo-binary lines were reported [283, 223]. These developments reveal that the
nucleation rate governs both the crystallization speed as well as the origin of the stochasticity of
crystallization for PCMs. Upon systematic changes in stoichiometry, the speed of crystallization
changes by three orders of magnitude concomitantly with pronounced changes in stochasticity -
Ge2Sb2Te5 and Ge3Sn2Te5 identify as fast-nucleation materials while GeTe, AIST, and Ge2SeTe
are slow-nucleation materials [223]. Again, the PCMs requirements for the functional device es-
pecially, photonics is extremely application-specific but the systematic trends for the crystalliza-
tion kinetics is a quantum-chemical map and provides a blueprint to design crystallization kinet-
ics and database for the right choice of the PCMs of the crucial crystallization speed and glass
transition temperatures.

As new materials develop, consolidated PCM databases with diverse categories such as band
gap (for wavelength specified transmittance), melting temperature (for energy consumption esti-
mation), scalability, optical contrast and loss, and heat uniformity will prove invaluable for find-
ing PCMs for a given application, potentially in a ”plug-and-play” style [284]. Looking at PCMs
from these practical standpoints may also help generate more demanding test platforms for evalu-
ating materials for specific applications.

5 Modeling thermal transport characteristics

Improving the performance and reliability of PCM-based devices necessitates an accurate un-
derstanding of the temperature distribution within the PCM and the resulting thermal stress on
adjacent materials. This becomes even more critical as the PCM volume increases beyond sev-
eral tens of microns, leading to a more pronounced temperature gradient and subsequent non-
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uniformity upon phase transformation [205]. Experimentally measuring the temperature distribu-
tion during phase transformation presents significant challenges, necessitating exceptionally pre-
cise setups with high spatial and temporal resolution [285]. In this respect, computational tech-
niques could substantially help in providing a better understanding of the phase transformation
dynamics as well as an estimate for the temperature gradient within the device at various stages
of the phase transformation [91].

Thus far, due to widespread application of chalcogenides in sub-micron memory devices, which
are less sensitive to temperature gradients, a vast majority of research has been focused on atom-
istic simulations such as density functional theory (DFT) and ab-initio molecular dynamics (AIMD)
to understand the nucleation and growth processes [286, 287, 288, 289], bonding properties [228,
64, 290], and carrier dynamics [95, 71]. However, as PCMs find application beyond storage-class
technologies with larger active volumes, there is a growing demand for a better understanding of
material performance within device ensembles at larger length scales, involving systems beyond
thousands of atoms and nanoseconds in duration. Consequently, there has been a rising interest
in modeling PCM behavior at larger length scales, particularly in photonic systems [193, 291, 19,
148]. This is partly achieved through recent advancements in machine learning algorithms, which
combine the efficiency of empirical potentials with the accuracy of DFT [292, 293], as well as fi-
nite element (FE) models to enhance the operational efficiency of the overall device [91]. In the
following, we will briefly review some of the recent advancements in FE modeling that are most
relevant to the content discussed.

A crucial aspect of FE simulations in PCM-based devices is the accurate representation of ther-
mophysical properties, including thermal conductivity, interfacial thermal resistance, coefficient
of thermal expansion, heat capacity, switching temperature, enthalpy of fusion, and density. The
sensitivity of simulation results to these parameters can vary depending on the material, device
size, and architecture. For instance, in crystalline GST, the Kapitza length at tungsten interfaces
can reach up to 25 nm[107]. Consequently, in the simulation of memory cells[294], where the PCM
size is on the order of tens of nanometers—comparable to the Kapitza length—interfacial ther-
mal resistance significantly impacts the temperature distribution and must be included in the
model[62, 107]. However, in systems like metafilters[35], where the PCM size is much larger than
the Kapitza length, interfacial thermal resistance has a negligible effect on thermal transport.

Beyond temperature distribution, FE simulations can offer valuable insights into other critical
factors affecting device performance, such as thermal stress[297], cooling rate[298], thermoelec-
tric effects[299], stochasticity of nucleation and growth[300, 301, 302], and importantly, power
consumption[303, 304]. FE simulations provide a reliable platform for designing and optimizing
PCM-based devices before experimental fabrication. For example, Zheng et al.[193] used FE sim-
ulations to assess power consumption by comparing different heaters for switching 20 nm of GST
integrated into a nanophotonic circuit, showing that switching could be achieved in as little as
12.5 ns with pulse energy as low as 6.6 aJ nm−3. Figure 12 illustrates the temperature response
comparison for graphene, ITO, and doped silicon heaters. These simulations revealed that graphene’s
ultra-low heat capacity and high in-plane thermal conductivity result in faster switching speeds
and lower power consumption. This was later validated experimentally with GST on a single-
layer graphene microheater in a waveguide configuration, achieving a switching energy density of
8.7 aJ nm−3 [21], demonstrating strong agreement between simulation and experimental results.
Zhuo et al.[295] further showed that sandwiching a graphene heater between two PCM layers al-
lows modulation of thicker PCMs, up to 280 nm. Figure 12(b) shows a schematic of the device
configuration with the temperature gradient across the heater and temperature excursion during
amorphization cycle. As discussed in earlier sections, temperature nonuniformity is a major cause
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Figure 12: (a) Temperature profile and corresponding 2D temperature distribution during crystalline to amor-
phous phase transformation for various heater materials. Adopted with permission [193]. © 2020 American Chem-
ical Society. (b) Schematic of the proposed sandwiched configuration to enhance phase transformation across the
thickness of the PCM. Adopted with permission [295]. © 2022 Wiley-VCH GmbH. (c) Proposed microheater dis-
cretization approach to achieve a more uniform temperature distribution by controlling doping concentration in
each section of the doped silicon microheater. Adopted with permission [296]. © 2024 AIP Publishing.

of device failure. To address this, an inverse design scheme has been proposed that can imple-
ment on-demand temperature profiles by varying the shape of doping regions in a binary doped
Si microheater[296]. Figure 12(c) compares the temperature profile of a uniformly doped versus
an inverse designed microheater. In the traditional uniformly doped design, the temperature gra-
dient can reach up to 100 K from the center to the edges, whereas the latter results in a uniform
temperature distribution with less than 0.2 K variation. This study offers a highly effective ap-
proach for achieving temperature uniformity across the heater.

6 Summary

Phase change materials have proven highly effective as the core technology in storage-class de-
vices, such as rewritable optical discs and phase change memory, withstanding over 109 cycles.
In recent years, they have become increasingly popular in reconfigurable photonics due to their
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large change in refractive index upon phase transformation. However, the length scale required
for photonic applications is orders of magnitude larger than that used in storage-class devices.
This dramatic increase in switching volume introduces several thermal challenges that can lead
to premature device failure and significantly reduced durability. Addressing these thermal con-
siderations is crucial, and we explored this issue in depth, from the underlying physics to device
integration. This review leverages recent studies to offer a unified understanding of thermal trans-
port processes in PCM devices, aiming to extend the effective switching area beyond several tens
of microns. It covers the thermal properties of key PCMs, along with an analysis of the micro-
heaters used to switch the PCM and their power consumption. We also surveyed the literature
to gather thermal properties of the most widely used PCMs, particularly for photonic applica-
tions, and consolidated these key properties into a table to aid in materials selection and model-
ing. This review brings together all the essential parameters for designing PCM-based devices for
photonic applications and highlights the challenges that must be addressed before device fabrica-
tion. We hope this paper serves as a valuable reference for the development of future PCM-based
devices at larger length scales, paving the way for more efficient and scalable technologies.
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