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Abstract

The latest advances in Arti�cial Intelligence (AI), such as Large

Language Models (LLMs), have provoked a massive expansion and

adoption of AI applications across the board, with seemingly no

sector left untouched by recent developments. Anywhere we look,

from healthcare to the creative industries, from education to en-

tertainment, from sustainability to knowledge work, AI is being

adopted and adapted, funded and fundraised for, developed and de-

signed for, researched and used for doing research. As AI continues

to be treated as a necessary and unquestioned solution for a range

of societal problems, we seek to ponder and challenge its perceived

suitability and inevitability. Moreover, we wonder how we can go

about resisting AI solutionism (i.e., the idea that technology pro-

vides solutions to complex social problems) and who gets to resist

it, in particular if the structures that surround people and their spe-

ci�c positions constrain them from doing so. This workshop will

focus on gathering and sharing lessons from experiences resisting,

or attempting to resist, AI solutionism; taking stock and revisiting

previous learnings from decades of work within and beyond HCI;

and envisioning ways, perspectives, tools, and practices to orient

ourselves and each other towards more pluralistic futures.

CCS Concepts

• Human-centered computing→ Interaction design theory,

concepts and paradigms; Human computer interaction (HCI); Col-

laborative and social computing.
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1 Motivation

Amidst the perceived inevitability of Arti�cial Intelligence (AI) and

its unquestioned adoption as a go-to solution for most of the current

issues, challenges and opportunities faced across sectors, some (civil

society, activists, technologists, researchers, and more) continue to

voice their concerns about someAI applications beingmore harmful

than bene�cial to society, given the way they are being developed

and deployed [16, 58]. In particular, we note examples of collectives

[7, 26, 34] raising awareness or opposing to the use and misuse of

AI, due to its risk to undermine humans (e.g., livelihoods, human

rights, quality of life, intermediated or displaced relationships) and

the planet (i.e., the environmental impacts of AI).

Resisting or refusing technology is not a new concept in HCI

(e.g., [19]), and more recently we have seen examples of collective

and institutional organization against AI. Several movements have

generated important attention, such as the SAG-AFTRA strike [51]

to more of a rank-and-�le labor perspective [62]. There have also

been e�orts, such as the Glaze Project [59], striving to protect artists

from Generative AI systems, and manifestos calling for sabotaging

[20], poisoning, and destroying AI [3]. What may distinguish this

moment from prior work on refusal, is the undisclosed proliferation

of AI into so many aspects of our lives [29, 35]. Each time an AI

application works “for” us, it may also be reporting on us (e.g., [65]).
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AI can be used today in potentially all areas that somehow automate

decision-making processes; from healthcare – where AI is used

e.g, predictive medicine, patient data and diagnostics, and clinical

decision-making [2, 52], to warfare where the technology can be

used in autonomous weapons and AI-informed control systems

[54, 57], and information warfare [39, 61].

In this workshop we want to explore further ways of resisting,

not necessarily AI per se, but the solutionist treatment it is receiving,

i.e., "the idea that technology provides solutions to complex social

problems" [36]. We invite participants to re�ect on and envision

futures around the following questions and topics in relation to AI:

• What does resisting AI solutionism mean? To reject,

disrupt, poison, mess up, challenge, question, work around,

destroy, etc. There are a number of resources and previous

works that can be taken as inspiration and could serve as

starting points for grounding ways of resisting AI solution-

ism. For instance, the Feminist Manifest-No [10, 19] lists

32 commitments to refusal and to action in relation to data

practices, several of which are applicable to solutionist AI

technologies. Another possible direction is the reversal of an

oppressive technology, applying it back onto the oppressors.

A famous example is TurkOpticon [27] - a service for Turk-

ers to track the honesty of the people who promise to pay

for work on Mechanical Turk. Likewise, Do et al. have been

studying the concept of sousveillance on gig work platforms

(i.e., the act of subordinates monitoring people in power) [15].

Another relevant practice is counter-mapping, in which a

societally-disempowered group create their own maps to

replace/displace the maps of the oppressors (e.g., [21, 30]).

• What are we resisting?Many perspectives can be simul-

taneously relevant here: are we resisting a) solutionist AI

technologies, b) the harms done through those technologies,

c) the practices that lead to those technologies, d) the social

arrangement or con�gurations that enable those harms, e)

the power dynamics surrounding those technologies? (e.g.,

which social actors have the power to declare what is data,

and what is not data? [47]).

• Who can (or cannot) resist?Who has the privilege to resist,

or to refuse solutionist AI technologies? What actions may

be possible for people who cannot safely refuse? Who is

doing the work outside the academe? e.g. NGOs, activists,

artists, developers, communities [26].

• Advancing (or not) the AI cause. As HCI researchers and

technologists we are, or may have to be, directly involved in

projects that promote the development and deployment of

AI. We seek to provoke discussions about our role and contri-

butions to the AI cause, building on and amplifying examples

of pro-social AI applications (e.g., [12]). How canwe promote

and contribute to AI development in non-solutionist ways?

How can ‘human-centered AI’ actually center the diverse

humans who create or are a�ected by the AI? What does it

mean to center marginalised perspectives beyond collecting

more diverse data (which can actually pose more harm than

bene�t to those groups) [5]? What do we do if more, and

more diverse data, still produce oppressive AI systems? How

can we combine contemporary AI and machine learning and

approaches such as Feminists theories to address concerns

about algorithmic systems that go beyond generating Femi-

nist critiques of AI to reimagine creative alternatives to the

systems we critique?

• How do we reimagine AI data practices? In a world in

which data has become powerful, some have highlighted

how that power has been wielded unequally [14]. As the

underlying structures and forces shaping AI continue to be

rooted in racial, gendered, ableist capitalism, we ought to re-

visit and reimagine other forms of data practices for AI (e.g.,

Data Feminism [31]). What would it mean to have less data,

or di�erent data [40, 47, 56]? How can we work with com-

posting data, self-erasing data, selectively-legible data, and

ephemereality? How about those cases where social issues

are made visible through data? What data is necessary for

attending to pressing challenges (e.g., Feminicide data and

gender-based violence data in Latin America [12, 13, 45])?

Data contain mistakes, discrepancies, duplicates, and irrel-

evant information, and must be cleaned to be useful. The

process of cleaning and organizing data can be seen as “for-

getting practices”, where data is “forgotten” when it does

not �t in, or is edited to �t better [22]. [40]. The question is

how, instead of forgetting data, we can use hidden data in

a more productive way. Can we visualize the displacement

mechanisms, and show what has been removed? What qual-

itative data is needed to create an AI application or to make

sense of an AI system? How do we modify the data to make

them �t-for-purpose? Feinberg described data as an object of

design [18], and Mentis et al. [38] showed how telemedicine

images are “crafted” by surgeons for use by other surgeons

(see also the ”manufacture of bodies in surgery” [25]). Muller

et al. [42] note that ground truth labels/annotations were

the products of complex social negotiations rather than any

“objective” process. Wemust ask whose data, which data, and

what data? [1]

• What would it mean to privilege the outlier in AI?

Going beyond calls for creating more diverse datasets un-

derpinning AI, for instance, Williams [63] calls for asking

di�erent questions when implementing AI; “what would it

mean to turn our math around? Rather than looking to big

data for solutions to hegemonically de�ned problems, what

if we used it to �nd the catalysts of inequality themselves?”.

Bardzell [5, p. 1306] advocated for this kind of approach too:

“Pluralist design encourages an alternative sensibility to design,

foregrounding questions of cultural di�erence, encouraging a

constructive engagement with diversity, and embracing the

margins both to be more inclusive and to bene�t from the mar-

ginal as resources for design solutions.” How can we use AI to

identify, and see the development of, prejudices and struc-

tures? Misogyny, racism and other obscure views can come

to the surface when large quantities of human data produced

online is used as a basis in machine learning [6, 8, 46]. How

can this "dirty" data be used creatively?

• Challenging AI practices and avoiding harmful conse-

quences. Concerns have been raised about the practices cur-

rently observed in AI development involving extractivism,
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poor material conditions, resources (mis)distribution, and

neocolonial mindsets, to name a few (see, e.g., [48]).

– There is a EuroWestern assumption that data should be

shared in an open manner (e.g., [61]). However, some

marginalized or minoritized groups do not want to share

their data because of its sensitivity or their vulnerabil-

ity - e.g., the demand for “#DataBack” among Indigenous

Nations ([17]; for related concerns, see also [49]), as part

of a larger struggle for Indigenous Sovereignty [9], data

justice, and the rematriation of stolen children, ancestors,

and artifacts [11]. How can we balance data-sharing and

data-protecting?

– It is becoming clear that the “same” data and situations

are viewed di�erently by people who have had di�erent

life experiences (e.g., [24]). Within HCI, we often speak

of boundary objects as examples of such phenomena (e.g.,

[55]). Minoritized and marginalized groups often have

to maintain two or more distinct views of social reality:

their own view for cultural survivance, and the majori-

tarian view for self-protection. How can we support and

(when necessary) protect these forms of two-eyed seeing

[28, 32, 44, 50]? What can we learn from holding multiple

epistemologies in mind (and heart), without needing to

determine which one is “correct”?

– What can we learn from Feminists and other alternative

perspectives on AI from the Global South? [12, 37, 43, 45,

64].

– How can we grapple with or resist the consequences of

de-skilling labor caused by AI? As far back as the 18th

century, part of the agenda of automation was to move the

knowledge of work from the workers to various forms or

operationalizations of managerial supervision and control

[53]. How can we prevent or mitigate this kind of misap-

propriation of labor’s knowledge [41]? Are there better

future visions than the displacement of labor and labor’s

power?

– What methods are particularly Feminist in their nature,

characteristics, or sensitivity? What is - or what could be -

in our “Toolbox of Feminist Wonder” [23]?

2 Workshop objectives

The workshop objectives include:

• To critically re�ect about the meaning and practices of re-

sisting in relation to solutionist AI technologies.

• To gather and expand a collection of approaches for resisting

AI solutionism.

• To consider whether there are (or whether we could envi-

sion) AI applications that align with human needs and social

justice.

• To collect provocations, stories, and a potential roadmap for

people unable to resist AI solutionism.

• To support people in their refusal, whatever form it may take,

mapping the freedoms, agency, choice-making, and material

circumstances.

3 Organizers

• Dr. Gisela Reyes-Cruz is a Transitional Assistant Professor

and Early Career Researcher at the University of Notting-

ham, UK. Her work investigates real-world interaction, trust,

and public acceptance of a range of autonomous and robotic

systems, drawing from sociological approaches and social-

justice oriented principles. Her recent interests are focused

on understanding the landscape of ’Responsible AI’ and in-

terrogating what it entails.

• Dr. Velvet Spors is a creative technologist and post-doctoral

researcher working at Gami�cation Group, based at Tampere

University in sunny Finland. Their research centers around

Feminist notions of care as a core value to investigate how

technology shapes ourselves, and our relations to others,

and the wider world beyond. Currently, they are researching

the potentials of video games as a mediator for how human

beings make sense of nature, and sustainability.

• Dr. Michael Muller (he/him) works in a senior research

scientist role at IBM Research, on the traditional and contem-

porary lands stewarded by the Wampanoag, Massachusett,

Pawtucket, and Naumkeag Peoples since time immemorial.

He researches at the overlap of computer science, human-

centered AI, social science, and social justice, currently fo-

cusing on human-AI co-creativity. His longer-term emphasis

is on AIs as humanly-constructed entities that re�ect the

intentional and unintentional goals, assumptions, and fears

of their human creators.

• Dr. Marianela Ciol� Felice is an Assistant Professor at

KTH (Sweden). Her research on critical Feminist computing

mostly lies at the intersection between interactive technol-

ogy and the body, from an anti-technosolutionist stance, and

informed by qualitative and mixed methods. Marianela is

also committed to the development and visibility of critical

HCI from Latin America. Currently, she investigates anti-

technosolutionist, Feminist approaches to AI development.

• Dr. Shaowen Bardzell is a Professor in the School of Inter-

active Computing at Georgia Institute of Technology, where

is also the School chair. A common thread throughout her

work is the exploration of the contributions of Feminisms,

design, and social science to support technology’s role in

social change.

• Dr. Rua Williams is an Assistant Professor in User Experi-

ence Design at Purdue University and PI of the CoLiberation

Lab. As a former SSRC Just Tech Fellow (2022-2024), Dr.

Williams’s work explores how disabled people imagine and

build their own sociotechnical worlds, often in spite of and

orthogonal to existing structures of bias, stigma, and exclu-

sion. They also investigate how issues in technology policy

and research practice interact to disrupt disabled people’s

bodily autonomy and access to meaningful public life. They

regularly publish on AI impacts on disabled people and have

a book called Disabling Intelligences coming out next year.
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• Dr. Karin Hansson is a professor of media technology at

Södertörn University. Her research is situated in the intersec-

tion of interaction design, communication studies, and criti-

cal design and she has written extensively about technology-

based participation from a design and democracy perspective.

She is currently project leader of the research project #MeToo

Activism in Sweden and part of the Metadata Culture work-

ing group at Stockholm University.

• BSc. Ivana Feldfeber is an expert in data science and so-

cial impact. She holds a postgraduate diploma in Data Sci-

ence, Machine Learning, and its Applications. Ivana is the

co-founder and Executive Directress of DataGénero, the �rst

Gender Data Observatory in Latin America. In this role, she

works with governments and companies to build inclusive

data processes, train teams, write recommendations and help

decision-makers to make better data policies.

4 Plans to publish workshop contributions

Participants will be invited to submit a 2-3 page position paper

using the ACM Primary Article Template (single column)1. Follow-

ing the submission deadline and before the workshop begins, we

will publish the contributions of participants who have granted

permission on the workshop website, and potentially on ArXiv if

participants agree. This will ensure that their work is accessible to

attendees prior to the conference. In addition, we will publish the

position papers submitted by participants as workshop proceedings

on the workshop website. We hope that this will also generate in-

terest among individuals who are not attending the workshop but

would like to engage and learn about approaches to these topics.

5 In-Person and hybrid plans

We prefer to conduct a one-day fully hybrid workshop, so as to

include people who may not be able to travel to the physical con-

ference site. There is now a strong basis in practice for conducting

a workshop or a small conference as a hybrid event - e.g., sum-

maries from CHIPLAY2, CHIWORK3 [33], and a series of reports

from SIGCHI4 [4, 60]. We will ask attendees in advance if a Zoom,

Meetup, or Teams environment will be able to meet their needs. We

may consult with the CHI 2025 Accessibility co-chairs if we need

further advice.

6 Accessibility

We expect submissions to align with accessibility requirements,

such as PDF tagging andmetadata. The organizers will o�er support

for ensuring the PDF submissions are accessible before sharing

with the rest of attendees and publishing them online. We will

reach out to our workshop participants to assess how we can best

accommodate any additional accessibility needs for the event day.

7 Asynchronous materials

Workshop contributions will be distributed with all the participants

before the day. We will create shared Google Slides with participant

1https://chi2025.acm.org/chi-publication-formats/
2https://chiplay.acm.org/2023/blog/chi-play-2023s-approach-to-hybrid/
3https://chiwork.org/hybrid-experience/
4https://chi2024.acm.org/2023/11/09/hybrid-experience-at-chi-2024/

introductions and ice-breakers. Other collaborative documents to

be used before, during and after the workshop day, such as a Miro

board, will be prepared and shared in advance.

8 Workshop activities

The full-day workshop will be composed of three main activities.

Depending on the number of submissions, we hope to include both

plenary sessions and small-group activities and/or discussions.

• Introductions: ways of struggling and resisting AI. To

begin with, there will be in-person and asynchronous in-

troductions and ice-breaker activities asking participants

to share examples about ways of resisting AI (or nor being

able to) that they have encountered or found compelling (e.g.

from personal experience, in the literature, in the media, in

�ction).

• Identifying themes: where are we now? Participants will

discuss and identify, from the participants’ introductions and

submissions, ways of resisting solutionist AI technologies

from a variety of perspectives.

• Envisioning: where do we go from here? Taking to-

gether the introductions and provocations so far, partici-

pants will be asked to discuss with each other case studies

of AI-solutionism and practices of resisting. These could be

from projects in which they are currently working, building

from their workshop submissions, or from examples men-

tioned during the workshop. The main objective is to sketch

actionable ways (perspectives, tools, practices) of navigating

resistance to AI.

9 Post-workshop plans

After the workshop, we aim to publish a short output (e.g. interac-

tions article, blog post) summarising key takeaways discussed and

outlined during the workshop. We will further gauge interest in

follow-up activities such as a future workshop building from these

initial insights and/or the proposal of a special issue in a relevant

journal.

10 Call for participation

In this workshop we want to explore ways of resisting, not neces-

sarily AI per se, but the solutionist treatment it is receiving, i.e., "the

idea that technology provides solutions to complex social problems"

[36]. Participants are invited to submit a 2-3 page position paper

using the ACM Primary Article Template (single column) present-

ing recent, ongoing work, or personal re�ections on topics related

to resisting AI solutionism. Participants should aim to respond to

some of the following:

• Tell us about some resisting (e.g. from personal experience,

a project, the literature, the media, in �ction).

• How do you envision resisting AI solutionism?

• What could you, or others, not resist when advancing the AI

cause?

• How do we reimagine AI data practices?

• What would it mean to privilege the outlier in AI?

• How could we challenge harmful AI practices and conse-

quences?
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We encourage submissions from diverse, simultaneous stand-

points, and how they interact when groups are discussing boundary

objects e.g., university/workplace standpoints (hierarchies) and also

cultural standpoints.

Submissions will be reviewed based on relevance to the work-

shop. At least one author of each accepted position paper must

register and attend the workshop (in-person or remotely).

We have made a preliminary website to circulate our call for

participation here: https://resisting-ai-solutionism.carrd.co/.

11 Expected size of attendance

In light of the current enthusiasm and critique surrounding AI,

we anticipate generating signi�cant interest among conference

attendees. We expect between 15 and 20 participants to attend in

person, with additional participants joining us online.
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