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‘Um, so like, is this how I speak?’: design implications for automated visual
feedback systems on speech
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ABSTRACT

At a time when diverse forms of automated visual feedback systems on speech are introduced to
the Human–Computer Interaction (HCI) community, our research investigates the possible design
spaces and design implications to consider when creating them. We utilised a Wizard of Oz
prototype that recognises fillers during speech and sends out real-time feedback in the form of
a flickering screen and a post-report with graphic charts. We let 27 participants use this
prototype and interviewed them about their general experience of using such systems. Based
on thematic analysis, we propose eight design implications to consider when designing an
automated visual feedback system on speech. Additionally, we discuss the possible future for
automated visual feedback systems on speech where they collaborate with fields such as
personal informatics (quantified self), self-determination theory (SDT) and motivation, and other
socio-ethnic areas
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1. Introduction

Fluent public speaking skills often lead to successful

public relations and job success (Mancuso and Milten-

berger 2016; Parvis 2001). There have been multiple

attempts to aid one’s public speaking training, from

reducing anxiety (Fremouw and Breitenstein 1990) to

habit reversal experiments focusing on reducing filled

pauses through awareness training (Mancuso and Mil-

tenberger 2016; Pawlik and Perrin 2020). Recognising

such importance, researchers in the Human–Computer

Interaction (HCI) community have explored, presented,

and evaluated novel forms of speech training aids such

as virtual interactive agents (Chollet et al. 2015; 2022;

Hoque et al. 2013), robotic speech feedback (Trinh

et al. 2017), or rehearsal support systems (Trinh, Yatani,

and Edge 2014). Of them, the popular research topic is

automated feedback systems on speech (Chollet et al.

2015; 2022; Kurihara et al. 2007; Schneider et al. 2015;

Tanveer, Lin, and Hoque 2015; Zhao et al. 2017). The

majority of these systems detect and analyse the verbal,

non-verbal, and paralingual behaviour of users through

computerised systems and provide various forms of

feedback, such as coloured gauges, texts, visual cues,

or haptic reminders. Most of the existing literature

explores specific technical feasibility, and the effects of

the systems on the users; however, to our knowledge,

there is yet to be a study that focuses on more generali-

sable design considerations that could be consulted

upon when creating these services. Thus, the goal of

our research is to draw more general and operational

design considerations for an automated visual feedback

system on speech, based on empirical user research. As a

design research project, we expand upon existing

research efforts to explore various factors that affect

the users’ experience when using a computer-based

automated visual feedback system on speech.

We conducted an interview study in which partici-

pants were provided with a simple feedback system on

filled pauses consisting of real-time reminders and

post-feedback for presentation preparation. We chose

filled pauses as our target behaviour, as it was one of

the most popular target behaviours for multiple feed-

back systems (Bubel et al. 2016; Kurihara et al. 2007;

Schneider et al. 2015; Zhao et al. 2017), and some

even considered the occurrence of filler as equivalent

to the quality of the speech (Chollet et al. 2015). As

we found it important for our system to represent the

current forms of feedback systems, we decided to pro-

vide two of the most popular forms of feedback: real-

time reminders and post-feedback. To see if this was a

valid model that induces behavioural change, we

measured the trend of the filler occurrence according

to the given feedback forms. In our main study, we let

users experience this system through a session in

which users were asked to give a spontaneous presen-

tation on a given topic. For each session, semi-
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structured interviews were conducted before and after

the presentation to deepen our understanding of the

users’ perceptions and reactions to the system and

their attitude toward unwanted speech behaviours.

Additionally, through thematic analysis (Nowell et al.

2017) and a comparative analysis of existing systems,

we drew a series of design implications for an automated

visual feedback system on speech.

The contributions of our research are as follows:

. empirical research on the users’ motive and experi-

ence in using automated visual feedback systems on

speech,
. explore possible design spaces and design impli-

cations for automated visual feedback systems on

speech, and
. discuss the future possibilities for research in auto-

mated feedback systems on speech and its relation

to other areas.

2. Background

2.1. Improving public speaking skills

Public speaking refers to situations where an individual

directly speaks to a live audience in a structured, delib-

erate manner to inform, inûuence, or entertain them

(Seligman and Darley 1976). Good speech consists of

various factors including ûuency, using appropriate

and variety of expressions, good organisation, confi-

dence, etc. (Babaii, Taghaddomi, and Pashmforoosh

2016).

Recognising its importance, much research has

touched upon the topic of improving one’s speech skills.

Among them, the ‘habit reversal experiment’ closely

resembles the automated visual feedback system on

speech. A habit reversal experiment (specifically, an

awareness training technique) aims to eliminate ner-

vous habits and ticks (Azrin and Nunn 1973; Mancuso

and Miltenberger 2016; Pawlik and Perrin 2020). In

these studies, the researchers asked the participants to

identify the target behaviour (filled pauses) while watch-

ing recordings of their speech. In later sessions, they

instructed the participants to raise their hands whenever

they displayed one of the target behaviours. This process

resulted in a successful reduction of filled pauses, and

the participants found it eücient and effective. In the

first sessions, participants were able to recognise their

problems, which made them more mindful during the

following sessions and self-recognise whenever they dis-

played such behaviours. The takeaway of the research is

that letting users recognise their undesirable behaviour

during speech and retaining that awareness was key to

decreasing such habits, ultimately improving their

speech performance.

2.2. Automated feedback on speech

Multiple computer-based systems were introduced to

improve speech or presentation skills. Among these

attempts, some systems incorporate virtual agents to

interact with users, such as virtual audiences incarnated

through virtual reality (VR) (Chollet et al. 2015; Hoque

et al. 2013); these are not within the scope of our

research as they are more interactive agents rather

than direct feedback systems. The ones we do want to

focus on are systems that directly let users recognise

their wrongdoings during speech. The existing literature

provides us with three possible design spaces to con-

sider: target behaviour, the timing of feedback, and

the form of feedback.

First, the system must have a clear target to monitor.

Existing systems all focus on identifying certain unde-

sirable behaviours, letting users know of such beha-

viours, and trying to retain that awareness. These

behaviours include both verbal behaviours such as

filler rate (Bubel et al. 2016; Kurihara et al. 2007; Schnei-

der et al. 2015; Zhao et al. 2017), and non-verbal or

paralingual behaviours including speed (Kurihara

et al. 2007), voice intensity (Schneider et al. 2015),

voice pitch (Bubel et al. 2016), eye contact (Kurihara

et al. 2007), and body language (Kurihara et al. 2007;

Schneider et al. 2015; Tanveer, Lin, and Hoque 2015).

Based on when the feedback is given, the systems can

also be categorised into the following: real-time remin-

ders, post feedback, and a mixture of both. Real-time

reminders provide feedback simultaneously as users

give their presentations. The examples include Presen-

tation Trainer (Schneider et al. 2015), where they pro-

vide written feedback on a mirrored image of the

presenter; Rhema, which used Google Glass to provide

coloured gauges and text feedback on their verbal and

non-verbal behaviours (Tanveer, Lin, and Hoque

2015); and the ‘direct feedback (DF)’ model by Chollet

and colleagues where they also provided colour-coded

gauges (Chollet et al. 2015). The second type, post-feed-

back, provides a summary of the performance based on

the analysis of the user’s speech. These include ROC

speak where users can upload their speech video to

receive analysis on filled pause usage, etc. (Zhao et al.

2017), and RoboCOP, where colloquial feedback is

given by a robot after the presentation (Trinh et al.

2017). Several systems offer a combination of these fea-

tures. For instance, Presentation Sensei provides users

with real-time icon-based feedback during speech and

also offers post-analysis of the speech (Kurihara et al.
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2007). Another example is the public speaking training

framework Cicero which offers real-time interactive

feedback from a virtual audience and generates an

after-action report specifically designed for public

speaking training applications (Chollet, Marsella, and

Scherer 2022).

Finally, feedback can take on many different forms.

The form could be as simple as a colour-based gauge

(Chollet et al. 2015; Tanveer, Lin, and Hoque 2015),

icons, graphs (Kurihara et al. 2007), or simple texts

(Schneider et al. 2015; Tanveer, Lin, and Hoque 2015),

and could be as complex as colloquial feedback (Trinh

et al. 2017). The researchers also emphasise the impor-

tance of exploring beyond visual forms to other innova-

tive and interesting feedback, such as haptic ones

(Schneider et al. 2015).

These identified design spaces were consulted upon

to (1) design the system we utilised during our interview

sessions, and (2) enrich the design implication we drew

based on our interview analysis.

2.3. Filled pauses

Filled pauses, or fillers, are meaningless sounds that take

place during speech (the examples include ‘uh,’ ‘um,’ or

excessive usage of meaningless ‘like’). Among the var-

ious factors that hinder ûuency, habitual usage of

fillers is reported as a distraction to the listener, hinder-

ing the quality of speech (Bell 2011; Clark and Fox Tree

2002; Henderson and Henderson 2007; Mancuso and

Miltenberger 2016; Miltenberger, Fuqua, and Woods

1998; Pawlik and Perrin 2020). Other researchers have

also argued that the overuse of speech disûuencies,

such as filled pauses, leads to a negative social image

and distracts listeners (Bell 2011; Clark and Fox Tree

2002; Henderson and Henderson 2007; Pawlik and Per-

rin 2020). For such reasons, filled pauses are one of the

most popular targets to monitor in automated feedback

systems on speech (Bubel et al. 2016; Kurihara et al.

2007; Schneider et al. 2015; Zhao et al. 2017). Chollet

and colleagues even considered the occurrence of

fillers as equivalent to the quality of speech itself and

used them to determine how good the speech was

(Chollet et al. 2015).

While filled pauses seem to be a universal behaviour,

the term referring to them varied according to culture.

For instance, the term ‘filled pauses (휴지)’ is scarcely

used in Korean society and academia. Interestingly,

however, some Korean linguistic studies consider dis-

course markers equivalent to filled pauses and have

researched the reduction of discourse markers during

a speech (J. Lee and Jeong 2018). Jeon identified the dis-

course markers in the Korean language, which consist of

commonly used filled pauses such as ‘uh’ or ‘um.’ Thus,

our research considered discourse markers equivalent to

filled pauses in designing a feedback system on speech

for the Korean language (Jeon 2017).

3. Methods

3.1. Speech feedback system design

In this section, we define our target situation, behaviour,

feedback timing, and feedback format. Additional elab-

oration on the feasibility and execution of the system is

provided, as well.

3.1.1. Target situation and target behaviour

Among a variety of public speaking situations, our sys-

tem was designed for short oral presentations on a given

topic. In this situation, users would have to instantly

compose their responses, rather than have a chance to

perfectly polish their presentation. By doing so, we

expected them to exhibit more target behaviours, allow-

ing them more chances to engage with the system and

ultimately leading them to share more fruitful thoughts

and insights. Specifically, we wanted to create an online

presentation situation. This was not only to ensure a

safer environment for the participants during the pan-

demic situation but also to represent the current trend

where more and more public speaking and speech

takes place online; even before the pandemic, more

than 6 out of 10 interviews were held online (Oüce-

Team n.d.).

A list of filled pause words had to be made to execute

the system. We consulted the aforementioned list of

Jeon (Jeon 2017), who had organised all academically

identifiable Korean discourse markers from 1993 to

2016, to create a list of target filled pauses. Table 1 dis-

plays the list of words we decided to monitor, which

have been reorganised from the original table of Jeon

for ease of explanation. As most of these words are

unique to the Korean language, they were not translated

into English but were provided with brief explanations

and similar English discourse markers and filled pauses.

3.1.2. Feedback design and execution

The system incorporated both real-time and post-feed-

back. There are two reasons for making this choice.

First, as our study focuses on excavating users’ general

experience of using an automated visual feedback sys-

tem on speech, it was important to let them experience

both types of feedback.

Second, while there are a few studies that provided

feedback both during and after a speech (Chollet,

Marsella, and Scherer 2022; Kurihara et al. 2007),
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most of these studies dealt primarily with quantitative

data. For example, Chollet and colleagues conducted a

similar approach to our study, but its result heavily relied

on various questionnaires, such as Public Report of

Confidence as a Speaker (PRCS), Big 5 Personality Inven-

tory, Immersive Tendencies Questionnaires (ITQ), and

others. The study collected quantitative results presented

by a Likert scale. This highlights the need for further

investigation at a qualitative level, specifically regarding

how feedback given at different points in time could

complement each other.

Determining the specific form of feedback was a chal-

lenge. It seemed plausible that we provide every possible

type of feedback to be representative but this would

cause several problems. First, providing every possible

form of feedback (coloured gauges, textual guidelines,

haptic alerts, colloquial feedback, etc.) to the partici-

pants all at once would be too overwhelming, leading

to less engaging participants with minimal findings.

Second, unlike the timing of the feedback, the type of

feedback is yet to be exhaustive. Many researchers are

still exploring novel forms of feedback; even if we do

incorporate every type of feedback that exists until

now and draw implications, it would not cover the

newly created ones after our research.

We chose coloured notifications for real-time feed-

back. As our system simply aimed to let users know

that they exhibited target behaviour, we decided that

making the feedback complex would only distract

users from speech. We also decided not to use the

gauge interface (Chollet et al. 2015; Tanveer, Lin, and

Hoque 2015) as the previous research suggested that it

required constant awareness to understand the mean-

ing, which users found obtrusive; rather, we used a ûick-

ering notification that whenever the participants

exhibited one of the filled pauses in our database, the

screen turned red for 0.5 s and returned to its original

black state (see Figure 1) to warn users to be mindful.

In the only-oral online presentation situation that we

tried to create, this would be seen as the screen being

‘turned off’ (black screen) and only being turned on

whenever the participants exhibited target behaviour.

For the post-feedback, we chose the graph chart for-

mat. Two distinctive formats stood out for the post feed-

back: graphs (Kurihara et al. 2007; Zhao et al. 2017) and

colloquial (Trinh et al. 2017). We found prior a much

more computerised version and later more of a huma-

noid robot giving human-like feedback. While the latter

is an impressive model, we found graphs to be a more

representational version for the automated visual feed-

back system on speech. The post-feedback (or reports)

counts the number of filled pauses used during a single

session of the interview and shows them in the form of

bar graphs. The post-feedback on a session was

Table 1. Target filler words.

Category Discourse Marker Explanation

Interjection 글쎄, 아, 어, 오. 예/네,
자, 저기(요)

Words that express emotion
or surprise, similar to oh,
ah, uh, etc.

Interjection /
adverb

가만, 그래, 그러게,
아니, 왜, 참

Interjections that are
technically adverbs,
similar to really, like, etc.

Interjection /
pronoun

거시기, 뭐, 어디 Interjections that are
technically pronouns,
similar to there, where,
etc.

Adverb 그러-, 그래서, 그러니가,
그런데, 그리고, 그냥,
그만/고ù, 그저, 다,
ú, 아무튼/어쨌든/
하여튼, 이제/인자,
정말/진짜, 좀

Adverbs that qualify
phrases, similar to and,
anyway, now, etc.

Pronoun /
determiner

이, 그, 저 Pronouns used before a
noun word to direct the
noun word, similar to
that, this, etc.

Determiner 무슨 A determiner that comes
before a noun word to
specify the noun word,
similar to what, etc.

Verb /
Adjective /
Phrase

됐어, 말이야/말이다,
물론이다, 당연하다,
뭐냐/뭐랄까/뭐야,
있지/있잖아, 그래
가지고, 다름 아니라,
그건 그렇고, 아 근데,
아니근데, –어가지고

Verbs, adjectives, and
phrases, similar to you
know, I mean, besides,
etc.

Figure 1. How the screen changes when the user exhibits one of the target filled pauses. The participant’s screen would stay black and
whenever the researchers manually sent the feedback, the screen would light up for 0.5 s and return to its original state.
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provided during the pre-interview of the next session to

be discussed during the interview. An example chart is

presented in Figure 2.

The execution of the immediate feedback was

implemented through Wizard of Oz prototyping.

Wizard of Oz prototyping refers to a user testing

method in which researchers use a human-operated

device that is perceived as a working computer-based

prototype by the participants (Bernsen, Dybkjær, and

Dybkjær 1993; Maulsby, Greenberg, and Mander

1993). This research method is often used for the user

testing of software, which requires a large budget and

time to develop (Bernsen, Dybkjær, and Dybkjær

1993). While there exist many systems that recognise

filled pauses, there is yet to be one for the Korean

language. To create one, it requires several hundred

different voice data of the spoken key phrase to properly

operate. As gathering such data for more than 40 differ-

ent words would delay the research process and increase

our budget, we decided to utilise the Wizard of Oz pro-

totyping to implement immediate feedback during our

sessions. The researchers manually sent out real-time

reminders whenever the participants used the filled

pauses. While there were errors, even the commercial

counterparts failed to recognise trigger words often

and had delays; we concluded that minor errors would

be irrelevant to drawing qualitative insights.

To create the report, we used VREW, a speech-to-

text converter, to convert the recorded speech into

text files. While the created text files did not perfectly

dictate the speech, especially certain filled pauses such

as ‘uh’ or ‘um,’ three researchers re-listened to the

recorded speech files multiple times to manually perfect

the dictation. Once the dictated text file was completed,

we ran computerised code on the text files to count the

frequency of each filled pause during the speech and

created the report.

3.2. Interview groups

We divided the interview participants into three differ-

ent groups: (1) the control group (CG) was not given

real-time feedback or reports, (2) Experimental Group

1 (EG1) was given reports only, and (3) Experimental

Group 2 (EG2) was given both the real-time feedback

and reports.

The division was done for two reasons: (1) to com-

pare the effect of each feedback system to validate our

model as automated visual feedback on speech, and

(2) to comparatively analyse the interview responses

to see how user experiences differ and coincide accord-

ing to the forms of feedback.

For groups that received reports (EG1 & EG2), the

reports were provided at the start of the next session,

rather than giving them right after the speech ended.

This was done to maximise the effects of feedback on

the following speech. For EG2 who received both

forms of feedback, the real-time feedback was provided

only for the second and third sessions. This was done to

provide the same number of feedbacks for both forms

(If we were to give real-time feedback for the first ses-

sion, EG2 would have had two sessions with reports

and three sessions with real-time feedback, leading to

a mismatch between treatments). Table 2 provides a

visual description of the groups and provided feedbacks.

3.3. Participants and setting

27 participants (16 female, 11 male) were recruited

through online communities, with the inclusion criteria

as follows: (a) natives of the Korean language, (b) in

their early 20s, in either 3rd or 4th year of university,

(c) planning to participate in an interview for a job or

higher education within two years, and (d) had no

Figure 2. An example post-feedback (report) of filled pause
usage showing the participant’s name, session number, list of
used fillers during the session and their occurrence, date of
the subject session, and the duration of the speech. The partici-
pants were sent the pdf file during pre-interviews and were able
to scroll through them.
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prior experience in speech coaching (such as mock-

interview or speech academy). The 27 participants

were randomly divided into three groups. All partici-

pants were required to participate in three individual

interview sessions spread across a span of five days,

allowing them to rest and have enough time to reûect

on the interventions provided. Sessions were conducted

online through video calls and recorded upon agree-

ment. All participants were given 20,000 KRW

(approximately 17 USD) cash as compensation for

their time and participation.

3.3.1. Pre-interview

All sessions started with a semi-structured pre-inter-

view. In the first session, participants were asked to

share their motives for wanting to improve their

language skills, their biggest diüculty in doing so, and

their attempts to improve their speaking skills. In the

second and third sessions, participants were asked to

recall their previous sessions and share their general

impressions. EG1 and EG2 were also provided with a

report of their filled pauses usage. They were then

asked to share their impressions and thoughts about

the report.

3.3.2. Speech preparation

After the pre-interview, participants were given 10 min

to prepare their speeches. During the preparation time,

the screen showed the speech topic and the evaluation

criteria that will be used during the self-evaluation

after the session to inform them what factors should

be considered for a good speech (Babaii, Taghaddomi,

and Pashmforoosh 2016). They were asked not to

write the scripts in full sentences, but to brieûy write

keywords and create an outline for their speech. The

topics were chosen from the TOEFL (Test of English

as a Foreign Language) speaking test, as it is one of

the most respected standardised English proficiency

tests in the world. All participants were given different

topics per session, but the topics were the same for all

participants. The questions were translated into Korean

and reviewed by all researchers to validate the clarity of

the translation. The questions were as follows:

. Session 1: Which company do you prefer to work

with, a company where you work independently, or

a company with a tutor to help you?
. Session 2: Do you prefer to finish things early or wait

until the deadline is almost there?
. Session 3: If you get extra money, would you save the

money or spend it immediately?

3.3.3. Speech

Researchers notified the users when the preparation

time was over, and asked them to present their speech

for three minutes. EG2 participants were given real-

time feedback during the speech whenever they dis-

played filled pauses in the second and third sessions.

During the speech, one of the researchers manually

sent feedback whenever the researcher recognised

the utterance of filled pauses. Participants were told

that feedback was provided by the newly developed

software. After all three sessions were completed,

they were notified that this was a Wizard of Oz

experiment.

3.3.4. Self-Evaluation

For all three sessions, after the speech, participants were

asked to evaluate their speech based on self-assessment

criteria ranging from 1 (poor) to 5 (excellent), chosen

from the speech assessment criteria developed by Babaii

and colleagues (Babaii, Taghaddomi, and Pashmforoosh

2016): (1) ûuency: (without pauses, hesitation, and false

starts), (2) grammar (accuracy and variety of struc-

tures), (3) vocabulary (appropriateness and variety of

expressions), (4) pronunciation (stress, rhythm, and

intonation), (5) communicative effectiveness (clarity of

ideas and comprehensible (i.e. understandable) speech);

(6) topic management (topic relevance, topic coverage,

and adequacy of details and examples), (7) confidence

(anxiety-free speech), and (8) organisation (initiation,

development, termination, and interconnectedness of

ideas). The self-evaluation scores were taken into

account to understand how the participant’s perception

of their own speech differs according to the given form

of feedback. Regardless of the actual decrease in filler

usage, we hoped that these scores could provide us

with better insights into the users’ satisfaction and over-

all user experience in using automated visual feedback

on speech.

Table 2. Interview groups and received forms of feedback.

Control
Group
(n = 9)

Experimental
Group 1
(n = 8)

Experimental
Group 2
(n = 9)

Session
1

Before
Speech

During
Speech

Session
2

Before
Speech

Quantified Report on the Previous
Session

During
Speech

Immediate
Feedback

Session
3

Before
Speech

Quantified Report on the Previous
Session

During
Speech

Immediate
Feedback
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3.3.5. Post-interview

A semi-structured post-interview was conducted with

the participants to discuss their general experience in

all three sessions. They were asked to share their main

goal for the session, what bothered themmost, elaborate

on their self-evaluation scores, and what filled pauses

they noticed during the speech. For the second and

third sessions, they were also asked to share how

much they thought they had improved and in what

aspect. For EG1 and EG2, we asked them to share

how they felt about the feedbacks provided. In all ses-

sions, the participants’ sessions were recorded and tran-

scribed under consent.

3.4. Data analysis

For quantitative analysis, we aimed to see if our model

qualifies as a system that reduces the use of fillers. We

observed the change in the frequency of filled pauses

and self-evaluation scores according to the forms of

interventions provided over time. Data from 27 par-

ticipants and 81 sessions were collected (CG [n = 9],

EG1 [n = 9], EG2 [n = 9]). We decided to provide

descriptive statistics for two reasons: (1) the focus of

our study leans toward qualitative insights rather

than discovering whether our model is statistically sig-

nificant, and (2) the sample size is not big enough to

conduct comprehensive statistic analysis. The ratio of

filled pauses per total word count of speech (FP/W)

was used to ensure proper comparison among partici-

pants. We conducted a paired t-test to our primary

metric, FP/W of the first and last session to see how

significantly the usage of fillers increased or decreased

according to the provided feedback format. We also

compared all the self-evaluation scores of the first

and last sessions.

For qualitative analysis, we explored the participants’

comments and reactions to our system to draw design

implications. A thematic analysis (Clarke, Braun, and

Hayfield 2015) was conducted based on the written

manuscript of the interviews as well as the observation

notes made by the researchers. We took an inductive

approach to thematic analysis with no specific coding

schemes determined beforehand and let themes natu-

rally emerge during data analysis. The researchers

went through the manuscript one by one to identify

the themes and label significant responses with adequate

tags. The final analysis was conducted by putting the

themes together and relating them to create theoreti-

cally meaningful results. All processes were revised

and approved by internal review boards of the relevant

institutes.

4. Results

4.1. The effect of visual feedback system on

speech to filled pause usage and self-evaluation

In this section, we discuss how effective the proposed

system was in reducing filled pauses for participants

and how their reactions varied or coincided according

to the assigned groups. Due to the small sample size

and short span of the monitoring period, it will be

diücult to draw a definitive conclusion quantitatively;

despite such limitations, a trend was observed that var-

ied according to the experimental groups. The results

suggest that both forms of intervention significantly

reduce the usage of filled pauses but providing both

quantified reports and immediate feedback produced

higher significance.

The filler usage reduction of CG participants was the

lowest with 20.75%. EG1 participants who received only

quantified reports showed a slightly higher reduction of

29.98% (excluding an outlier who exhibited a remark-

ably low number of fillers from the first session, result-

ing in a striking 472.52% increase). Finally, EG2

participants who received both quantified reports and

real-time feedback showed the biggest reduction of

50.48%. We conducted a paired t-test on the first and

last sessions’ FP/W to confirm statistical significance.

The paired t-test results on the EG1 FP/W in the first

session (M = 0.0782, SD = 0.036) and the last session

(M = 0.0522, SD = 0.033) suggest that providing only

quantified reports resulted in a significant reduction in

filled pauses (t(7) = 2.5464, p = .0383). The paired t-

test result on EG2 FP/W in the first session (M =

0.0591, SD = 0.02) and the last session (M = 0.0291,

SD = 0.017) suggested that providing both interventions

resulted in the reduction of filled pauses with greater

significance (t(8) = 4.5298, p = .0019). (Table 3)

In short, while all participants exhibited a decreasing

trend in filler usage after getting used to the sessions

over time, the reduction rate was more dramatic when

provided with feedback, especially in both forms.

Thus, we considered our model validated and continued

our qualitative analysis. Detailed data on each partici-

pant’s filler usage can be found in Appendix 1.

As for the self-evaluation scores comparison between

the first and last session, the average score of CG partici-

pants decreased by 2.07%. EG1 participants who

received only quantified reports showed an increase of

8.92% (9.62% excluding the outlier), and EG2 exhibited

a bigger 12.56% increase. Despite all groups exhibiting a

reduction in filler usage, only the participants that

received feedback exhibited an increase in self-evalu-

ation scores. While a detailed analysis will be provided
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afterward, our qualitative analysis suggests that such a

phenomenon took place because participants have

objective data to reûect upon their decreasing trend

(refer to 4.3.2 & 4.4.2). Detailed data on each partici-

pant’s self-evaluation score trend can be found in

Appendix 2.

4.2. User perception and experience of filled

pauses

4.2.1. Filled pauses are not always bad but

negatively perceived in general

There were some instances when participants reported

that some filled pauses were used positively. These

included when a filled pause performed a certain func-

tion, such as changing the tone of speech, expanding

logic, or downplaying their expressions to make their

speech modest; however, the majority reported that

the overuse of filled pauses gives the impression of

being unprepared or being too nervous to the listeners.

Such an impression leads to an image of the speaker as

being unconfident.

‘It does not feel like proper language for the speaker […] It
seems like you either forgot what to say, are nervous, or
want to leave this situation.’ (EG2, P11, Session 1)

4.2.2. It is hard to sustain awareness, thus external

help is needed

Despite the negative perception, filled pauses were con-

sidered a secondary problem to solve, compared to the

content and organisation of the speech. Participants

were intrigued with the idea of using fewer filled pauses;

however, the effort needed was excessive compared to

the benefits as it is diücult to focus on the content

and be mindful of the filled pauses simultaneously.

This characteristic calls for interference on the part of

the feedback system, as the system can constantly pay

attention to filled pauses while letting the speaker

focus on the core factor, such as the content, of the

speech.

‘I focus more on the delivery of the content itself, and
take notice of repeated words only at that moment.

It’s secondary but whenever the red light lit up, it
helped me notice during those moments. But still, I
think delivering what I want to say is more important.’
(EG2, P15, Session 2)

4.2.3. Dissonance between the stream of thoughts

and the stream of speech

Participants reported that filled pauses often occur to fill

the hesitating void during speech. As they speak, there

are moments when they have to pull themselves

together to think of what to say next. During this

void, they found ‘the silence unbearable and wanted to

continue the stream of speech.’ (EG2, P11, Session 2)

Participants also reported using more filled pauses

when they felt rushed. This can also be explained

through the initial interpretation; as they speak faster,

their ‘speaking speed’ exceeds their ‘thinking speed’,

making more voids, and ultimately more fillers.

4.3. Role of graph-based post-feedback

4.3.1. A novel form of feedback on speech

Participants found number-based feedback on language

data to be extremely interesting. Generally, human-

given feedback is often in a qualitative format. Using

words, they describe and analyse the speech, focusing

on content, topic, organisations, etc. While the feedback

may point out the overusing of filled pauses (or any

other form of undesirable habits), they fail to give

specific numbers (‘you should use fewer fillers’). On

that note, a quantified report on speech behaviour was

a fairly new form of feedback for the user.

‘You think you know your speaking habits well, but
when someone else judges it and gives precise data, pro-
blems can arise in areas outside of what is being evalu-
ated.’ (EG1, P5, Session 3)

‘In the past, I blindly tried to use fewer words that I
thought I overused, but this time, because I received
specific feedback, I tried to use those words less.’
(EG1, P3, Session 2)

Providing them with hard numbers to work with

motivated them much more than simply telling them

that they used excessive fillers. Participants were initially

Table 3. Paired T-Test results on the first and the last session’s filled pauses per words.

Groups Session 1 M(SD) Session 3 M(SD) dF t p

Filled Pauses per Words
Control Group 0.0892

(0.024)
0.0729
(0.033)

8 2.2210 0.0571

Experimental Group 1 0.0782
(0.036)

0.0522
(0.033)

7 2.5464 0.0383*

Experimental Group 2 0.0591
(0.02)

0.0291
(0.017)

8 4.5298 0.0019**

*p < 0.05,**p < 0.01,***p < 0.001
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shocked to see that their filler usage far exceeded their

expectations. Later in the second and third sessions,

participants reported that they found themselves noti-

cing the use of filled pauses even during day-to-day con-

versations outside of the sessions.

‘When I first received the report, I didn’t know how
much I used them and what words I used, so I was
shocked.’ (EG2, P19, Session 3)

‘In the first and second session, it felt like everything I
said was analyzed and that was pretty much it. But
during the last session, I sincerely felt like I wanted to
fix it.’ (EG2, P17, and Session 3).

4.3.2. Tracking progress

Several participants said that they did not realise their

improvement throughout our sessions until they saw

all the reports together. These reports functioned as

an objective point of reference for them. Based on the

reports, participants decided whether they were content

with the results or dissatisfied and whether they should

keep on with their efforts. It was also notable that during

the final session, the participants actively compared all

their previous sessions and sought to understand the

changes over time.

‘I actually thought the first and the second sessions’
results would not have much difference, but it seems
like I did fix errors when I became aware of them.
The result is completely different from my expectation
since it shows that I repeated the words less frequently’
(EG2, P15, Session 3).

4.4. Role of real-time feedback

4.4.1. Reminding users to stay mindful

Real-time feedback seems to have helped participants sus-

tain their mindfulness. During the interview, many partici-

pants said that they ‘wanted to fix it, but it was diücult to

fix it while they were speaking’ (EG2, P17, Session 2). This

is where real-time feedback comes into play; users notice

the red screen ûicker, which immediately reminds them

to stay alert. When the screen lights up, it causes the par-

ticipants to instantly look back on what they have just said

and polish their speech immediately.

‘(When the screen lit up) I instantly thought ‘What did I
just say?’ By doing so, I was able to control, polish, and
reorganize the words that I used.’ (EG2, P11, and Ses-
sion 3).

4.4.2. Gives a sense of how well they are doing but

disrupts speech

The participants also utilised real-time feedback to

judge whether they were doing a good job during the

speech. Based on how often the screen lit up, they

were able to tell how well they were doing. While

some found this useful, others were intimidated by it

and lost confidence. Such findings coincide with the

research on habit reversal, in which they discuss that

while awareness training is indeed effective, it also

results in decreased confidence for some users (Pawlik

and Perrin 2020). Such an idea seems to be in line

with Lupton’s discussion on a self-tracking culture

that makes users overly focused on their health, leading

to a feeling of failure, anxiety, or self-hatred (Lupton

2013)

‘I felt like I was doing something wrong and lost confi-
dence. It startledme toomuch.’ (EG2, P17, and Session 2).

Some participants also reported that real-time feed-

back ultimately disrupted the quality of their speech

because they were overly focused on using fewer filled

pauses rather than focusing on other important factors

such as the content of the speech.

‘Whenever I used the words and the red light ûickers, I
had to get rid of that word and instantly re-create my
speech. So, I felt like the second session was more
diücult than the first one, where I was given feedback.
The usage of the words may have decreased, but I felt
like I lost something more important while chasing
something small.’ (EG2, P15, Session 3)

It is also notable that some users were startled at first,

but eventually reported getting used to it to the point of

ignoring them. The question of whether they simply got

used to it and ignored them entirely or they still noticed

the feedback on an unconscious level, where it helped

them to stay mindful, is a worthwhile topic for future

research. (Figure 3)

‘At first, it startled me, but after the third feedback, I just
ignored it. It felt like being startled negatively affected
my presentation. I do not think I actively tried to ignore
it, but the level of shock naturally decreased.’ (EG2, P14,
and Session 2).

4.5. Role of feedback within the ‘timeline of

speech’

Timeline of speech and limited human capacity. Based

on the participants’ remarks and our observations, we

propose a framework ‘timeline of speech,’ which dis-

plays the users’ behavioural status at specific time points

associated with the different speech stages (see Figure 4).

Before the speech, users are often nervous, anxious, and

pressured to speak well; however, once they start speak-

ing, they can go into a trance-like state where they are

unable to feel their previous anxiety and the surround-

ings to solely focus on what they are saying.
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‘In the beginning, I get really nervous. But when I actu-
ally start speaking, I do not feel anything… I get ner-
vous to the point of feeling like staring at a blank
paper, but when I am speaking, I do not notice that I
am nervous myself.’ (EG2, P15, Session 1)

Once the speech is over, users reûect upon how well

they did, but due to the limited capacity of working

memory, the recollection of the trance-like status is

often not complete and ûawed. We suspect such a result

to be in line with the cognitive load (Sweller 2011), and

will expand further in our following section as to how it

should be considered during the design of feedback

systems. Some participants reported recording their

speech to personally identify problems. These efforts

are often too demanding and only provide subjective

references with no hard data.

‘After I talk, it feels like my memories evaporate. When
I was self-evaluating my speech after the session, I asked
myself, ‘Was I really ûuent?’ I only remember speaking
and nothing else, so I was not able to tell if other people
thought I was ûuent enough.’ (EG1, P1, Session 2)

During the Reûection phase of the timeline, an auto-

mated quantified report came as a novel, eücient, and

reliable method for speech self-evaluation. Several exist-

ing studies have already discussed the power of numbers

in letting users know of their problems as a more scien-

tific and neutral approach (Lupton 2014; Wolf 2010).

Users also utilised their previous data as a baseline

against which they could compare their changes. This

behaviour is consistent with previous research that

emphasises the role of numbers in allowing compari-

sons between present and past data.

During the Speech stage where users go into a trance-

like status and become less aware of anything other than

the speech itself, real-time feedback comes into play, pro-

voking users to stay mindful of their unwanted habits.

However, when the warning is stronger than it should

be, it obstructs the users’ trance-like status and ultimately

harms the quality of the speech. Thus, future work should

dive deeper into forms of non-obstructive feedback that

could sustain the user’s focus on speech while letting

the user know when unwanted behaviour occurs.

5. Design implications

Based on the analysis of existing research and our inter-

view results, we present eight design implications to

Figure 3. Timeline of speech and feedback.

Figure 4. Mean of filled pauses per word according to groups
with error bars (standard error of means).
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consider when creating an automated visual feedback

system on speech. Here, we would like to emphasise

that the materials should be understood within the con-

text of our proposed system, and hope to see them

expand through the course of the following research

efforts. (Table 4)

5.1. Target of the system: secondary problem for

the users, still important for speech

According to our results, participants considered filled

pauses a secondary problem to solve, compared to

other factors such as the content and organisation of

the speech (see 4.2.2). They were intrigued with the

idea of using fewer filled pauses; however, the effort

needed was excessive compared to the benefits, as it is

diücult to focus on the content and be mindful of the

filled pauses simultaneously. This characteristic calls

for intervention on the part of an automated system,

as it can constantly pay attention to filled pauses (or

any other secondary target behaviour that designers

and engineers deem worthy of attention) while letting

the speaker focus on the core factors, such as content,

of the speech.

5.2. Let users decide what ‘undesired behaviours’

are

Some participants ignored data on filled pauses that they

considered positive (see 4.2.1). These participants found

that certain filled pauses were essential to their speech to

maintain naturalness and would be impossible to get rid

of. As users’ perceptions of positive language behaviour

differ, the system needs to leave room for customisation.

This idea is also in line with previous research that

emphasised the importance of user autonomy in reiter-

ating the results to find the optimal solution for them-

selves (Li, Dey, and Forlizzi 2010). There have also

been research efforts on ‘control features’ in personal

informatics, emphasising the importance of letting

users feel that they are in control to choose how to inter-

act with it (An et al. 2006; Crutzen, Cyr, and De Vries

2012; Jennett et al. 2008; McClure et al. 2013; Perski

et al. 2017; Strecher et al. 2008).

When focusing on filled pauses as a service consider-

ation, it is important to note these different types of

pauses. We could go beyond the simple categorisation

of ‘good fillers’ and ‘bad fillers’ to consider multiple

types of filled pauses (in the case of Korean, the afore-

mentioned categories), with each serving a different

purpose during speech. While our research did not

study specific data according to type, we expect future

research to dive deeper into how users perceive each

filled pause with access to a more detailed feedback

system.

5.3. Decide what emotion you want to evoke

It was notable how our real-time feedback interfering

with the trance-like status evoked the emotion of irri-

tation (see 4.5). Existing studies suggest that sudden

changes may disrupt ûow (Costa et al. 2016) or impose

Table 4. List of design implications in relation to participants’ remarks.

Design Implications Relevant Comments

1 Target of the system: secondary problem for the
users, still important for speech

‘I focus more on the delivery of the content itself, and take notice of repeated words only at that
moment. It’s secondary but whenever the red light lit up, it helped me notice during those moments.
But still, I think delivering what I want to say is more important.’ (EG2, P15, Session 2)

2 Let users decide what ‘undesired behaviors’ are ‘It does not feel like proper language for the speaker [… ] It seems like you either forgot what to say,
are nervous, or want to leave this situation.’ (EG2, P11, Session 1) ‘To make a good speech, I think the
flow is important. In doing so, having a lot of propositions or markers that show the change of flow
can be helpful for the listeners to clearly understand the flow, so I think it’s positive.’ (EG1, P8, Session 2)

3 Decide what emotion you want to evoke ‘I felt like I was doing something wrong and lost confidence. It startled me too much.’ (EG2, P17, and
Session 2). ‘At first, it startled me, but after the third feedback, I just ignored it. It felt like being
startled negatively affected my presentation. I do not think I actively tried to ignore it, but the level of
shock naturally decreased.’ (EG2, P14, and Session 2).

4 Let users keep track of their progress ‘I actually thought the first and the second sessions’ results would not have much difference, but it
seems like I did fix errors when I became aware of them. The result is completely different from my
expectation since it shows that I repeated the words less frequently’ (EG2, P15, Session 3).

5 Provide specific guidelines for their next step ‘I thought the reports would be more detailed, like, showing where the target word was used in my
sentences or something like that. I have never received feedback on my language habits, and when I
got one, I thought, ‘When did I use this? How should I fix this?’ It was not that it did not help, but I
would have appreciated something more.’ (EG1, P2, Session 3)

6 Consider the optimal timing for your feedback ‘If you were to show me the reports right after the first session, there may not have been any
improvements in the second speech. Because you gave me the report right before the second speech,
it stayed in my brain and I think it reinforced my awareness.’ (EG1, P1, Session 2)

7 Consider the context of the use ‘I think I’m more nervous during presentations or speech because it’s special circumstances. Because I
prepared more, I become more nervous.’ (EG2, P13, Session 1)

8 Consider the form of feedback - (Drawn from a comprehensive meta-level review of the existing literature)
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cognitive load which can further adversely affect inhi-

bition and performance by triggering anxiety (Eysenck

et al. 2007; Miyake et al. 2000). However, our results

suggest that providing immediate feedback that disrupts

such ûow results in significantly lower use of filled

pauses (see 4.1 and 4.4.2). This is also in line with the

existing research which suggested that anxiety does

not always have an adverse effect on performance and

normally it is unlikely to affect language behaviour in

a typical public speaking setting (King and Finn 2017).

Given these conûicting effects, when designing a feed-

back system, we must carefully consider whether dis-

ruption is a negative user experience in this context;

users may achieve their desired goal of reducing filled

pauses through irritation. We are not contending that

annoying the users with obtrusive feedback to the

point where they are forced to improve is the answer;

nor are we saying that providing kind and encouraging

feedback, such as colloquial feedback given by a huma-

noid (Trinh et al. 2017) is the best option. Our insight

here is that when it comes to changing human behav-

iour, various emotions could or could not work based

on the context and personal taste of the users. Thus, it

is important for designers to clearly set the emotion

that their system is trying to evoke and to conceptualise

how such an emotion would bring about the desired

outcome.

5.4. Let users keep track of their progress

The participants’ primary use of quantified data was to

track the changes in their results and compare their cur-

rent status with their past selves (see 4.3.2). Regardless

of the experimental groups, one of the most common

phrases the participants used during the interview was

‘compared to the last session.’ Through quantified

data and visual representations, users did not simply

repeat themselves over and over but were able to

reûect upon their speech more effectively and observe

their improvements over time. Thus, the system needs

to reûect on and emphasise the ever-changing status

of users through interfaces that allow for an intuitive

comparison (the point of comparison may be expanded

from past selves to other users or unified criteria). Exist-

ing research has already emphasised the role of numbers

in creating a baseline for users to compare present and

past data (Lupton 2013).

5.5. Provide specific guidelines for their next step

The participants also wanted the system to do more

than simply display the status quo and provide specific

guidelines on how to improve. While users were glad to

see their current status, some felt lost after seeing the

report because they were not given specific guidelines

on what to do next. We must also acknowledge how

simple statistical reports are increasingly being con-

sidered ineffective. (Murnane et al. 2020; Pawlik and

Perrin 2020).

‘I thought the reports would be more detailed, like,
showing where the target word was used in my sen-
tences or something like that. I have never received
feedback on my language habits, and when I got one,
I thought, ‘When did I use this? How should I fix
this?’ It was not that it did not help, but I would have
appreciated something more.’ (EG1, P2, Session 3)

Thus, the system should consider going beyond simply

providing numbers to guide or nudge users to the next

step. For instance, previous research discussed the sys-

tem that notified the participants when and in which

situations they used certain filled pauses (Pawlik and

Perrin 2020). Such a guide could tell users at what

point they should be most mindful during the speech.

The system could even go directly to tell users what

they should do (Trinh et al. 2017).

5.6. Consider the optimal timing for your

feedback

Another important consideration is the timing of feed-

back. Along with real-time feedback and post-feedback

that we discussed, we identified an additional time point

for feedback: the pre-feedback. Participants in EG1 and

EG2 reported that they were able to maintain high

awareness of refraining from filled pauses during the

second and third sessions because they saw the previous

session’s report right before they began their speech.

Participants reported that if the report had been given

right after the speech, they would have overcome the

initial shock by the time of the next session.

‘If you were to show me the reports right after the first
session, there may not have been any improvements in
the second speech. Because you gave me the report right
before the second speech, it stayed in my brain and I
think it reinforced my awareness.’ (EG1, P1, Session 2)

On such a note, it is still unexplored how the previous

report provided right before the next speech practice

would affect the users. Although our model proved to

be effective for some users, future research may focus

on the relationship between the timing of providing

the reports and how differently it impacts the users.

We are not suggesting that there is an ‘optimal time’

for providing feedback; rather, we are emphasising that

these different time frames are likely to affect users

differently. Thus, designers, researchers, and engineers
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must carefully explore how their systems could take

advantage of each time frame.

5.7. Consider the context of the use

In this study, we created a system for online presen-

tation situations; however, there are many more diverse

situations where an automated feedback system on

speech is being used and could be used. A day-to-day

conversation where users may be warier of using vulgar

languages would require vastly different requirements,

creating a much different-looking intervention than

what we have been seeing so far (not to mention the

technical feasibility, as well). For instance, if we were

to create a system for daily conversation, designers,

and engineers must consider interference from others

during conversations or diüculty in speech recognition.

The existing literature on personal informatics empha-

sises the seamless, unobtrusive integration of data collec-

tion into daily activities, necessitating further research on

user scenarios and design considerations (V. R. Lee 2014;

Van Der Woude, Tetteroo, and Liang 2020).

5.8. Consider the form of feedback

Throughout our results section, we discussed the posi-

tive, negative, and other interesting user experiences

for visual feedback on speech; graph and instant colour

ûickering, to be exact. As for the graphs, users were

intrigued by the quantified analysis of their speech

behaviour and found them intuitive to understand.

They also found it easy to track their trend over time.

However, users found it diücult to identify and move

on to the next step to improve their speech (see 4.3).

In the case of instant colour ûickering, users easily syn-

thesized and understood that they displayed unwanted

behaviour once gotten used to the system; however,

some found this to be obtrusive, leading them to focus

on minor issues and forgetting the bigger goal (see 4.4.)

It is our understanding that these pros and cons

would exist in other forms of feedback. Existing

research has explored multiple forms of feedback such

as colloquial (text) (Sedig, Klawe, and Westrom 2001;

Tanveer, Lin, and Hoque 2015; Trinh et al. 2017), visual

(icon, colour) (Clark and Fox Tree 2002; Kurihara et al.

2007; Tanveer, Lin, and Hoque 2015), numeric (graph)

(Kurihara et al. 2007), or haptic ones (Schneider et al.

2015). Yet, we can safely assume that this list is not

exhaustive; multiple forms of feedback still need to be

explored, such as sonic feedback, as well as different

media to provide them (wearable devices, computer

screens, mobile screens, etc.). Even the ûickering form

of feedback may produce different results based on its

colours or ûickering durations. Rather than trying to

find the ‘best’ version of feedback, we would like to

encourage researchers to explore these various and inno-

vative feedback forms to identify their pros and cons,

possibly providing the designers with a chance to choose

the best version of feedback for their system’s goal.

6. Discussions

6.1. Automated speech feedback and personal

informatics (Quantified self)

During our analysis, we noticed similarities between

automated feedback systems on speech and personal

informatics. Personal informatics (also known as ‘living

by numbers,’ ‘quantified self,’ ‘self-surveillance,’ ‘self-

tracking,’ ‘personal analytics,’ and ‘lifelogging’) refers

to a computer-based system that collects, integrates,

and presents personal data and the history of the users

to enable self-reûection and enhance self-knowledge

(Daskalova et al. 2017; Hixon and Swann 1993; Li,

Dey, and Forlizzi 2010; Lupton 2014; Wolf 2009). To

date, personal informatics has been used to analyse

diverse aspects of our lives, including geolocation,

weight, sleep, diet, mood, feeling, and especially health

and fitness (Bickmore, Caruso, and Clough-Gorr 2005;

Consolvo et al. 2006; Gasser et al. 2006; Lupton 2014;

Steinfeld et al. 2015; Toscos et al. 2006). Personal infor-

matics provides objective, quantified data to help users

become aware of their behaviours, and ultimately,

improve them. With computerised systems, personal

informatics outperforms often-ûawed human abilities,

such as the inability to monitor themselves objectively,

limited memory capacity, and inability to sustain aware-

ness (Li, Dey, and Forlizzi 2010; Malacria et al. 2013;

Sedig, Klawe, and Westrom 2001; Wilson and Dunn

2004).

On such a note, feedback systems on speech that

automatically collect users’ verbal data and present

them to improve them almost seem like a branch of per-

sonal informatics. Thus, interdisciplinary research

efforts may lead to a more fruitful discussion on how

computerised self-improvement systems could better

aid users.

For instance, personal informatics studies suggest

that users desire improved self-understanding for var-

ious reasons, but mostly for self-improvement (Doherty

and Doherty 2018). Raised self-knowledge and

improved self-insight were reported to allow users to

recognise their behaviours (Hixon and Swann 1993;

Seligman and Darley 1976), leading to behavioural

change, often in the form of improving themselves by

solving the problem reported by the system. Some
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enthusiastic self-quantifiers also reported that, by study-

ing themselves, they desire to be an ‘optimal human

being’ and ‘your best self’ (Lupton 2014). If we are to

apply such an understanding of the users when design-

ing automated feedback systems on speech, designers,

and engineers will have a much clearer understanding

of the logic and ultimate goal of providing users with

self-knowledge.

Studies on automated feedback systems on speech

may enrich the field of personal informatics, as well.

Researchers in personal informatics have already

emphasised the importance of new types of behavioural

information for measurement, and human speech could

be a good point to expand on such topics (Li, Dey, and

Forlizzi 2010; 2012). Furthermore, personal informatics

has emphasised the importance of presenting objective

data through visual reports (Bode and Kristensen

2015; B. Lee et al. 2020). Seeing that the field of auto-

mated feedback systems on speech has explored various

visual feedback methods from coloured gauges, to

simple texts, and icons, personal informatics may be

able to take further inspiration in creating more diverse

feedback methods. We are excited to see how the collab-

oration between the two fields could further expand

both agendas, leading to a more enriched discussion

within the HCI community focusing on human

improvement through computerised systems.

6.2. Speech aid, self-determination theory, and

motivation

To aid users’ speech improvement successfully, the

speech aid system needs to ensure that the user is con-

tinuously motivated. To this end, self-determination

theory (SDT) provides an interesting perspective. SDT

discusses how behaviours are anchored in either con-

trolling motivations (such as pleasing other people or

satisfying self-esteem) or autonomous motivations

(such as enjoying the activity itself) (Deci and Ryan

1985; 2002). Introjected or external motivations are

considered controlling, non-self-determined forms of

motivation, whereas internal motivations such as intrin-

sic or identified motivations are considered auton-

omous, self-determined forms of motivation (Deci and

Ryan 1990). Ferrand and colleagues suggested that

autonomous motivations provide longer-lasting motiv-

ations to people compared to controlling motivations

(Ferrand, Martinent, and Bonnefoy 2014). In this

regard, SDT is already being used to categorise and

evaluate motivating applications (Villalobos-Zúñiga

and Cherubini 2020).

Our interviews revealed that the motivation for

improving speaking skills is closely related to

controlling motivation, as the primary goal is to

improve the public image and gain the trust of the

audience; however, according to SDT, this may have

been the reason why the motivation and efforts to

improve speech habits did not last long. As the ses-

sions continued, several participants expressed that

the results themselves were interesting to watch and

that they enjoyed the experience. Thus, it seems

worthwhile to examine whether and how new forms

of feedback systems on speech can foster autonomous

motivation.

6.3. Speech aid systems and socio-ethical issues

Speech aid systems aim to change the linguistic behav-

iour of users by monitoring their speech and, in doing

so, pose several ethical questions concerning their

methods and goals. The first point of discussion is the

concept of the ‘perfectible body’. Lupton discusses

how personal informatics introduces the concept of

‘technological bodily enhancement and techno-utopian

visions of the perfect(ible) body.’ Personal informatics

transformed how bodies were conceptualised, touched,

managed, and displayed to users (Lupton 2013). Such

an idea poses an interesting question on how personal

informatics of language would alter how we perceive

language in terms of technology. Will our language

also become another subject to ‘perfect(ify)?’ If so,

how would it change our perspective on linguistic life?

How will a ‘perfect language’ be defined and by

whom? How would the technology evolve and what

should be considered to cause less harm? It will be an

exciting journey to observe and discuss as the system

integrates into our daily lives.

Designers and researchers should also ponder the

responsibilities to the users in creating these systems.

During the experiment, we identified how users pay

greater attention to the factors that the system deems

important (in our case, filled pauses); however, the

point of emphasis was chosen by the system designers.

Thus, the system needs to identify what users truly

desire to create responsible services. This point may

also be consulted with one of our design implications

where we emphasised the importance of letting users

define what undesirable behaviours are.

As a system that quantifies user behaviour, the sys-

tem must always be cautious concerning the number

of effects on users. The existing literature discusses the

politics of measurement. Despite the numbers’ associ-

ation with science, objectiveness, and neutrality, the

way phenomena are quantified, interpreted, and pre-

sented is largely affected by the providers and receivers

(Lupton 2014). The aforementioned participants, who
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lost confidence because of the numbers provided by the

system, could be a great example; if the operator wishes

to hold onto the users, creating an interface that shocks

the users and ceasing their confidence may encourage

user dependency on the system. It is always important

to study the potential negative effects of numbers on

users when creating such systems.

The final point is privacy. Previous research on per-

sonal informatics has discussed how technology

expanded from purely private to social institutions. In

the fields of education, medicine, and health, agents in

their respective fields have encouraged people to use

personal informatics for enhancement in each field.

Lupton warns of the possibility of self-tracking technol-

ogies becoming surveillance tools, as the data collected

are no longer being used only for private reasons (Lup-

ton 2014). As speech aid systems provide a huge oppor-

tunity for language data collection, the discussion on the

potential invasion of privacy must be addressed while

developing such systems.

Nafus and Sherman argue that ‘self-quantifiers use

their bodies and cultural resources around them to see

outside the frame that is set by technological devices’

(Nafus and Sherman 2014). We hope that the trend of

computer-based speech aid systems can expand the

frame in which users perceive language to gain

valuable experience in self-monitoring to improve

their speech.

6.4. Limitations

Despite our findings, there are several limitations to

this study. The research sessions were spanned out

over only a week, a too short period to draw meaning-

ful longitudinal data. Additionally, as linguistic behav-

iour differs according to controlled conditions and

daily conditions, the effects of the feedback system

may vary outside of our speech session settings. The

presentations were conducted with nothing at stake,

but in real-life situations, the behaviours may change,

as their performance may affect their grades or invest-

ment opportunities. We hope these limitations could

be consulted upon for future research that hopes to

discuss similar topics. Furthermore, during the Wizard

of Oz experiment of immediate feedback, there were

human errors whereby the researcher failed to recog-

nise some of the target behaviours. The average error

rate frequency was 3.44 (min 0, max 9). Despite errors,

we decided to present our findings considering that

this was qualitative research that discusses users’

experience with the system and even the commercial

hot-word recognising services occasionally fail to

recognise a key phrase.

6.5. Future works

There were also several points to be further investigated

through future research efforts. While there were other

trends observed in various self-evaluation categories, we

failed to discover meaningful insights within the scope

of our interview analysis. We hope to see more extensive

research on this topic both quantitatively and qualitat-

ively to deepen our understanding of the relationship

between various feedback formats and user satisfaction

(self-evaluation). Moreover, as for the immediate feed-

back given in real-time during a speech, it seems impor-

tant to investigate the nature of users getting used to

them. Understanding whether they reach a point of

ignoring them or unconsciously recognising them

would allow the system to make better use of immediate

feedback. Additionally, the obtrusiveness of other

immediate feedback formats (such as haptic or sonic

reminders) during a speech, and whether such obtru-

siveness benefits or hinders the quality of speech,

would also further enrich the discussion. The timing

in which the delayed feedback is provided is also an

important topic to discuss. Our results suggested that

providing the results right before the following session

reinforces the users’ mindfulness, but a more concrete

confirmation would enrich the system design of feed-

back systems. Another important avenue for further

investigation is the extent to which users retain their

awareness of various linguistic habits, considering fac-

tors such as feedback format, frequency, repetition,

and timing. The concept of retention can be examined

by employing the forgetting curve model, and its

interpretation can be intertwined with the retention of

users’ motivation. Finally, much research needs to be

conducted on different formats, languages, and speech

situations to create more exhaustive and concrete design

considerations. We hope our research could contribute

as a valuable discussion point for operational design

consideration for feedback systems on speech.

7. Conclusion

Based on empirical user interviews, our study expanded

the currently existing discussion of automated visual

feedback systems on speech and provided a list of design

implications that should be considered when creating

such systems. The guideline we provide is most likely

not exhaustive and will need more evaluation and

improvement. We look forward to how our efforts

evolve in the future works of both automated feedback

systems on speech and personal informatics. In addition

to our main findings, we also identified multiple areas of

discussion concerning automated visual feedback
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systems on speech. We hope our research contributes to

a more fruitful discussion for the HCI community and

look forward to future studies on feedback systems on

speech with diverse points of usage and innovative

intervention forms to enhance their positive effects on

the user and our society.
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Appendices

Appendix 1. Decrease rate of filled pauses per total words between the first and the last session for all groups.

EG1 (Only Report) EG2 (Report + Real-time Feedback) CG (No Feedback)

Participant
Number

Filled Pauses / Total
Words (FP/W)

Decrease
Rate

Participant
Number

Filled Pauses / Total
Words (FP/W)

Decrease
Rate

Participant
Number

Filled Pauses / Total
Words (FP/W)

Decrease
Rate

First
Session

Last
Session

First
Session

Last
Session

First
Session

Last
Session

P1 12.31% 4.52% 63.27% P11 5.88% 4.15% 29.53% P21 8.87% 8.04% 9.33%
P2 3.25% 3.27% −0.41% P12 3.65% 1.92% 47.42% P22 10.67% 8.47% 20.55%
P3 6.30% 4.17% 33.90% P13 8.84% 4.24% 52.11% P23 10.31% 5.41% 47.51%
P4 1.34% 7.67% −472.52% P14 3.29% 0.00% 100.00% P25 9.34% 9.84% −5.28%
P5 13.36% 12.00% 10.19% P15 4.79% 5.44% −13.52% P26 11.32% 7.11% 37.17%
P7 5.45% 7.01% −28.57% P16 7.41% 2.22% 70.00% P27 8.27% 8.41% −1.75%
P8 6.13% 3.29% 46.32% P17 8.59% 2.98% 65.34% P28 3.68% 2.01% 45.29%
P9 5.92% 1.21% 79.60% P18 4.01% 1.82% 54.49% P29 6.59% 3.40% 48.46%
P24 9.80% 6.32% 35.54% P20 6.71% 3.42% 48.93% P30 11.26% 12.89% −14.49%
Average of Decrease Rate 29.98% Average of Decrease Rate 50.48% Average of Decrease Rate 20.75%
Standard Error of Average (Means) 12.41% Standard Error of Average (Means) 10.29% Standard Error of Average (Means) 8.26%

*P4’s data was excluded as an outlier in calculating the average decrease rate for EG1
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Appendix 2. Decrease rate of self evaluation scores between the first and the last session for all groups.

Fluency (without pauses, hesitation, and false starts)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 4 4 0.00% P1 3 4 25.00% P11 2 4 50.00%
P22 2 2 0.00% P2 4 3 −33.33% P12 4 5 20.00%
P23 2 3 33.33% P3 3 3 0.00% P13 2 4 50.00%
P25 2 3 33.33% P4 4 4 0.00% P14 4 4 0.00%
P26 1 3 66.67% P5 3 3 0.00% P15 3 3 0.00%
P27 4 3 −33.33% P7 4 5 20.00% P16 2 4 50.00%
P28 3 2 −50.00% P8 3 2 −50.00% P17 3 3 0.00%
P29 3 3 0.00% P9 2 3 33.33% P18 2 2 0.00%
P30 3 2 −50.00% P24 3 4 25.00% P20 3 4 25.00%

AVERAGE 0.00% AVERAGE 2.22% AVERAGE 21.67%

Grammar (accuracy and variety of structures)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 3 2 −50.00% P1 4 5 20.00% P11 3 4 25.00%
P22 2 2 0.00% P2 3 3 0.00% P12 3 5 40.00%
P23 2 3 33.33% P3 3 4 25.00% P13 3 5 40.00%
P25 3 3 0.00% P4 4 3 −33.33% P14 4 4 0.00%
P26 1 3 66.67% P5 2 3 33.33% P15 4 4 0.00%
P27 4 3 −33.33% P7 2 4 50.00% P16 2 4 50.00%
P28 2 2 0.00% P8 3 2 −50.00% P17 4 4 0.00%
P29 2 4 50.00% P9 2 3 33.33% P18 4 4 0.00%
P30 3 2 −50.00% P24 2 3 33.33% P20 5 5 0.00%

AVERAGE 1.85% AVERAGE 12.41% AVERAGE 17.22%

Vocabulary (appropriateness and variety of expressions),

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 2 3 33.33% P1 3 4 25.00% P11 2 4 50.00%
P22 3 2 −50.00% P2 2 3 33.33% P12 3 5 40.00%
P23 3 3 0.00% P3 3 4 25.00% P13 4 5 20.00%
P25 3 3 0.00% P4 4 4 0.00% P14 3 4 25.00%
P26 3 4 25.00% P5 3 3 0.00% P15 4 4 0.00%
P27 3 3 0.00% P7 4 4 0.00% P16 3 4 25.00%
P28 2 3 33.33% P8 2 2 0.00% P17 3 4 25.00%
P29 2 4 50.00% P9 2 3 33.33% P18 4 4 0.00%
P30 3 2 −50.00% P24 3 3 0.00% P20 4 5 20.00%

AVERAGE 4.63% AVERAGE 12.96% AVERAGE 22.78%

Pronunciation (stress, rhythm, and intonation)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 2 3 33.33% P1 4 5 20.00% P11 2 2 0.00%
P22 3 3 0.00% P2 4 2 −100.00% P12 4 5 20.00%
P23 2 4 50.00% P3 4 3 −33.33% P13 4 4 0.00%
P25 3 3 0.00% P4 5 4 −25.00% P14 4 5 20.00%
P26 3 3 0.00% P5 4 4 0.00% P15 5 4 −25.00%
P27 4 3 −33.33% P7 3 4 25.00% P16 3 3 0.00%
P28 3 2 −50.00% P8 4 4 0.00% P17 4 4 0.00%
P29 2 2 0.00% P9 3 4 25.00% P18 2 2 0.00%
P30 3 2 −50.00% P24 4 4 0.00% P20 4 5 20.00%
AVERAGE −5.56% AVERAGE −9.81% AVERAGE 3.89%

Communicative Effectiveness (clarity of ideas and comprehensible (i.e. understandable) speech)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 4 4 0.00% P1 3 4 25.00% P11 3 4 25.00%
P22 3 3 0.00% P2 3 4 25.00% P12 4 4 0.00%
P23 4 2 −100.00% P3 4 4 0.00% P13 4 5 20.00%
P25 3 2 −50.00% P4 3 3 0.00% P14 4 5 20.00%
P26 2 4 50.00% P5 3 3 0.00% P15 4 4 0.00%
P27 3 3 0.00% P7 4 5 20.00% P16 4 3 −33.33%
P28 4 4 0.00% P8 3 4 25.00% P17 4 4 0.00%
P29 4 3 −33.33% P9 4 4 0.00% P18 2 2 0.00%
P30 3 2 −50.00% P24 3 3 0.00% P20 5 5 0.00%
AVERAGE −20.37% AVERAGE 10.56% AVERAGE 3.52%
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Topic Management (topic relevance, topic coverage, and adequacy of details and examples)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 4 3 −33.33% P1 3 4 25.00% P11 3 4 25.00%
P22 3 3 0.00% P2 4 4 0.00% P12 4 5 20.00%
P23 4 4 0.00% P3 4 4 0.00% P13 4 5 20.00%
P25 4 3 −33.33% P4 4 4 0.00% P14 5 4 −25.00%
P26 4 4 0.00% P5 3 3 0.00% P15 4 4 0.00%
P27 3 3 0.00% P7 4 5 20.00% P16 4 4 0.00%
P28 4 4 0.00% P8 3 4 25.00% P17 4 3 −33.33%
P29 4 4 0.00% P9 3 3 0.00% P18 2 4 50.00%
P30 3 2 −50.00% P24 3 4 25.00% P20 5 5 0.00%
AVERAGE −12.96% AVERAGE 10.56% AVERAGE 6.30%

Confidence (anxiety-free speech)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 4 4 0.00% P1 5 5 0.00% P11 3 4 25.00%
P22 2 3 33.33% P2 3 4 25.00% P12 5 5 0.00%
P23 3 4 25.00% P3 4 3 −33.33% P13 4 5 20.00%
P25 2 4 50.00% P4 3 4 25.00% P14 4 5 20.00%
P26 1 3 66.67% P5 3 4 25.00% P15 4 5 20.00%
P27 5 4 −25.00% P7 5 4 −25.00% P16 4 4 0.00%
P28 4 2 −100.00% P8 4 4 0.00% P17 3 4 25.00%
P29 2 4 50.00% P9 4 4 0.00% P18 4 4 0.00%
P30 3 2 −50.00% P24 2 4 50.00% P20 3 5 40.00%
AVERAGE 5.56% AVERAGE 7.41% AVERAGE 16.67%

Organization (initiation, development, termination, and interconnectedness of ideas)

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 4 4 0.00% P1 3 4 25.00% P11 3 3 0.00%
P22 3 2 −50.00% P2 3 3 0.00% P12 4 5 20.00%
P23 4 4 0.00% P3 3 3 0.00% P13 5 4 −25.00%
P25 2 3 33.33% P4 2 4 50.00% P14 4 5 20.00%
P26 4 4 0.00% P5 2 3 33.33% P15 4 4 0.00%
P27 4 3 −33.33% P7 4 5 20.00% P16 4 4 0.00%
P28 4 4 0.00% P8 4 4 0.00% P17 4 4 0.00%
P29 4 4 0.00% P9 3 2 −50.00% P18 4 4 0.00%
P30 3 2 −50.00% P24 4 4 0.00% P20 5 4 −25.00%
AVERAGE −11.11% AVERAGE 8.70% AVERAGE −1.11%

Average of All 7 Scores

CG EG1 EG2

First Last Increase First Last Increase First Last Increase

P21 3.375 3.375 0.00% P1 3.5 4.375 20.00% P11 2.625 3.625 27.59%
P22 2.625 2.5 −5.00% P2 3.25 3.25 0.00% P12 3.875 4.875 20.51%
P23 3 3.375 11.11% P3 3.5 3.5 0.00% P13 3.75 4.625 18.92%
P25 2.75 3 8.33% P4 3.625 3.75 3.33% P14 4 4.5 11.11%
P26 2.375 3.5 32.14% P5 2.875 3.25 11.54% P15 4 4 0.00%
P27 3.75 3.125 −20.00% P7 3.75 4.5 16.67% P16 3.25 3.75 13.33%
P28 3.25 2.875 −13.04% P8 3.25 3.25 0.00% P17 3.625 3.75 3.33%
P29 2.875 3.5 17.86% P9 2.875 3.25 11.54% P18 3 3.25 7.69%
P30 3 2 −50.00% P24 3 3.625 17.24% P20 4.25 4.75 10.53%
AVERAGE −2.07% AVERAGE 8.92% AVERAGE 12.56%
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