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Abstract. This paper tackles the challenging problem of finding global optimal solutions for
two-stage stochastic programs with continuous decision variables and nonconvex recourse functions.
We introduce a two-phase approach. The first phase involves the construction of a polynomial lower
bound for the recourse function through a linear optimization problem over a nonnegative polynomial
cone. Given the complex structure of this cone, we employ semidefinite relaxations with quadratic
modules to facilitate our computations. In the second phase, we solve a surrogate first-stage problem
by substituting the original recourse function with the polynomial lower approximation obtained in
the first phase. Our method is particularly advantageous for two reasons: it not only generates global
lower bounds for the nonconvex stochastic program, aiding in the certificate of global optimality for
prospective solutions like stationary solutions computed from other methods, but it also yields an
explicit polynomial approximation for the recourse function through the solution of a linear conic
optimization problem, where the number of variables is independent of the support of the underlying
random vector. Therefore, our approach is particularly suitable for the case where the random
vector follows a continuous distribution or when dealing with a large number of scenarios. Numerical
experiments are conducted to demonstrate the effectiveness of our proposed approach.
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1. Introduction. Two-stage stochastic programs (SPs) with recourse functions
serve as a powerful framework for modeling decision-making problems under uncer-
tainty. In the first stage, “here-and-now” decisions are made prior to the uncertainty
being revealed. Following this, the second stage accommodates additional decisions,
which are often contingent on the outcomes of the uncertainty and are referred to as
“recourse actions.” The goal of two-stage SPs is to determine decisions that minimize
the expected total cost. Mathematically, a two-stage SP with recourse functions is
formulated as

(1.1) i @)= h@) TR0
. st. rzeX :={zxeR":g,(x)>00€e)},
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where £ € R™ is a random vector associated with the probability measure u supported
on

(12) S = {fERno 19071'(5) ZO(ZEI())},
and fa(x,&) is the so called recourse function given by

(13) {f2(1'7§) = min F(l’,y7f)

yeR™2
st. yeY(x,8) = {yeR™:go;(w,y,§) >0(i €Ly)}.

Here (1.1)—(1.3) satisfy the following assumption.

Assumption 1.1. The index sets Zy,Z;, and Z are finite and potentially empty.
The functions go; : R™ — R for each i € Zy; f1,¢1,; : R — R for ¢ € 7;; and
F, goi: R™ x R" x R™ — R for i € Z,.

As a versatile modeling paradigm, two-stage SPs have found applications across
numerous domains, such as supply chain management [8, 28|, energy systems [6, 31],
and transportation planning [20, 37|, among others. For a comprehensive under-
standing of this subject matter, readers are referred to the monographs [1, 44] and
references therein.

When f is a convex function and X is a convex set, problem (1.1) is convex.
Numerical methods for solving convex two-stage SPs have been extensively studied.
When ¢ follows a discrete distribution or is approximated by sample averages, (1.1)
simplifies to a convex deterministic problem, enabling the application of the L-shaped
method [46, 47], the (augmented) Lagrangian method [36], and the progressive hedg-
ing method [10, 42]. In instances where ¢ follows a continuous distribution, one may
either directly employ stochastic approximation or utilize sample average approxima-
tion to recast it into a deterministic formulation, subsequently applying the afore-
mentioned methods. Under technical assumptions, the (sub)sequences generated by
these algorithms converge to globally optimal solutions to the convex SPs.

Many real-world applications feature two-stage SPs that are inherently noncon-
vex. Examples include the two-stage stochastic interdiction problem [4, 12] and the
stochastic program with decision-dependent uncertainty [9, 13, 26, 27, 39]. In fact,
the recourse function in the form of (1.3) easily becomes nonconvex in the first-stage
variable x, even in the simple situation where the second-stage problem is linearly
parameterized by x:

{fg(x,ﬁ) = min [c(§) + )]y
st A+ By = b(o)

It is important to note that the nonconvexity in the above problem does not arise
from the integrality of decision variables y, and thus techniques from mixed-integer
programming are not applicable here. For such problems, the focus in the existing
literature is primarily on the efficient computation of local solutions, such as stationary
points [2, 26, 27]. Generally, it is challenging to compute global optimal solutions of
nonconvex two-stage SPs as well as to certify the quality of a given point in terms of
its global optimality.

The primary goal of the present paper is to design a relaxation approach that
can asymptotically solve problem (1.1) to global optimality, under the setting that
the recourse function f5 is nonconvex in x. Throughout this paper, we consider the
two-stage SP in the form of (1.1) satisfying the following condition.

Assumption 1.2. The functions F(z,y,£), {g1.:(x)}, {90.:()}, and {g2,i(z,y,€)}
are all polynomials in terms of the arguments (x,y,£).
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One major challenge in globally solving (1.1) stems from the typical lack of an
explicit parametric representation of the recourse function fy(z,£). To overcome
this difficulty, we introduce a two-phase algorithm. In the first phase, we construct
a parametric function p(x,&) that serves as a lower approximation of the recourse
function fo(z, &) over X x S, satisfying

In the second phase, we replace fa(z,€) in problem (1.1) with the approximating
function p(x,€) and solve the corresponding surrogate problem to global optimality.
Given that p provides a lower approximation of fy on its domain, the global optimal
value computed from the surrogate problem must be a lower bound of the true optimal
value of problem (1.1). Consequently, this computed value also provides an estimate
of the distance from the objective value at a local solution/stationary point that is
obtained by any other methods to the true global optimal value. In addition, we
design a hierarchical procedure to asymptotically diminish the gap between fo(z,£)
and p(x,&) (in the £ space), thereby ensuring that the objective value obtained from
the surrogate problem converges to the true global optimal value of (1.1).

To achieve our goal of finding the global optimal solution of the nonconvex two-
stage SP, we leverage techniques from polynomial optimization. It is well known that
under the archimedean condition, a generic polynomial optimization problem can be
solved to global optimality through a hierarchy of Moment-Sum-of-Squares (Moment-
SOS) relaxations [23]; see, for example, the monographs [24, 25, 34]. Specifically, let
us denote

(1.5)
Fi={(z,) e X x8:Y(2,§) #0} and K :={(z,9,8):(z,§) € F,yeY(z,{}.

Then for any (z,€) € F, the inequality (1.4) is equivalent to

(1.6) F(z,y,§) —p(x,£) 20 VyeY(z,9).

Assuming that the functions F' and go; for i € Z; in (1.3) are polynomials over (z,y,§),
we construct a polynomial function p(z, £) such that F(z,y,£)—p(x,&) is a nonnegative
polynomial over K. Obviously there are infinitely many polynomials satisfying the
above condition. In order to approximate the recourse function fa(z,€) as tightly as
possible, we seek the one that is closest to it from below under a prescribed metric.
Specifically, letting & (K) be the set of polynomials in (z,y,€) that are nonnegative
on K and v be a probability measure supported on F, we solve for a best polynomial
lower approximating function via the following problem:

(1.7) max /}_p(x,f)du
st.  F(z,y,§) —p(x,§) € Z(K).

When the degree of the polynomial p(z,&) is fixed, the above problem reduces to a
linear conic optimization in the coefficients of p. A noteworthy benefit of problem
(1.7) is that the sizes of the decision variables are determined merely by the dimen-
sions of (z,£) and the degree of the polynomial p, while remaining unaffected by the
distribution of £ or the number of samples used to approximate &’s distribution. This
becomes particularly advantageous when there is a large number of scenarios for &.
Even more appealingly, if £ follows a continuous distribution, there is no necessity to
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function value
function value

Fic. 1. Anillustration of our approach. The left panel shows how a nonconvez recourse function
f(z, &) can be efficiently approzimated from below by a polynomial p(x,€). The right panel shows the
expectation of the recourse and its approzimation from the left (i.e., E,[f(z,&)] versus Ey[p(z,&)])
for a given measure v.

draw samples to approximate its distribution in order to compute E,[p(x,&)]; it can
instead be computed analytically through the moments of £. An illustration of our
approach is shown in Figure 1.

We outline the major advantages of our proposed approach below.

(a) Our method efficiently computes lower bounds for the global optimal value
of problem (1.1), which can be particularly tight when the recourse function
is polynomial. These bounds can be used to certify the global optimality of
prospective solutions like stationary solutions computed from other methods.

(b) The approach yields an explicit polynomial lower bound for the recourse
function. With certain assumptions of compactness and continuity, these
polynomials can achieve an arbitrary level of accuracy in the £! space relative
to a given probability measure.

(¢) The number of variables in problem (1.7) is independent of the distribution of
&. Therefore, our approach is especially beneficial in instances where & follows
a continuous distribution or is approximated by a large number of scenarios.

The rest of this paper is organized as follows. Some notation and basic knowledge on
polynomial optimization is introduced first. In section 2, we discuss the construction
of polynomial lower approximation of the recourse function via linear conic optimiza-
tion. Utilizing the derived polynomial lower approximating functions, we develop
algorithms to approximately solve nonconvex two-stage SPs in section 3 and study
their convergent properties. In section 4, the Moment-SOS relaxation methods are
introduced to solve the subproblems arising from the algorithms in the previous sec-
tion. Some numerical results are given in section 5. The paper ends with a concluding
section.

Notation and preliminaries. The symbol R denotes the set of real numbers
and N denotes the set of nonnegative integers. The notation R™ (resp., N) stands
for the set of n-dimensional vectors with entries in R (resp., N). For ¢t € R, [t]
denotes the smallest integer that is not smaller than ¢. For an integer k > 0, denote
[k] :=={1,...,k}. For a vector v € R", we use ||v|| to denote its Euclidean norm. The
superscript T denotes the transpose of a matrix or vector. Let €1 and Qs be two
sets. Their Cartesian product is denoted as €1 x Qg := {(v1,v2) : v1 € Q1, v2 € Qa}.
Let v be a probability measure supported on 1, and let £'(v) denote the set of
functions f : 2; — R such that le |fldv < co. A matrix A € R™ " is said to be
positive semidefinite, denoted as A > 0, if vTAv > 0 for all v € R*. If vTAv > 0
for every nonzero vector v € R", then A is positive definite, written as A > 0. Let
w = (wi,...,wg) be a vector of variables. We use R[w| to denote the ring of real

Copyright (©) by SIAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/04/25 to 136.152.214.26 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

GLOBAL SOLUTIONS FOR NONCONVEX STOCHASTIC PROGRAMS 3481

polynomials in w. Then Rlw]y C Rlw] is the set of real polynomials with degrees
no more than d. For a polynomial f(z,y,&), its total degree is denoted by deg(f).
We use deg, (f) (resp., deg,(f), deg¢(f)) to denote its partial degree in x (resp., y,
). For a tuple of polynomials h = (hy,...,hy,), the notation deg(h) represents the
highest degree among all h;’s. For a monomial power o := (a, ..., a) € N, denote

w® = witwyt,  with ol =04+ .
For a degree d, denote the set of monomial powers in w as N§ := {a € N : |a| < d}.
The notation

[w]g = [1 wy o owe (w1)? wiwy - (wf)d]T

denotes the monomial vector with the highest degree d and ordered alphabetically.

A polynomial p € R[w] is said to be a sum-of-squares (SOS) if it can be expressed
as p=p3 +---+p? for some py,...,p; € Rlw]. The set of all SOS polynomials in w is
denoted by X[w]. Its dth degree truncation is denoted by X[w]s := E[w] NR[w]q. Let
h = (hi,...,hm) be a tuple of polynomials and define Q = {w € R’ : h(w) > 0}. We
denote the nonnegative polynomial cone over () as

Z(Q) .= {peR[w]: p(w) >0Vw € Q}.
For every degree d, 24(Q) := 2(Q) NR[w]q. The preordering of h is given as

(1.8) Pre(h] :== > (H hi> - Sw).

JC[m] \ieJ

Clearly, Pre[h] C Z2(Q2). Interestingly, when  is compact, every polynomial that
is positive on 2 belongs to Pre[h]. This conclusion is referenced as Schmudgen’s
Positivstellensatz [38]. The quadratic module of h is a subset of Pre[h], which is
defined as

QM[h] := Z[w] + hy - B[w] 4+ -+ + by, - Z[w].
Its kth order truncation is given as
(19) QM[h}Qk = E[w]Qk + hl : E[w]Qk—deg(hl) +- hm : 2[w]2k—deg(hm)-

When  is compact, @M [h] and each QM [h]a, are closed convex cones. For every k
such that 2k > deg(h), the nested containment relation holds such that

QM|[h]2, € QM[R]og42 C --- € QM[h] C Pre[h] C 2(1Q).

In particular, QM [h] is said to be archimedean if there exists ¢ € QM [h] such that
g(w) > 0 determines a compact set. Suppose QM [h] is archimedean. Every polynomial
that is positive on §2 must be contained in QM [h]. This conclusion is called Putinar’s
Postivstellensatz [38]. It is clear that  is compact when QM|[h] is archimedean.
Conversely, if 2 is compact, QM [h] may not be archimedean. In this case, we can
always find a sufficiently large R > 0 such that Q is contained in {w: R — |Jw|* > 0}
and that QM[h)] is archimedean for h = (h, R — ||w]||?).

For an integer k > 0, a real vector z = (24 )4ene, 1s said to be a truncated multise-
quence (tms) of x with degree 2k. For a polynomial p(x) = ZaeNgk Pax®, denote the
bilinear operation in p and z as:

(1.10) (p.2) ==Y Pata-
2k
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For a polynomial ¢ € R[x]o; with ¢ < k, the kth order localizing matriz of ¢ and z is
the symmetric matrix L((Zk) [2] that satisfies

(1.11) (qa*,z) = vec(a)T(L((lk) [2])vec(a)

for each polynomial a(x) = vec(a)T [r], with s <k —t. When ¢ =1 is the constant
one polynomial, Lg [2] becomes the kth order moment matriz M,[z] := Lgk) [z]. Qua-
dratic modules and their dual cones play a critical role in polynomial optimization.
Recently, polynomial optimization has been actively studied in [21, 22, 30, 40]. We
refer the reader to monographs [24, 25, 34] for comprehensive results in polynomial
optimization.

2. Lower approximations of recourse functions via polynomials. This
section is devoted to phase one of our approach on the construction of a polynomial
lower approximation of the (nonconvex) recourse function fy(z,£) over F, under the
assumption that the functions F(z,y,£), {g2,i(z,y,€)}, and {go:(£)} in problems (1.1)
and (1.2) are polynomials.

2.1. Linear conic optimization. In this subsection, we discuss how to solve
problem (1.7). This is a linear conic optimization problem whose decision variable is
the coefficient vector of p(x,£). We start with a toy example.

Example 2.1. Let z,y,£ € R and
F(xayag):(x+y_€)27 X:S:R7 Y(Jj,f):Y:R

Obviously F =R? and K =R3. We take v as the standard normal distribution on R?
and p(z,€) as a quadratic polynomial in the form of

p(2,€) = poo + P10® + por& + paoa” + p117E + po2t’.
Since [zdv= [L&dv= [pxfdr=0and [;1dv= [r2?dv= [, &>dv =1, we have
/ p(x,§)dv = poo + P20 + Po2-
F

In addition, since &5(R?) = X[z, y, &2, we have that

T

1 —Poo —0.5p10 O —0.5po1 1

B K —0.5p10 1—poo 1 —1-0.5p11 T
F(%yyf) p($,£) - y 0 1 1 —1 Yy
3 —0.5pg1 —1-0.5p11 —1 1 —po2 §

is nonnegative on R? if and only if the above coefficient matrix is positive semidefinite.
This is satisfied when all coefficients of p(z, ) are zeros, i.e., p =0 is the identically
zero polynomial.

In general, even if all the functions F(z,y,§) and ga,:(z,y,§) for i € I, in (1.3)
are polynomials, the value function fo(x,€) may not be continuous, as can be seen
from the following example (x,y,£ are all univariate):

fa(w,8)= miny _{1 if =0,
st ay=0, —1<y<E. 0 ifxz#£0.
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Additional assumptions are needed to make the function f; continuous, such as the
restricted inf-compactness condition [11, Definition 3.13] together with some constraint
qualifications. We refer the reader to [3, section 6.5.1] and [7, 41] for more details on
these results. When F is compact and the value function fa(z,£) is continuous, the
objective in (1.7) is bounded from above and its optimal value equals the integral of
fa(x,&) with respect to v. We formally state the results below.

THEOREM 2.2. Assume F is compact and fo(x,€) is continuous on F. For a
given probability measure v supported on F, the objective in (1.7) is bounded from
above on its feasible region and the optimal value equals ff fa(z,&)av.

Proof. Under the given assumptions, the integral [, fo(x,£)dv is finite and it is
an upper bound for the optimal value of (1.7). Let £ > 0 be an arbitrarily small scalar.
By the Weierstrass approximation theorem [43, Theorem 7.26], there is a polynomial
g € Rz, €] such that

|f2(@,8) — qe(2,8)| < e V(x,§) €F.

Let §.(x,€) :=qe(x,£) —e. Tt is feasible for (1.7) because for every triple (z,y,§) € K,
we have

F(’I,y,f) 766(:%5) Z (f2($7£)7q(x7§))+5 Z 0.

In addition, for the given probability measure v, since | #1dv =1, it holds that

AUM%@—%@@MvSIMXUH%Q—%wQHf§2&

(z,8)eF

Since € can be arbitrarily small, there exists a sequence of optimizing polynomials
converging to fa(z,€) in £'(v). Hence, their integrals converge to [ fo(z,&)dv. D

When the recourse function fa(x,€) is itself a polynomial, problem (1.7) has a
global optimal solution fa(z,£). If, however, the function fo(z,£) is not a polynomial,
we can construct a sequence of approximating polynomial functions {p(k)}zozl, each
serving as a lower bound for fy(x,£) over F. Furthermore, the integral [ p) (x, &) dv
converges to the optimal value of (1.7) as k — oo. In section 4, we will discuss how
to compute such a convergent polynomial sequence numerically.

Suppose {p*¥ (z, £)}72 , is an optimizing sequence of (1.7), i.e., each of them is fea-
sible to (1.7) and limg—o0 [ p*)(2,€)dv = [, f2(,€)dv. Then the term E,[fa(x,£)],
which is the expectation of the recourse function in the first-stage problem (1.1),
should be well approximated by E,[p*) (z,€)] when k is sufficiently large. The ac-
curacy of the estimation depends on the selection of the probability measure v. For
instance, if v is the uniform distribution over F, then (1.7) finds a lower approximat-
ing function that uniformly approximates f2(z,£) across F. If we define v :=d; x p,
where §; is a Dirac measure centered at & € X, and S denotes the projection of F
onto the ¢-plane, then the objective of (1.7) reduces to

/p@oa@xm:/Q@GM:Emwzn
F s

Solving (1.7) gives an accurate evaluation of E,[p(z,&)] at the point = Z. In practice,
we can strategically modify the measure v to enhance the approximation of the original
function in specific areas. Further discussions of this approach are given in the next
section.
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The requirement for fo(x,£) being continuous over F can be relaxed to being
integrable with respect to the Lebesgue—Stieltjes measure v. This relaxed condition
allows for the inclusion of functions that may possess discontinuities yet remain inte-
grable. The formal statement and proof of this relaxation are given in the following
corollary.

COROLLARY 2.3.

(a) If fo(x,€) is a polynomial, then it must be a global optimal solution of (1.7).

(b) Suppose F is compact and v is a Lebesque—Stieltjes probability measure sup-
ported on F. If fo(x,&) € LY(v), then the problem (1.7) is bounded from
above, and its optimal value is equal to [, fo(x,&)dv.

Proof. Part (a) is obvious. For part (b), when F is compact and v is a Lebesgue—
Stieltjes measure, the set of continuous functions is dense in £!(v). Therefore, the
result can be proved via arguments similar to those in the proof of Theorem 2.2. 0O

We would like to highlight that using SOS techniques to lower approximate non-
smooth functions has been extensively studied in the existing literature for various
applications. In particular, when v is the Lebesgue measure, the asymptotical con-
vergence of the polynomial lower approximating functions towards different target
functions is well studied under proper compact and semicontinuity assumptions. For
example, the readers can consult [14, Theorem 1] for the approximation of eigen-
value functions in robust control, [19, Theorem 3.2] for the spectral abscissa, and
[18, Theorem 1] for the value function in the optimal control.

2.2. A special case: £ has a finite support. When the random vector £ has
a finite support, say S = {f(l), - ,f(r)}, we may approximate the recourse function
fa(z,€) at each € individually by a polynomial merely in terms of z to enhance the
quality of the overall approximations. Specifically, assume

(21) on = )\155(1) + )\2(5&-(2) +--+ )\T(SE(T),

where each \; > 0, and that A\ + Ao + --- + A\, = 1. In this setting, the expected
recourse can be expressed as

Eulfo(2,6)] = A fo(z,€0) + Ao fo(2,63) + - + A, fo(2,67).

In the above, every fa(z,£®) is a function only dependent on z. Note fo(x,£&(®) <
F(2,y,6W) for every y € Y(x,6®). Since F(z,y,£%) is a polynomial, when X is
compact, the function fo(z,£®) is bounded from above over the set

(2.2) Fi={reX:Y(z,6W)£0}.

The feasible region in (1.5) becomes F = Ji_, Fi x {€@}. If for every i € [r] we can
find a polynomial p; € R[z] such that

(2.3) fo(z, D) —pi(z) > 0 Ve F,
then a lower approximating function for the expected recourse can be constructed as
(2.4) p(x) == Mp1(x) + Aap2(x) + -+ + Arpr(2).

Consequently, E,[f2(z,£)] — p(xz) > 0 for any « € X. Such polynomials p;(z) can be
solved via linear conic optimization problems similarly as in the previous subsection.
Let v; be a probability measure supported on F; and denote the feasible region

(2.5) K; = {(x,y):xe]—‘i,yEY(x,i(i))}.
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Consider the optimization problem

max s (z)dy;
(2.6) oax /ap( )4
s.t. F(]j,y,f(l)) _pi(l') S W(Ki)m,yy

where Z(K;)™Y :={q € R[z,y] : q(z,y) > 0V(x,y) € K;} is the nonnegative polyno-
mial cone. To emphasize Z(K;)*¥ C R[z,y], we add the superscript *¥ to distin-
guish it from P (K) C Rz,y,&]. Clearly, every feasible polynomial of (2.6) satisfies
(2.3). Problem (2.6) aims to find the best polynomial lower approximating function
of fo(x,€™) such that

[ 1026 = pitoavs = [l [ pitaran
Fi Fi i
is minimized. Compared to problem (1.7), problem (2.6) has a smaller number of
variables and so is expected to be easier to solve in practice. It has computational
advantages when the cardinality of the support set S is small but the dimension for
the random vector £ is large. Indeed, to solve for a polynomial lower bound function
of degree d, the number of variables in (1.7) is ("°+Zl+d) and the number of variables
in (2.6) is ("jd). In applications, the finite support S is usually not given directly
but is approximated by a large number of samples. In this case, we can apply the
method proposed in [35] to find a finite set S that is close to S. A group of lower
approximating functions p;(z) can be similarly computed by solving (2.6) with respect
to each scenario in 5. When S is sufficiently close to S, such pi(z) can also be used
to form a good approximation of the recourse function.

Under some compact and continuity assumptions, we can obtain results similar
to those of Theorem 2.2.

THEOREM 2.4. Assume F; is compact and fg(x,f(i)) is continuous on F;. For
a given probability measure v; supported on F;, problem (2.6) is bounded from above
and its optimal value is [, fo(z,£M)ay;.

Proof. Under given assumptions, the integral | 7 fa(x,&)dy; is finite and we have
f]:i fo(z,6)dy; > fE_ p(z)dy; for every feasible polynomial of (2.6). By the Weier-
strass approximation theorem [43, Theorem 7.26], for every € > 0, there exists a real
polynomial ¢.(z) such that

|fo(z,69) —q.(z)] < e VzeF.

Let ¢-(z) :=q.(x) — e. It is feasible for (2.6) and satisfies
/ | fo(z,€D) — G (@) |dv; < max |fo(x, D) — g (x)| + & < 2e.
Fi z€F;

Since € can be arbitrarily small, there exists a sequence of feasible optimizing poly-
nomials that converges to fo(z,£®) in £'(v;), with their integrals converging to

f]:i fz(l',f(i))dui. °

As in Corollary 2.3, the continuous assumption of f(z,&(*) can be relaxed when
v; is a Lebesgue—Stieltjes measure.

COROLLARY 2.5.
(a) If fo(x, D) is a polynomial, then it must be an optimizer of (2.6).
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(b) Suppose F; is compact and v; is a Lebesque—Stieltjes measure supported on
Fi. If fo(x,&) € LY(v;), then problem (2.6) is bounded from above and its
optimal value is f]_._ fo(z,€@).

2.3. Conditions on tight lower bounds. A polynomial lower approximating
function p(z,&) is said to be a tight approximation of f(x,€&) on F with respect to
the metric v if [, |fa(z,&) — p(x,£)|dv = 0. This particularly happens when fy(z,§)
is itself a polynomial. It is thus an interesting question to understand the conditions
under which the recourse function is a polynomial. For the two-stage SP (1.1), denote
the tuple of constraining polynomials as

g(z,y,8) = ((go,z'(f))iezm (gl,i(x))ielu (92,1(%2/75))2‘612)-

It is clear that K = {(x,9,&) : §(z,y,€) > 0}. For convenience, we assume [m] :=
Ty UZy UZy and use g; to denote the ith component of g. Then the preordering of g
can be written as

Pre[g] = Z <H§z(x>y7€)> 'E[x7y’£]'
JC[m] \ieJ

Clearly, every polynomial in Pre[g] is nonnegative on K.
First, we consider the relatively easy case where (1.3) is an unconstrained opti-
mization problem, i.e., Zo = and F(z,y,£) is a quadratic function in y.

Ezample 2.6. Given (z,¢), suppose the second-stage problem takes the form of
. 1
fo(z,&) = | min  F(z,y,6) = sy" Ay +b(z,8)"y |,
yER™2 2

where A is a symmetric positive definite matrix. Since the objective function is
strongly convex in y, we can solve for its unique optimizer y* = —A~1b(x, ) from the
first-order optimality condition V,F(z,y*,&) = Ay* + b(z,&) = 0. This leads to the
polynomial recourse function

o, ) = — 5 b, )T A b(a, ).

One can easily verify that F' — f5 is an SOS polynomial, i.e.,

1 _ T —
F(xayag) - fQ(l',g) = 5 (y —A lb(l‘,f)) A(y —A 1b($,§))
In particular, for given (z,£), the SOS polynomial on the right-hand side can always
achieve its global minimum at some y € R™2.

The above example motivates us to derive sufficient conditions of polynomial
recourse functions with SOS polynomial cones and preorderings, as stated in the
following theorem.

THEOREM 2.7. Suppose that there exists a polynomial q € Pre[g] such that F—q €
Rlxz,&] and the set

(2.7) Vy(2,8) == {y e R" : q(z,y,§) =0}

is monempty for every (x,§) € F. Then the recourse function of (1.1) satisfies
f2($7€) :F($7y,§) 7q($7y7£) fOT‘ any (xaf) er.
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Proof. Let p:=F — qeR[z,y]. For given (&,€) € F, we have
fZ(‘%,g) 7p((23£) = minA F(@%é) 7p(‘iaé) = minA q(i'ayaé)
yeY (£,8) yEY (£,8)

Notice that K is a lifted set of F and Y (x,¢). Since K is determined by § > 0 and
q € Pre[g], it holds that

min _¢(#,5,€) > min g(z,y,£) > 0.
yeY (£,£) (w,y,8) €K

In fact, ¢(Z,y,£) = 0 can always be achieved since V,(z,§) is nonempty for every
(z,€) € F. The above arguments work for arbitrary (Z,§) € F, so fo — p vanishes
on F. O

Note that F = X x S when the second-stage problem of (1.1) is unconstrained.
We then have the following result as a special case of Theorem 2.7.

COROLLARY 2.8. Suppose that the second-stage problem of (1.1) is unconstrained.
If there exists g € Pre[g] such that F — q € R[z,€], and the set V,(x,§) is nonempty
for every x € X and £ € S, then the recourse function of (1.1) satisfies fo(x,§) =

F(x,y,&) — q(x,y,§) for any (v,§) € X x S.

We give an example of constrained second-stage optimization that has a polyno-
mial recourse function.

Example 2.9. Given x € R! and ¢ € R, consider the second-stage optimization
problem

yeR?

fo(z,§)=min  F(z,y,§) =%y — 2y3
st. y1—x>0,y2>0, 2+&—y; —y2>0.

Assume S = X =0, 1] are determined by (£, 1 —¢) >0 and (z,1—x) >0, respectively.
Then F =X x S. Denote the tuple of constraining polynomials

g(xayag) = (57 1 _53 &€, 1 — X, Y1 — T, Y2, x+£_y1 _y2)'
Let g € Pre[g] be given as
q(z,y,8) = 2°(y1 — x) + 2y2(y1 — @) + 2€(y1 — ) + 2ya(x + & — 1 — )
+2€(r + & —y1 —y2).

For every (z,€) € F, the set Vy(z,€) in (2.7) is not empty since it always contains
y=(y1,y2) = (x,€). In addition, it is easy to compute that

F(z,y,6) = q(z,y,€) = 2° — 26 € Rz, £].
Then by Theorem 2.7, the recourse function of this problem is fa(x,&) =23 — x£2.

3. Algorithms for solving two-stage SPs. In this section, we introduce a
polynomial approximation framework to solve the two-stage SP (1.1), which is restated
here for convenience:

min  f(z) = fi(z) + E,[f2(x, ).

rzeX
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Our algorithm has two phases. First, we compute a polynomial lower approximating
function p(x, £) for the recourse function fo(x,&), leveraging the optimization problem
(1.7) or (2.6). Subsequently, we approximate the first-stage problem (1.1) via

(3.1) min - f(z) := fi(z) + Eu[p(,£)]-

The optimal value of the above problem yields a lower bound for the optimal value of
the original two-stage SP. If & is a global optimizer of (3.1), and given f(x)— f(x) >0
for every z € X, it follows that

f(@) <min f(z) < f(2).
zeX
In the case where f(:i) = f(&), we can confirm the global optimality of & for the
original two-stage SP. Otherwise, we can use Z to refine the probability measures v in
(1.7) or v; in (2.6), facilitating the determination of a subsequent lower approximating
function and an improved objective value of (3.1). Since (1.7) seeks to minimize

S| f2(2,6) — p(x,£)|dv, we suggest updating
v:i=av+(l—a)(dz x p) with a small « € (0,1),

where d;z denotes the Dirac measure supported at . This strategy ensures that the
newly computed lower bound functions more accurately approximate the true recourse
function in the neighborhood of previous candidate solutions. A similar strategy is
recommended to update v; := av; + (1 — a)dz in (1.7). Moreover, it is desirable to
ensure that the optimal objective values computed from the approximating problem
(3.1) exhibit an increasing trend along the iterations. Therefore, in the next iteration,
we add the following constraint to compute a new lower bound function:

(32) f1(@) + Eulp(,)] - f(2) = 0.
This iterative process is repeated until the difference between the computed largest
lower bound and the smallest upper bound for the optimal value of (1.1) is sufficiently
small. We summarize the entire procedure in Algorithm 3.1.

We make some remarks on Algorithm 3.1.

Algorithm 3.1 An algorithm for (1.1).

For the two-stage SP (1.1), proceed as follows:

Step 0 (Initialization): Let o € (0,1) be a given scalar, € > 0 be a given tolerance,
and v be a probability measure supported on F. Select the degree of
polynomial lower approximating functions. Set v := 400 and v~ := —o0.

Step 1 (Lower Approximating Functions Generation): Solve the
optimization problem (1.7) to get a polynomial lower approximating
function p(z,€) at a given degree.

Step 2 (Lower and Upper Bounds Update): Let f(z):= fi(z) + E,[p(z,£)).
Solve the optimization problem (3.1) for an optimal solution . Update
v :=max{v", f(z)}. If v* > f(Z), write £* := Z and update v" := f(Z).

Step 3 (Termination Check): If v — v~ <, let f*:=v". Stop and output z*
and f* as an (approximate) optimal solution and an optimal value of (1.1),
respectively. Otherwise, add the new constraint (3.2) in (1.7) and update
v:=av+(1—a)(dz x u). Then go back to Step 1.
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In Step 0, the degree of polynomial lower bound functions is predetermined for
the sake of computational feasibility. When F is a simple set such as boxes, simplices,
or balls, the probability measure v can be conveniently chosen to be the uniform
distribution. In cases where F is compact yet possesses complex geometrical char-
acteristics, we often construct v as a finitely atomic measure derived from sampling
procedures. For instance, if F C [—R, R]"**™ for some sufficiently large R > 0, we
would first generate samples following distribution supported on [—R, R]™*™ and
then select those in F as the finite support of v.

In Step 1, the optimization problem (1.7) is a linear conic optimization problem
with a nonnegative polynomial cone. This problem can be relaxed to a hierarchy of
linear semidefinite programs. Under the archimedean assumption, we can solve for a
sequence of optimizing polynomials of (1.7) from these relaxations. In Step 2, (3.1)
is a deterministic polynomial optimization problem, which can be solved globally by
Moment-SOS relaxations. Detailed discussions on Moment-SOS relaxations are given
in section 4.

In Steps 2 and 3, one needs to compute the expectation E,[-] to evaluate f(Z),
which can be estimated via the sample average when £ follows a continuous distribu-
tion. The implementation of such methods is introduced in section 5. It is clear that
vT is an upper bound and v~ is a lower bound for the optimal value of (1.1). Notice
that when the algorithm terminates, the output solution Z* satisfies f(z*) =v~, but
z* may not be the optimizer # computed in the last iterate.

PROPOSITION 3.1. Suppose that f* is the global optimal value of (1.1). If Algo-
rithm 3.1 terminates with an output pair (T*, f*), then

F<fr<fte f@)—e<f<fE.

For the special case where e =0, we have f* = f* and T* is a global optimal solution
of (1.1).

_ Proof. By given conditions, Z* is the optimizer of (3.1) at some iterate . Let
fi(z) denote the objective function of (3.1) at the same iterate. Since f(z)— fi(z) >0
for every x € X, we have

f* = min fi(z) < min f(z) = f* < f(@).

reX zeX

For Algorithm 3.1 to terminate, we must have f(Z*) — f*<e thus f(7*) —e < f* <
f* + e. For the special case where ¢ =0, we have f(z*) = f* = f*, so Z* is a global
optimizer of (1.1). |

3.1. The case where £ has a finite support. In this subsection, we consider
the special case where £ possesses a finite support S = {5(1), . ,f(r)}. Suppose

(33) M= )\155(1) +"'+)\r5§(r)7

where each \; >0 and A\ +---+ A, = 1. Under this structure, we can construct the
lower bound function of p(z,§) as in (2.4):

p(x,€) == Mpr(x) + -+ Aepr(2),

where each p;(z) is solved from the linear conic optimization (2.6). Then we propose
Algorithm 3.2, which is a variant of Algorithm 3.1.

The framework of Algorithm 3.2 has a major difference from Algorithm 3.1. In
each iteration, Algorithm 3.1 computes a single lower bound function p(z,£), whereas
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Algorithm 3.2 An algorithm for (1.1) when £ has a finite support.

For the two-stage SP (1.1) with v given in (3.3), proceed as follows:

Step 0 (Imitialization): Let a € (0,1) be a given scalar and € > 0 be a given
tolerance. Choose the degree of lower bound functions. Set T := [r] and
vt :=+4o00. For every i € T, fix a probability measure v; supported on JF;,
and let v; := —oo0.

Step 1 (Lower Approximating Functions Generation): For every i € T, solve
the optimization problem (2.6) for a polynomial lower approximating
function p;(x) of the given degree.

Step 2 (Lower and Upper Bounds Update): Let f(z):= f1(z) + E,[p(z,£)]
with p(z,§) as in (2.4). Solve the optimization problem (3.1) to get an
optimal solution Z. For each i € T, update v; :=max{v; ,p;(%)}. If
vt > f(Z), write Z* := 7 and update v* := f(Z).

Step 3 (Termination Check): Update T := {i € [r]: f2(7*,6W)) —v; >e}. If
T=0,let f* :=Av; + -+ A, . Stop and output £* and f* as an
(approximate) optimal solution and an optimal value of (1.1), respectively.
Otherwise, add the new constraint p;(Z) > v; to (2.6) and update
vii=av;+ (1 —a)dz forallieT.

Algorithm 3.2 computes |S| many polynomials p;(z) each time. When |S] is small
and £ is of large dimension, Algorithm 3.2 can be more computationally efficient
than Algorithm 3.1. By setting deg(p(z,£)) = deg(p;(x)), the problem (2.6) has far
fewer variables than (1.7), which allows for faster and more robust computation of
each individual optimization problem. When S contains infinitely many elements,
Algorithm 3.2 may still be applied using sampling methods, although the number of
lower bound functions computed in each iteration increases linearly with the size of
the samples.

Similar to Algorithm 3.1, all optimization problems in Algorithm 3.2 can be ef-
ficiently solved using Moment-SOS relaxations. Additionally, Algorithm 3.2 has con-
vergence properties similar to those described in Proposition 3.1, which corresponds
to Algorithm 3.1.

PROPOSITION 3.2. Suppose that f* is the global optimal value of (1.1), where &
possesses a finite support S = (€M) MY If Algorithm 3.2 terminates with an
output pair (T*, f*), then

Fref<fde fE)—e<f < f@
For the special case where e =0, we have f* = f* and T* is a global optimal solution
of (1.1).

Proof. Tt is evident that f(Z*) > f*. Recall that f*:= \jo] 4 ---+ \v; . Since
each v; provides a lower bound for f, (z,6@) over all z € X, it follows that f* > f*.
Upon the termination of Algorithm 3.2, the condition fg(i,f(i)) —v; <€ must hold
for each i € [r]. Consequently, we have

I R L

Employing arguments similar to that in Proposition 3.1, one can derive all stated
results. 0
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4. Moment-SOS relaxations. In this section, we introduce Moment-SOS re-
laxation methods for solving linear conic optimization and polynomial optimization
problems in Algorithms 3.1 and 3.2. For the two-stage SP (1.1), denote tuples of
constraining polynomials

(4.1)
90(&) == (90,i(§))iezo> 91(®) = (91,i(2))iez,, 92(,,€) = (92,i(,Y,§))ieTs-

4.1. Relaxations of problem (1.7). The linear conic optimization problem
(1.7) is

max /}_p(m,f)du

pER[z,¢]
st.  F(z,y,8) —p(z,§) € Z(K),

where v is a given measure and K is a semialgebraic set determined by

(4.2) 90(€) >0, gi(z)>0, ga(z,y,8)>0.

The nonnegative polynomial cone Z(K) typically does not have a convenient expres-
sion in computations. Note that gg, g1, g2 can all be viewed as tuples of polynomials
in (z,y,£). Denote the quadratic module as

QM][g0,91,92] == Q@M [go] + Q@M [g1] + QM [g2],
where (recall X[z, y, 2] is the SOS polynomial cone)

QM[gj]:Z (gj,i(x,y,€)~2[x,y,z]), Jj=1,2,3.
i€Z;
Let QM g0, 91, g2]2k := Q@M g0, g1, 92] "Rz, y, ]2k be the kth order truncation. It can
be explicitly expressed with semidefinite constraints. We can use these truncated qua-
dratic modules to approximate & (K). Indeed, for a given degree d, if QM |go, g1, g2]
is archimedean, it holds that

(4.3) int (Z4(K)) = ) (@Mlgo,g1,92)2r "R[z,y,E]a).
k>[d/2]

Then we can construct a hierarchy of semidefinite relaxations of (1.7). For k with
2k > deg(F), the kth order SOS relaxation of (1.7) is

(4.4 [ oo
s.t. F(w,y,f)—p(x,g)é QM[90791792]216~

Its dual problem is called the kth order moment relaxation of (1.7). The problem
(4.4) is a linear conic optimization problem, where the coefficient vector of p(x,¢&)
is the decision vector. For p(z,£) to be feasible for (4.4), its total degree must be
smaller than or equal to 2k. Since QM |[go, g1,92]2r can be expressed by semidefinite
constraints, the optimization problem (4.4) can be solved efficiently by interior point
methods.

THEOREM 4.1. Suppose QM [go, g1,92] is archimedean and fo(x,€) is continuous
on F. For a given probability measure v, problem (4.4) is solvable with an optimal
solution p'¥) (x,€) when k is large enough, and

/\f2($,5)—p(k)(x,f)|dv—>0 as k— oo.
F
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Proof. Under the archimedean condition, K in (4.2) is compact and the truncated
quadratic module QM|go,g1,92)ax is closed for every k. Then F is also compact
as a projection of K onto the (x,&) space. Since fa(x,€) is continuous on F, by
Theorem 2.2, for every € > 0, there exists a polynomial p(x, &) that is feasible for (1.7)
and satisfies [, |f2(2,&) — p(z,€)|dv <e. Then

F(!E7y7§) - (p(x,ﬁ)—e) 2e>0 V(x,yf)EK.

By Putinar’s Positivstellensatz, F(z,y,&) — (p(z,&) —¢) € QM[go,g1,92]. So there
exists k. € N that is sufficiently large such that the polynomial p(z, &) — ¢ is feasible
for (4.4) at the k.th relaxation. At the k.th relaxation, (4.4) is bounded from above
and has a nonempty closed feasible set, so it is solvable with an optimizer p(*<) (z, ¢).
Then we have

/ (&) — p*9 (@, €)[av < / fa(.€) — (p(a,€) — o)|av < 2.
F F

Since QM |go, g1, 92]2r C Q@MIgo, 91, 92)2k+2 for every k, the optimal value of (4.4)
increases monotonically as the relaxation order grows. In other words, k. — oo as
e — 0. So the conclusion holds. 0

For the special case that fo(x,&) is a polynomial and F — fo € QM|go, g1, 92], the
true recourse function is an optimizer of (4.4) when k is big enough. Since p(z,&) has
two kinds of variables x and £, one can also use a pair of degrees as the relaxation
order. Denote

(4.5) dy := max{deg,(F), deg(g1), deg,(92)},
(4.6) dy := max {deg¢(F), deg(go), dege(g2)}.

Let k = (kl,]{27k) such that ]Cl Z dl, kg Z dg, k= Inax{ [(k’l + kg)/21, [deg(F)/ﬂ}
The kth order SOS relaxation of (1.7) is

max / p(z,&)dv

(4.7) s.t. F?myy,ﬁ) —p(z,§) € @M |g1, 92, g3)2k,
p(@,8) € R[m, ]k, ky -

In the above, R[z,&]k, &, is the set of real polynomials with partial degree in « no
more than k; and partial degree in & no more than ko. Let v(*) denote the optimal
value of (4.4) and let v¥) denote the optimal value of (4.7). We have v(*) > v(®) for
every k = (k1, ko, k) such that k= [(k1 + k2)/2].

COROLLARY 4.2. Suppose QM|g1,92,gs] is archimedean and fa(x,€) is continu-
ous on F. For a given measure v, problem (4.7) is solvable with an optimal solution
p®) (x,€) with k= (k1, ko, k) when min(k) is large enough, and

/]:|f2(I7€)—p(k)(x,§)|d1/—>0 as min(k) — oo.

Proof. This result is implied by Theorem 4.1. ]

We remark that the relaxation (4.7) is more flexible than (4.4) in computations.
By adjusting the degrees of x and & separately, we can construct lower approximating
functions p(x,&) with different focus on the decision variables and the random vari-
ables. In addition, for a fixed k = [(k1+k2)/2], problem (4.7) has fewer variables than
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(4.4), while the computed lower approximating functions may still be very efficient.
Here is such an example.

Ezample 4.3. Consider a two-stage SP as in (1.1) with z,y,£ € R, fi(z) = 0,
p~U(S), and
X={zeR:1-22>0}, S={¢cR:£1-¢) >0},

where U(S) denotes the uniform distribution on S. The second-stage problem is given
as

fale, ) =min  (z+&)y” — &y +ay
s.t. & —(y—x)?>0.

Clearly, the second-stage problem is feasible for every z € X and £ € S, so F =
X x S. Select v to be the uniform probability measure supported on F. We solve
lower approximating functions from the SOS relaxations (4.4) with different relaxation
orders k = (k1,ka, k). The resulting polynomials are listed in the following table.

(klka) k p(k)(J;?f)
(1,2) | 2| —0.3426 + 0.4788z + 2.2407¢ — 3.1747x€ — 4.0833€2 + 4.8810x€
(1,3) [ 2] —0.0042 + 0.05652 — 0.3476€ — 1.1198x¢ + 1.7471€2 4 2.3027x&>
—3.5887¢3 4 0.9257x¢3
(2,2) | 2] —0.4450 + 0.5490x + 0.8802x2 + 2.4376¢ — 3.2883x€ — 0.47852%¢
—4.1466£2 4 4.98062:¢% — 0.5446x2€2
(2,3) | 3] —0.0903 — 0.00362 + 1.4816x2 — 0.0754¢ + 0.4759z€ — 3.9125x2¢
+1.034562 — 2.7192x£2 + 5.954222€2 — 3.0738£3 + 4.44292¢3
—3.572722¢3

Then we compute f&)(z) :=E,[p®) (z,€)] for each above k and plot them with
the true expected recourse function f(z) =E,[f2(x,{)] in Figure 2. Specifically, the
function f(22) is plotted in the dashed line, the function f(32) is plotted in the
dotted line, the function f(2:2:2) is plotted in the dash-dotted line, the function f(2:3:3)
is plotted in the plus sign line, and the expected recourse f is plotted in the solid line.
In addition, we plot global minimizers of all these f)(z) on X in blue dots.

Clearly, the global mmlmum of E,[p™(z,€)] on X increases as the relaxation

order increases. Denote by f and () the global minimum and minimizer of (3.1).

min

function value

"4 08 06 04 02 0 02 04 06 08 1

Fic. 2. Compute B, [p) (z,£)] and E[fa(x,€)] for Example 4.3, where the dashed line is f(12:2),
the dotted line is f(1:3 ZﬁL the dash-dotted line is (322 the plus sign line is f(2:3:3) | the solid lme
is f, and the big dots are minimizers.
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We report the computational results in the following table.

k | (1,2,2) | (1,3,2) | (2,2,2) | (2,3,3)
£ 1 11018 | —0.9883 | —0.7821 | —0.6296

2® | —1.0000 | —1.0000 | —0.6149 | —0.3555

From Figure 2, one can observe that when k = (2,3,3), z® = —0.3555 is close
to the global optimizer of the two-stage SP. By sample average approximations, we
compute

100
—0.35595) ~ — —0.3555, 0.01 - ¢7) = —0.6042
f( ) 100 122; f2( ) Z) )

which is close to f)(—0.3555) = —0.6296. One can further improve the approxima-
tion quality by increasing the relaxation order.

4.2. Relaxations of problem (2.6). For ease of reference, we repeat the opti-
mization problem (2.6) below:

max / pi(z)dy;
pi ER[z] Fi 4
s.t. F(Z‘,y,f(l)) _pi(x)ey(Ki)m’yy

where v; is a given probability measure supported on F;, and K; is a semialgebraic
set determined by

(4.8) g1(2) >0, go(x,y,D) >0.

The functions g1, g2(e,£() can be viewed as polynomial tuples in (z,y). Denote the
quadratic module

QM(gr, g2(0,6D)]"Y := QM [g1]"Y + QM[ga(e,6))"

as a subset in R[z,y], where
QM[g]"Y == > gri(z) Slx,yl,  QM[ga(e, D)"Y =Y go (2, y,6) - Bz, y].
i€y JET
Let k > max{[deg(F')/2],[d1/2]}. The kth order SOS relaxation of (2.6) is
max i (x)dy;
(4.9) pi€R[x] /F pi(2) ‘ ‘
s.t. F(xuyag(l)) _pz(x) € QM[Ql»QZ('af(Z))B/}y»
where QM [g1, g2(,£)]5;¥ denotes the kth order truncation of QM [g1, go(e, &),

THEOREM 4.4. Suppose QM |g1,gz(e,ED)]™Y is archimedean and fo(x, @) is
continuous on F;. For a given measure v;, problem (4.9) is solvable with an optimal
solution p(k) (x) when k is large enough, and

i

/|f2($7f(i))—pl(-k)(x)ldui—w as k— oo.
Fi
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Proof. Under the archimedean condition, K; in (4.8) is compact; thus F; is com-
pact. Assume fy(z,£®) is continuous on F;. By Theorem 2.4, for every ¢ > 0,
there exists a polynomial p;(z) that is feasible for (2.6) and satisfies [ |fo (z,6@) —
pi(x)|dy; <e; that is,

By Putinar’s Positivstellensatz, F(z,y,£®) — (pi(x) — &) € QM|[g1,g2(e, &)%Y, So
there exists k. € N that is sufficiently large such that the polynomial p;(z) — ¢ is
feasible for (4.9) at the k.th relaxation. At the k.th relaxation, (4.9) is bounded

from above and has a nonempty closed feasible set, so it is solvable with an optimizer

pgkf)(a:). Then we have

/ ol €9) — p*) (@) v < / ol €D) — (pi(z) — &)laws < 2.
Fi Fi

Since QM [g1, g2(e,£)]5;¥ C QM[gl,gQ(o,g(i))]gkﬂ_z for every k, the optimal value of
(4.9) increases monotonically as the relaxation order grows. In other words, k. — oo
as € = 0. So the conclusion holds. |

Ezample 4.5. Consider the two-stage SP as in (1.1) with z,£ € R, fi(z) = 0,
y € R?, and
S={eW @} ={-01,02}, X={zeR:z(l-1z)>0}.

The second-stage optimization problem is given as

falw€) = min a1 + o
yeR?
(4.10) st. y1—€2>0,92 >0,

r—y1 —y2=>0.

Clearly, F; = X =10,1] and F» = [0.2,1]. Since the second-stage optimization problem
is linear in y, we can analytically solve the recourse function at each realization as

fo(z, €M) = —0.22% —0.01z, fo(x, @) = 0.222.

Select 1,15 as uniform probability measures supported on Fi, Fa, respectively. We
solve (4.9) with initial relaxation order k = 2. The computed lower approximating
functions are

P (z) = —0.0004 — 0.00662 — 0.211222 + 0.015023 — 0.00692%,
PP () = —0.0004 + 0.0028z + 0.192622 + 0.008423 — 0.00342%.

They provide reasonably good approximations of the true recourse function. In fact,
we have

sup |fa(z, D) — pi(2)] <4-107%, sup | folz,6@) —p{ (2)] < 71077
xeX zeX

Therefore, for an arbitrary probability measure = )\15,0‘1—1—%1—)\2)50‘2 with A € [0,1],

the recourse approximation f(x):= X -p?)(a?) +(1-2X) -pg

sup |f(z) — f(z)| <4-107%
zeX

(x) satisfies

Copyright (©) by STAM. Unauthorized reproduction of this article is prohibited.



Downloaded 08/04/25 to 136.152.214.26 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

3496 SUHAN ZHONG, YING CUI, AND JIAWANG NIE

4.3. Solving the first-stage problem. In this subsection, we discuss how to
replace the recourse function fs(x,&) by the approximating polynomial function p(z, §)
in the two-stage SP (1.1) and solve the first-stage problem to global optimality. Let
p(z,€) be a selected polynomial lower approximating function of fa(xz,£). The two-
stage SP (1.1) can be approximated by the polynomial optimization problem in (3.1),
which takes the form of

z€R™

min f(x) = fi(z) + E,lp(x,§)]
s.t. gl('r) Z 07

where ¢1(z) = (91,i(z))icz, is the polynomial tuple given as in (4.1). The above
problem can be solved globally by Moment-SOS relaxations. Denote

(4.11) d3 := max { deg (f), deg(g1)}-

For k € N such that 2k > d3, the kth order SOS relaxation of (3.1) is
max

(4.12) { VER
st f(z) =7 € QM[g]3,

where QM |g]3, denotes the kth order truncation of

QM[g1]" ==Y gri(x) - S[a].

1€Zy

The dual problem of (4.12) is the kth order moment relaxation of (3.1), which is

min (f, z)
zeRNgé
(4.13) st 20=1, My[z] = 0,

L. 2] = 0(i e Ty).

In the above, My[z] and each Lg’f{ [2] are moment and localizing matrices defined
as in (1.11). For each k, the optimization problems (4.12)-(4.13) are semidefinite
programming problems. Suppose fy is the optimal value of (3.1) and f, is the optimal
value of (4.13) at the kth relaxation order. Under the archimedean condition of
QM[g1]*, the dual pair (4.12)—(4.13) has the asymptotic convergence (see [23])

fi<fer1<---<fo and kliﬂgofk:fo~

Interestingly, the finite convergence, i.e., fk = fo for k large enough, holds when f 01
are given by generic polynomials. It can be verified by a convenient rank condition
called flat truncation [33]. Suppose z* is an optimizer of (4.13) at the kth relaxation.
If there exists ¢ € [ds, k] such that

rank M;_ g, [2*] = rank M;[z"],

then (4.13) is a tight relaxation of (3.1). In this case, problem (3.1) has rank M;[z*]
number of global optimal solutions. These optimal solutions can be extracted via
Schur decompositions [16]. We refer the reader to [24, 33, 34] for detailed study of
polynomial optimization.
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5. Numerical experiments. In this section, we demonstrate the effectiveness
of our method through numerical experiments. The computations were carried out
in MATLAB R2023a on a laptop equipped with an 8th generation Intel®)Core™i7-
12800H CPU and 32 GB RAM. The computations were implemented with the MAT-
LAB software Yalmip [29], Mosek [32], GloptiPoly 3 [15], and SeDuMi [45]. For
clarity, computational results are reported to four decimal places.

In Algorithms 3.1 and 3.2, all optimization problems are solved using Moment-
SOS relaxations. For the linear conic optimization problem (1.7), we choose a specific
relaxation order k = (k1, ko, k) to compute the lower approximating function p(z,§)
from problem (4.7). For the optimization problem (2.4), we select a prescribed relax-
ation order k to determine the lower approximating function p;(z) from (4.9). The
polynomial optimization problem (3.1) is globally solved using a hierarchy of semi-
definite relaxations, as detailed in (4.13).

For the sake of simplicity, we denote the computed lower approximating function
for f(x) at the ¢th iteration as ft(m), with f; and #(¥) representing the global optimal
value and the solution obtained from (3.1) in the corresponding iteration. We use
diff to denote the gap between the upper and lower bounds (i.e., v* —v™) at each
iteration.

First, we consider a synthetic example where the recourse function has an explicit
analytical expression.

Ezxample 5.1. Consider the two-stage SP

. 2 2
{;IGH]R% 2.’1?1.%'2 — Iy “!‘Ep[fQ(xaf)]

5.1
(5-1) st. 1—a?—23>0,

where £ € R is univariate and fs(x,&) is the optimal value function of the problem

min sy
yeR
st. x—2<y<azi+¢
Since the second-stage problem is linear in y with box constraints, one can obtain the
following analytical expression of the recourse function:
£L’2((E1—2£) if ZL’QZO,
CL'Q(CU1 +&) if zo <0.

f2($7§):{

Clearly, fo(x,€) is continuous but nonconvex and is not a polynomial. Assume pu
is a probability measure with the support S = [0,1] and moments E,[{] = 0.6 and
E, [€2] =0.5. Then we can find an explicit expression of the overall objective function
23:133% — 33% +x1x0 — 1.229  if 25 >0,

2r123 — 23 + 2179 + 0.622  if 29 <O0.

f(z) =2z123 — 2] + E,[fo(2,8)] = {

One can get the following global optimal solution and the optimal value of (5.1) by
solving two polynomial optimization problems with Moment-SOS relaxations:

z* = (—0.6451,0.7641)", f*=—2.5793.

Now we apply Algorithm 3.1 to solve this problem and compare our results with
the above true solution. Clearly, 7 = X x S. Select @ = 0.1 and ¢ = 0.001, and
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let v be the uniform probability measure supported on F. For the relaxation order
k = (2,2,2), Algorithm 3.1 terminates at the initial loop ¢ = 1 with the computed
objective approximation

fi(@) = 2z122 — 22 + (—0.617122 4 z125 — 0.300025 — 0.3281).

By solving optimization problem (3.1), we obtain the following candidate solution and
the corresponding lower bound for the optimal objective value:

i = (—0.6417,0.7670)T, f* = —2.5801.

Since f* = —2.5792, the gap diff = f* — f* =8.8310-10* < 0.001. Compared to the
true optimizer and the optimal value, the computed polynomial lower approximating
function, even with a low degree, provides a good approximation.

In the next example, we show that by increasing the relaxation order, one can
improve the approximation quality of the polynomial lower approximating functions.

Ezample 5.2. Consider the two-stage SP as in (1.1) with z,£ € R, fi(x) = 0,
yeR? pu~U(S), and

X={zeR:1-2>0}, S={¢cR:{1-¢) >0},

where p € U(S) denotes the uniform probability measure. The second-stage problem
is given by

fa(w,&) = min  2y; + 2zy0
yeR2

st. y1—xz—£>0,
yo—x+E2>0,
20+ 3§ —y1—y22>0.

Clearly, the second-stage optimization problem is feasible for every € X and £ € S, so
we have F = X x S. Select « =0.1 and e=0.1, and let v be the uniform probability
measure supported on F. Apply Algorithm 3.1 to this problem. We consider two
different relaxation orders: (i)k=(2,4,3); (ii) k = (4,4,4).

(i) When k= (2,4, 3), Algorithm 3.1 terminates at the loop ¢t =4. We record the
computed polynomial objective approximations in each loop below:

fi(w) =—0.4330 4+ 1.0000z + 1.701022,  fa(x) = —0.2500 + 1.0000z + 0.7498z2,
fa(x) = —0.4330 + 1.0000z + 1.7009z2,  f4(x) = —0.2586 + 1.0000z + 0.8248z2.

The computed solutions and lower /upper bounds for the optimal values at each iter-
ation are listed in Table 1. To evaluate f (:E(t)), we solve the second-stage optimiza-
tion problem by Moment-SOS relaxations and use the sample average of {f2(e,0.01 -
i) }iep100)- The output solution and the best lower bound of the optimal value are

=1 = -0.2939, f* = fi(z"9) = —0.5617.

(ii) When k = (4,4,4), Algorithm 3.1 terminates at the initial loop ¢t =1 with the
polynomial objective approximation

fi(z) = —0.3035 + 1.00002 + 1.00342> + 0.7999z".

By solving optimization problem (3.1), we get the solution and the lower bound of
the optimal value
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TABLE 1
Computational results with k= (2,4,3) for Example 4.5.

¢ 1 2 3 4

#® —0.2939 | —0.6668 | —0.2939 |—0.6062

fe(@®) | —0.5800 | —0.5834 | —0.5800 |—0.5617

f@&®) | —0.4756 | —0.3331 | —0.4756 |—0.4131

diff 0.1044 0.1044 0.1044 0.0861
TABLE 2

Computational results with the decomposition algorithm.

Test number 1 2 3 4 5
Output point | —0.4200 |—0.4438 |—0.4091 | —0.3926 | —0.4147
Output value | —0.5042 |—0.5627 |—0.4784 | —0.4406 | —0.4915

=3 = 03979, f*=fi(zV) = —-0.5225.
We again evaluate f(7*) by the sample average of { f2(e,0.01-4)};e[100) and obtain
f(#)=-05198, diff=f(E"V)— f1(")=0.0027 <0.1.

Compared to the previous case, it is clear that the increase of the relaxation order
leads to a better polynomial approximation and a smaller gap between the upper and
lower bounds of objective values.

An important usage of the above computed lower bounds of the objective value is
to certify the quality of a (local) solution obtained by other methods. To illustrate this,
we consider the solutions computed by the decomposition algorithm proposed in 26)
to solve the current example, with the same parameters selected in the reference. The
latter method is only guaranteed to compute a properly defined first-order stationary
point, and it is likely that the computed objective value is far from globally optimal.
We consider 100 scenarios over 5 independent replications and select the initial point
2 =0. The computational results are reported in Table 2.

In Table 2, the output objective value —0.5042 from Test 1 is the closest to
our computed lower bound f(z*) = —0.5225. This may suggest that the computed
objective value in this test is close to the true globally optimal value of the two-
stage SP, and the output point x = —0.4200 can be viewed as an approximate global
solution.

In addition, we plot the expected recourse function f (evaluated via sample aver-
ages) and computed polynomial lower bound functions in Figure 3. The left subfigure
is for the case k= (2,4,3), and the right subfigure is for the case k = (4,4,4). In both
subfigures, f is plotted with solid lines and fl is plotted with dashed lines. In the left
panel, fg is plotted with the dotted line, and f4 is plotted with the dash-dotted line.

It can be observed that the polynomial approximation with order k = (4,4, 4) also
gives a better approximation to the true optimizer compared to the case k= (2,4, 3).
On the other hand, a small increase of the relaxation order can heavily enlarge the
dimension of the corresponding linear conic optimization problem (4.4). For the case
k = (2,4,3), there are 210 scalar variables, 7 matrix variables equivalent to 1350
scalar variables when scalarized, and 1365 constraints. In contrast, for the case where
k = (4,4,4), there are 495 scalar variables, 7 matrix variables which scalarize to 6265
variables, and 6290 constraints.
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3
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F1G. 3. The recourse function and its approzimations for Example 5.2. The left panel is for
k =(2,4,3), and the right panel is for k = (4,4,4). The dashed line is for f1, the dotted line is for
f2, the dash-dotted line is for f4, and the solid line is for f.

Next we apply Algorithm 3.1 to a problem of a larger scale, where the second-
stage variable y € R0, In this example, the polynomial lower approximating functions
again yield a high-quality solution with relatively low degrees.

Example 5.3. Consider the two-stage SP
{féig% 2122 + Eu[f2(2,6)]

st. 1—a22—23>0,

where £ € S =0,1] follows a uniform distribution on S, and fa(z,£) is the optimal
value function of the problem (here e = (1,...,1)T € R is the vector of all ones)
Join - lyll” — i —€-eTy
st. (a4 2)y1 —x1 +2£>0,

24+ x0+ (21 —2)y2 >0,

10—z, —eTy>0,

yi>0,i=2,...,9.
Then F = X X S since the second-stage problem is feasible for every x € X and £ € S.
Now we apply Algorithm 3.1 to this problem. We select a=0.1 and ¢ =0.06 and let v
be the uniform probability measure supported on F. Denote by p:(z) the computed
lower bound function for fa(z,£) at the tth loop. For the degree bound k = (2,2,2),
we obtain polynomial objective approximations

fi(@) = 2120 + (—5.0868 + 0497821 — 0.002325 — 0.006922 — 0.011322),

fo(z) = @129 + (—5.0894 + 0.47302; + 0.031025 — 0.019222
—0.0434zy 25 — 0.0477232).

By solving optimization problem (3.1), we get optimal solutions for each approxima-
tion and corresponding lower /upper bounds for the optimal value:

1) = (-0.8033,0.5956)", fi(#V) = =5.9750, f(zV)) = —5.8801,
#?) = (-0.8037,0.5950)7, fo(2®) = —5.9379, f(z) = —5.8801.

In the above, each f(i"(t)) is approximated by the sample average of {f2(e,0.01 -
i)}ie[lOO]' Since

aiftf = f(?) - f2(2?) = 0.0578 < 0.06,

we have that Algorithm 3.1 terminates at the loop t = 2.
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Our last test example is a joint shipment planning and pricing problem, which
can be modeled in the form of a two-stage SP [27].

Ezxample 5.4. Consider one product in a network consisting of M factories and
N retailer stores. For each i € [M], factory ¢ has an initial schedule to produce the
product with amount z; at cost c¢y; per unit, and it may allow additional production
with amount y; at cost co; > ¢1; per unit. In addition, to ship a unit of item from
factory i to store j costs s;;. Let z¢ denote the product price and z;; denote the
product amount shipped from factory i to store j. The goal is to fulfill the demand
with the lowest cost. Suppose the demand is linearly dependent on the price zy and
some random vectors £ = ({1,...,&,,). In addition, suppose there exist highest price
and production limits. That is, there are scalars dg,d; ;,d2; > 0 such that zo < dy
and z; < dl,ia Yi < dgﬁi for every ¢ € [M] Let

CjZ(CjJ,...,Cj’M)T, de(dj,l,...,dj,M)T, j:1,2.
The shipment planning problem can be formulated as

{gg% Eulf2(wo, )]

s.t. do ZI’O ZO,

where fo(xg,x,£) is the optimal value of

N
(min) cle+cly+ Z Z( To)zij
T,y,2 i=1 4=

st. aj(§)zo+b;(8) — % zi; > 0VYj € [N],

T +Y; — ZZ”ZOV’LG[M],

=1
d12$20,$:(1’17~~7$M)€RM7
dy>y>0,y=(y,....yn) ERM,
RMXN.

220, 2= (2ij)ic[m],je[N] €

Up to a proper scaling, suppose the parameters are selected as

M =2, N =3, dop=1, dig=1, dio=1, doq =1
dg’g =1 C1,1= 0.2, Cl2= 0.2, C21 = 0.44, C2,2 = 0.46, S1,1 = 0.1,
51,2 :0.2, 51,3 :0.37 52,1 :0.37 52,2 :0.2, 52,3 =0.1.

(i) Consider & = (£1,&2) whose probability measure p follows the truncated stan-
dard normal distribution supported on S = [0,1]2. We set

a1(§) = =261, az(€) = —2.5(& +0.01), as(é) = —3& — 0.06,
bi(€) = 056 43, by(&) = 0.76 + 4, by (&) = —0.1& + 5.

Now we apply Algorithm 3.1 to this problem. We generate 500 independent samples
following the distribution p. Select @ = 0.1 and € = 0.3, and let v be the Cartesian
product of p and the uniform probability measure supported on X. For the relaxation
order k = (2,2,2), Algorithm 3.1 terminates at the loop ¢ = 3. To improve the
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TABLE 3
Computational results with k= (2,2,2) for Example 5.4.

t 1 2 3 4 5
& 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000
Fe@?) | —2.5568 | —2.3005 | —2.3000 | —2.3000 | —2.2999

F@) | =2.1000 | —2.1000 | —2.1000 | —2.1000 | —2.1000
dits 04580 | 0.2018 | 0.2012 | 0.2012 | 0.2011

function value
function value

-3 -25
0 01 02 03 04 05 06 07 08 09 1 0 01 02 03 04 05 06 07 08 09 1

T T

FIG. 4. The recourse function and its approzimations for Example 5.4. The left is for case (i)
and the right is for case (ii). In both subgraphs, the dashed line is for fi, and the solid line is for f.
Particularly in the left panel, the dotted line is for fa, and the dash-dotted line is for fs.

approximation, we execute two more iterations and obtain the following objective
approximations:

fi(zo) = —0.05386 + 0.8499x( — 3.3528x2,
folxo) = —0.5393z0 — 1.761323,

fa(xo) = —0.5943x — 1.705723,

fa(z0) = —0.0019 — 0.5958z0 — 1.7023x2,
fs(20) = —0.2300 — 0.2653x¢ — 1.804622.

We report the computational results in Table 3 and plot the expected recourse function
and its approximations in the left subgraph of Figure 4. In the figure, f is plotted in
the solid line, f; is plotted in the dashed line, f; is plotted in the dotted line, and f5
is plotted in the dash-dotted line.

(ii) Consider the situation that a;(¢) and b;(§) have the following finite realiza-
tions with equal probabilities:

ar(§) €{=05,-2} aa(§) e{-3} as(§) e{-1,-3}
bi(§) € {3}, b(§) €{4, 7}, b3(§) {5}

We apply Algorithm 3.2 to this problem. Select @ = 0.1 and ¢ = 0.3, and let each v;
be the uniform probability measure supported on X. For the relaxation order k =4,
Algorithm 3.2 terminates at the loop t = 2 with the following objective approxima-
tions:

filwo) = —0.2981 + 2974920 — 8.052423 + 3.0694x,
fa(xo) = —0.3001 4 2.9921z0 — 8.095222 + 3.1002z3.
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The output solution and the corresponding bounds for the optimal value are
Zo = 1.0000, f*=—-2.3030, f(&*) =—2.0500.

The gap diff = f(z*) — f* =0.2530 < 0.3. We plot the expected recourse function
and its polynomial approximation in right subgraph of Figure 4. In the figure, f is
plotted in the solid line, and fl is plotted in the dashed line. It is clear that our
polynomial approximating bound functions provide good approximations to the true
objective function.

6. Conclusions. In this paper, we have explored a novel computational method
for computing global optimal solutions of two-stage stochastic programs through poly-
nomial optimization. Our proposed method hinges on the computation of the polyno-
mial lower bound of the recourse function. These lower bound functions can be deter-
mined by the solutions of a sequence of linear conic optimization problems, where the
size of the decision variable does not depend on the number of scenarios in the second
stage problem. The approach presents significant computational advantages. It can
identify a tight lower bound for the global optimal value of (1.1), which can be used
to certify the global optimality of a candidate solution obtained by other methods.
Furthermore, our method is notably effective when the random variables follow em-
pirical distributions with a large number of scenarios or continuous distributions. In
the future, we plan to further explore the structure of the two-stage stochastic prob-
lems so that our proposed approach can be used to solve large-scale problems more
efficiently. We also aim to improve the efficiency of polynomial lower approximating
functions, particularly for those with low degrees. In addition, we anticipate that our
proposed approach can be generalized to cases where the distribution of £ depends on
x. We plan to explore this as future work.
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