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ABSTRACT
High-level synthesis (HLS) is a rapidly evolving and popular ap-
proach to designing, synthesizing, and optimizing embedded sys-
tems. Many HLS methodologies utilize design space exploration
(DSE) at the post-synthesis stage to find Pareto-optimal hardware
implementations for individual components. However, the design
space for the system-level Pareto-optimal configurations is orders
of magnitude larger than component-level design space, making
existing approaches insufficient for system-level DSE. This paper
presents Pruned Genetic Design Space Exploration (PG-DSE)—an ap-
proach to post-synthesis DSE that involves a pruning method to
effectively reduce the system-level design space and an elitist ge-
netic algorithm to accurately find the system-level Pareto-optimal
configurations. We evaluate PG-DSE using an autonomous driving
application subsystem (ADAS) and three synthetic systems with
extremely large design spaces. Experimental results show that PG-
DSE can reduce the design space by several orders of magnitude
compared to prior work while achieving higher quality results (an
average improvement of 58.1x).
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1 INTRODUCTION
High-level synthesis (HLS) has increased in popularity in recent
decades for its ability to significantly improve productivity in the
design of complex digital systems. HLS allows designers to spec-
ify systems at a high abstraction level, decoupled from low-level
circuit details, and use HLS tools to generate an optimized low-
level hardware description of the target system. Using existing
HLS tools, designers can develop application-specific embedded
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systems using high-level languages (e.g., C/C++) and map them
to hardware register-transfer level (RTL) languages (e.g., Verilog,
VHDL), thereby improving design productivity and reducing the
design time/cost [8]. One of the most important features of HLS is
design automation and diversification, wherein system-level and
component-level synthesis directive options (e.g., target frequen-
cies, resource bindings, loop unrolling factors) can be provided at
the pre-synthesis (pre-HLS) stage based on the requirements of the
application-specific embedded system. HLS can then generate mul-
tiple alternative hardware implementations that can be explored
to satisfy different design constraints. As the number of synthesis
directives increases, the design space of the resulting hardware
implementations increases exponentially, raising new challenges
for the HLS design process [4].

Much prior work has focused on design space exploration (DSE)
in HLS [15]. Given the multi-objective and potentially conflict-
ing nature of the design criteria in complex digital systems (e.g.,
performance vs. power), DSE must often find Pareto-optimal con-
figurations, making the DSE process more challenging [13]. Many
HLS DSE methodologies aim to find Pareto-optimal configurations
at the pre-, post-, or both synthesis stages by combining different
synthesis directives. For example, DSE methodologies have been
proposed using heuristic-based [4] or machine learning-based [5]
algorithms to identify the Pareto-optimal fronts. However, a crucial
gap still remains in the state-of-the-art of HLS DSE. Current HLS
methodologies do not bridge the gap between pre-HLS DSE and
post-HLS multi-component system-level DSE. Importantly, none
of the current approaches focus on system-level DSE for complex,
timing-constrained, application-specific embedded systems. Cur-
rent HLS DSE methodologies target systems with only one or a few
components (e.g., encoder, neural networks) or multicycle compu-
tations (MCC) (e.g., matrix multiplication, median filter)[18].

To design complex embedded systems that satisfy their timing
constraints using HLS, DSE must follow a holistic system-level
approach that considers the individual system components and the
combinations of their different implementation alternatives. In this
work, we focus on embedded systems that may be comprised of sev-
eral components, each of which may consist of multiple multicycle
computations (MCCs). EachMCCmay have multiple design alterna-
tives with different implications for the system’s performance, area,
and energy. Individual exploration of the different components [3]
may be easier but would leave much optimization potential un-
tapped if interactions between the components, MCCs, and MCC
design alternatives are not explored. A system-level DSE, on the
other hand, results in a massive design space that necessitates new
approaches for tractable exploration. For instance, a 10-component
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Figure 1: The proposed PG-DSE methodology integrates a Pareto-optimal subspace pruning (PSP) algorithm and design space
exploration (DSE) using a Pareto-optimal elite genetic algorithm (PEGA) to find system-level Pareto-optimal configurations

autonomous driving subsystem—a sample target application of this
work—may have a design space with 7.12E+66 possible solutions.

This paper presents a new HLS DSE approach, called pruned
genetic design space exploration (PG-DSE), that targets complex
timing-constrained multi-component, multi-MCC embedded sys-
tems. PG-DSE combines a pruning algorithm called Pareto-optimal
subspace pruning (PSP)—to substantially reduce the system-level
design space—and a genetic search algorithm, called Pareto-optimal
elite genetic algorithm (PEGA) to accurately find the system-level
Pareto-optimal configurations. PEGA includes novel features, like
variable Pareto-optimal elitism and a genetic encoding approach
that ensures that high quality configurations are rapidly found dur-
ing the exploration process. We evaluate PG-DSE using a complex
autonomous driving application subsystem and three synthetic sys-
tems with different design spaces ranging in size from 2.61E+11
to 1.49E+104. On average, the PSP algorithm substantially reduced
the design space by 1.32E+44x without eliminating the best config-
urations from the design space. The proposed PG-DSE approach
(PEGA+PSP) rapidly, effectively, and accurately found the system-
level Pareto-optimal configurations, improving the quality of the
results by an average of 58.1x compared to a recent prior work that
used a genetic algorithm for DSE.

2 BACKGROUND AND RELATEDWORK
HLS tools usually enable system-level and component-level design
metrics in the behavioral descriptions to generate various hard-
ware implementations. To fully exploit the optimization benefits of
application-specific hardware, the design space of these synthesis
directives must be explored to determine the solutions that best
satisfy the target design constraints.

Existing HLS DSE approaches typically use either heuristics
(e.g., genetic algorithms [4]) or machine learning-based approaches
in the pre-HLS [5] or post-HLS stage [10] to find the optimal or
Pareto-optimal configurations in single- or multi-component sys-
tems. However, none of these current approaches explore the com-
plex design space of multi-component systems in which the combi-
nations of the components and their design alternatives can result
in extremely large design spaces. Furthermore, none of these works
consider a system with precise timing constraints that must be
accounted for in the DSE process. Some prior HLS approaches that

consider precise system-level timing constraints (e.g., [9, 10]) do
not include DSE for complex systems with large design spaces.

Our work addresses these gaps via a post-HLS DSE approach
that tightly incorporates the system’s timing information into the
DSE process. Our approach also incorporates the complexity of
multi-component systems whose individual components may have
different implementation alternatives with different impacts on the
resulting system-level designs.

To make the DSE process more tractable, pruning methods have
been used to reduce the design space. Some pruningmethods reduce
the design space before DSE [10, 19], while others apply pruning to
the resulting configurations after DSE [17]. Our work incorporates
an a priori pruning algorithm into the proposed DSE approach to
enable the rapid exploration of extremely large design spaces. In
addition, to prevent the violation of timing constraints, our pruning
algorithm explicitly incorporates precise timing information into
the pruning process to ensure that only suboptimal configurations
are eliminated from the design space.

3 PRUNED GENETIC DESIGN SPACE
EXPLORATION (PG-DSE)

Fig. 1 depicts a high-level overview of the proposed PG-DSE ap-
proach. PG-DSE is distinguished from existing methods by focus-
ing on timing-constrained complex multi-component embedded
systems, wherein the different components may have multiple mul-
ticycle computations (MCCs). To represent such systems and their
timing constraints, we use Periodic State Machines (PSMs) [7, 9] as
our modeling formalism. PSMs are similar to finite state machines
(FSM), which are common for modeling the behavior of computer
systems. However, PSMs modify FSMs to enable the specification
of time-triggered execution defined by a fixed period, global time,
clock constraints, and time-driven events. The fixed period is a
constraint that allows all the MCCs within a PSM to execute in one
clock cycle. As such, PSMs enable the high-level specification of
complex embedded systems with precise timing constraints, while
maintaining the state-based features of FSMs that allow for RTL
translation of system specifications.

The PSM specification can be written in a high-level language
(e.g., C, C++) and HLS can be used to generate the RTL imple-
mentation of the PSMs (in the form of FSMs coupled with custom
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Algorithm 1: Pareto-optimal subspace pruning (PSP)
Input: 𝑐 , 𝑡𝑐 , 𝑤, 𝑓𝑚𝑎𝑥 , and𝐴 for each MCC,𝑀 alternative, 𝑎𝑚, in each PSM 𝑃 , 𝐹𝑠𝑖𝑧𝑒 ,𝑇
Output: pruned PSM for each frequency combination 𝑓𝑐𝑜𝑚𝑏

1 𝐸, 𝑓 𝑠, 𝑠,← 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 (𝑐, 𝑓𝑚𝑎𝑥 , 𝑡𝑐, 𝑤)
2 𝑓𝑐𝑜𝑚𝑏 = {(𝑓1, . . . , 𝑓𝐹𝑠𝑖𝑧𝑒 ), . . . , (𝑓1, . . . , 𝑓𝐹𝑠𝑖𝑧𝑒 ) } ← calculate a set of frequency

combinations
3 for 𝑖 ← 1 to 𝑠𝑖𝑧𝑒 (𝑓𝑐𝑜𝑚𝑏 ) do
4 for each 𝑎𝑚 in each𝑀 in each 𝑃 do
5 𝑓𝑎𝑚 ← closest frequency in 𝑓𝑐𝑜𝑚𝑏𝑖

6 if no valid 𝑎𝑚 in𝑀 then
7 𝑖 ← 𝑖 + 1, continue
8 else
9 if all 𝑎𝑚 is valid then
10 𝐸𝑎𝑚 ← 𝑓𝑎𝑚 × 𝑠
11 sort all 𝑎𝑚 in each𝑀 based on Pareto-optimal 𝐸𝑎𝑚 and𝐴
12 end
13 end
14 end
15 if all 𝑎𝑚 in each𝑚 in each 𝑃 sorted then
16 output new PSM
17 end
18 𝑖 ← 𝑖 + 1
19 end

datapaths). Within each PSM, the MCCs are extracted to generate
their design alternatives through HLS. MCCs are computations (e.g.,
medium filter, matrix multiplication) that dominate the system’s
execution time, and whose designs have significant impacts on the
system-level design efficiency. The MCC’s hardware implemen-
tation alternatives are generated using state-of-the-art tools (e.g.,
Xilinx Vitis HLS) based on different features, like the critical path,
maximum frequency, loop unrolling factor, etc. The combination
of the different PSMs and their MCC alternatives forms the design
space that must be explored.

Given the design space, PG-DSE is then applied to identify Pareto-
optimal solutions that satisfy different design objectives. PG-DSE
involves a two-step process: first, the design space is significantly
reduced using the proposed Pareto-optimal subspace pruning (PSP)
algorithm. Thereafter, the pruned design space is explored using
the Pareto-optimal elite genetic algorithm (PEGA). The following
subsections describe these algorithms in detail.

3.1 Pareto-optimal subspace pruning (PSP)
The goal of the pruning process is to preemptively eliminate sub-
optimal solutions in the subspace of MCC design alternatives to
make DSE more tractable and less time consuming. By pruning the
design space, the DSE algorithm can focus on quickly identifying
system-level solutions that improve the target objective functions
(e.g., area/energy). For timing-constrained embedded systems, the
proposed PSP algorithm aims to prune solutions that do not satisfy
the timing constraints.

Algorithm 1 presents the pseudocode for the PSP algorithm.
The algorithm takes as input the execution cycles 𝑐 , maximum
frequency 𝑓𝑚𝑎𝑥 , critical path 𝑡𝑐 , power 𝑤 , and area 𝐴 for each
MCC alternative 𝑎𝑚. In addition, two critical input constraints
for PSP are the range of allowed clock frequencies 𝐹𝑠𝑖𝑧𝑒 for the
embedded system, constrained by the target hardware—we focus
on FPGAs—and the assigned period 𝑇 for each PSM (based on
the timing constraint). PSP outputs the pruned design space for
the input system. To prune the design space, PSP first calculates
the energy 𝐸, a scaled frequency 𝑓 𝑠 , and a scaling factor 𝑠 . The
scaled frequency is the minimum frequency at which an MCC
alternative can run under 𝑇 , and the scaling factor is calculated as:

𝑤
𝑓𝑚𝑎𝑥×𝑇 which is used to estimate the new energy when applying a
new frequency to an MCC alternative. Next, with 𝐹𝑠𝑖𝑧𝑒—the global
minimum and maximum frequency range for PSMs—PSP explores
a set of possible frequency combinations 𝑓𝑐𝑜𝑚𝑏 (lines 1 - 2) by
iterating through them. In each iteration 𝑖 , PSP goes through every
MCC alternative, finds the closest frequency in the 𝑓𝑐𝑜𝑚𝑏𝑖 to each
MCC alternative’s minimum frequency (lines 3 - 5), and assigns
the new frequency 𝑓𝑎𝑚 to the MCC. If any MCC alternative cannot
find a valid 𝑓𝑎𝑚 in 𝑓𝑐𝑜𝑚𝑏𝑖 , PSP jumps to the next 𝑓𝑐𝑜𝑚𝑏𝑖 (lines 6 - 7).
Otherwise, if 𝑓𝑎𝑚 is valid for every MCC alternative, PSP calculates
the current energy 𝐸𝑎𝑚 for each MCC alternative by multiplying
𝑓𝑎𝑚 and 𝑠 . Next, using 𝐸𝑎𝑚 and 𝐴, PSP prunes MCC alternatives to
find Pareto-optimal alternatives in each MCC (lines 8 - 13). Finally,
PSP outputs a set of pruned PSMs corresponding to each valid
frequency combination (lines 15 - 17). After the PSP process, the
Pareto-optimal elite genetic algorithm is then applied to identify
the system-level Pareto-optimal solutions.

3.2 Pareto-optimal elite genetic algorithm
(PEGA)

Although the PSP algorithm substantially reduces the MCC sub-
space, the system-level design space remains very large. Using the
PSM formalism ensures that the pruned solutions have already been
determined to satisfy the timing constraints. But we still have a
multi-objective optimization problem, given the potentially conflict-
ing objective functions of energy and area. To address this challenge,
we employ a genetic algorithm in the PG-DSE approach.

Genetic algorithms, which are inspired by the process of natural
selection, have been commonly used for multi-objective HLS DSE
problems [4, 12]. In general, a genetic algorithm (GA) involves a pop-
ulation of candidate solutions that are iteratively evolved toward
better solutions by evaluating the fitness of individual solutions,
stochastically selecting more fit solutions, and randomly mutating
and combining solutions to form new generations. Genetic algo-
rithms are appropriate for our work given the multimodal search
space and the need to explore and exploit the tradeoffs between
solutions in the search space for conflicting objectives. Furthermore,
GAs, given their population-based search approach, can offer more
design flexibility by producing multiple designs that can satisfy
different user-specified design constraints.

Our proposed Pareto-optimal elite genetic algorithm (PEGA)
incorporates three important novel features to improve efficiency.
First, we use variable Pareto-optimal elitism, whereby Pareto-optimal
solutions in one generation are carried over to the next generation.
This eliminates the constraint of a static elite population size and
ensures that the quality of solutions does not decrease with sub-
sequent generations. Second, we use a genetic representation in
which the input structure contains important information that is
uniquely suited for the target systems’ complexity. We define each
MCC alternative with its assigned frequency from frequency combi-
nations (Section 3.1) as a gene; the MCC alternative forms the first
part of a chromosome𝐶𝑟 , and the frequency combination forms the
second part of 𝐶𝑟 . Third, we leverage the inherent parallelism of
GAs by separating the pruned design space according to the valid
frequency combinations for the target FPGA. When PSP prunes
the design space and generates new PSMs based on each frequency
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Algorithm 2: Pareto-optimal elite genetic algorithm
(PEGA)
Input: 𝑓𝑐𝑜𝑚𝑏 , 𝑠 , 𝑝𝑠 , 𝑝𝑐 , 𝑝𝑚 , 𝑘 , and 𝐸,𝐴 from pruned PSMs.
Output: Pareto-optimal system-level configurations

1 for each valid 𝑓𝑐𝑜𝑚𝑏 and corresponding pruned PSM do
2 𝑃𝑘 ← initial a population of 𝑘 randomly-generated individuals
3 while !terminate condition do
4 new 𝑃𝑘 ← 𝑃𝑎𝑟𝑒𝑡𝑜𝐸𝑙𝑖𝑡𝑒 (𝑃𝑘 , 𝑒𝑙𝑖𝑡𝑒𝑃𝑘 )
5 𝑆𝑘 ← 𝑓 𝑖𝑡𝑛𝑒𝑠𝑠 (𝑃𝑘 )
6 𝑃𝑆𝑘 ← 𝑠𝑒𝑙𝑒𝑐𝑡 (𝑃𝑘 , 𝑆𝑘 , 𝑝𝑠 )
7 𝑃𝐶𝑘 ← 𝑐𝑟𝑜𝑠𝑠𝑜𝑣𝑒𝑟 (𝑃𝑆𝑘 , 𝑝𝑐 )
8 𝑃𝑀𝑘 ←𝑚𝑢𝑡𝑎𝑡𝑒 (𝑃𝐶𝑘 , 𝑝𝑚 )
9 end

10 𝑠𝑎𝑣𝑒𝑃𝑎𝑟𝑒𝑡𝑜 (𝑒𝑙𝑖𝑡𝑒𝑃𝑘 )
11 end
12 function 𝑃𝑎𝑟𝑒𝑡𝑜𝐸𝑙𝑖𝑡𝑒(𝑃𝑘 , 𝑒𝑙𝑖𝑡𝑒𝑃𝑘):
13 𝑃𝑘 ← Insert old 𝑒𝑙𝑖𝑡𝑒𝑃𝑘 into 𝑃𝑘
14 new 𝑒𝑙𝑖𝑡𝑒𝑃𝑘 ← find Pareto-optimal chromosome𝐶𝑟 in 𝐸 and𝐴 in 𝑃𝑘
15 return 𝑃𝑘

combination, each new PSM can be assigned to a different thread
during the DSE process, thereby reducing the execution time for
exploring large design spaces.

Algorithm 2 depicts the pseudocode of the Pareto-optimal elite
genetic algorithm (PEGA). PEGA takes as input the frequency com-
binations 𝑓𝑐𝑜𝑚𝑏 , select rate 𝑝𝑠 , crossover rate 𝑝𝑐 , mutation rate 𝑝𝑚 ,
population size 𝑘 , and energy 𝐸, area𝐴 from the pruned MCC alter-
natives𝑎𝑚 in each PSM 𝑃 . The algorithm outputs the Pareto-optimal
system-level configurations. PEGA starts by iterating through each
valid 𝑓𝑐𝑜𝑚𝑏 and its corresponding 𝑃 (line 1). In each 𝑃 , PEGA ran-
domly generates an initial population 𝑃𝑘 with size 𝑘 (line 2). Next,
PEGA iterates until a terminate condition is met. The terminate
condition can be a predefined number of generations, which we
use in this work, or a threshold of the quality of results (e.g., the dis-
tance from a reference set). In each generation, for the 𝑃𝑎𝑟𝑒𝑡𝑜𝐸𝑙𝑖𝑡𝑒
function, PEGA goes through the current population 𝑃𝑘 and the pre-
vious generation’s elite population 𝑒𝑙𝑖𝑡𝑒𝑃𝑘 (initially an empty set)
to find and save the current Pareto-optimal 𝐶𝑟 to the new 𝑒𝑙𝑖𝑡𝑒𝑃𝑘
set. Unlike typical elite functions with a fixed elite member size
[11], PEGA stores every Pareto-optimal 𝐶𝑟 . 𝑃𝑎𝑟𝑒𝑡𝑜𝐸𝑙𝑖𝑡𝑒 outputs
the new population 𝑃𝑘 . If the new 𝑃𝑘 exceeds size k, any 𝐶𝑟 with
the least fit score is discarded until the population size constraint
is satisfied (lines 12 - 15). We use a cost function comprising the
weighted sum of energy and area to calculate the fitness of the
population (line 5). The rest of PEGA contains selection, crossover,
and mutation (lines 6 - 8). PEGA uses the roulette-wheel method
for selection [16]; for crossover, PEGA generates children 𝐶𝑟 until
the population size equals 𝑘 ; and mutation randomly selects and
changes the selected MCC alternative. Finally, after a terminate
condition is met, 𝑠𝑎𝑣𝑒𝑃𝑎𝑟𝑒𝑡𝑜 function saves the last 𝑒𝑙𝑖𝑡𝑒𝑃𝑘 from
each 𝑃 (line 10). 𝑃𝑠 , 𝑝𝑐 , 𝑝𝑚 , and 𝑘 are hyperparameters that can be
tuned to improve the search process for the target design space. We
used 𝑝𝑠 = 0.5, 𝑝𝑐 = 0.7, 𝑃𝑚 = 0.5 in our experiments.

4 EXPERIMENTS
To evaluate PG-DSE, we used a complex autonomous driving ap-
plication subsystem (ADAS) [6] and three synthetic systems with
different design space sizes. Fig. 2 shows ADAS’ system-level block
diagram, which consists of five main parts: sensors, localization and
perception, method fusion, planning, and vehicle control. Apart from
the sensors, the rest of the subsystem is implemented using PSMs.

Figure 2: Block diagram of the autonomous driving applica-
tion subsystem (ADAS). Shaded blocks are the components
implemented as PSMs in our experiments.

In total, the ADAS comprises ten PSMs, 52 MCCs, and 244 MCC
alternatives.

Similarly, we generated three synthetic systems with different
characteristics to represent varying levels of complexity. We built a
PSM generator, a custom tool to randomly generate a combination
of implementation results and timing constraints for synthetic sys-
tems. The tool contains a database of essential implementation data
generated using HLS and implemented with Xilinx Vivado target-
ing an Artix-7 FPGA. These data include latency (ns), energy (mJ),
scaled frequency (MHz), etc. and are based on real complex multi-
component embedded systems like ECG biometric authentication
system [2], asthma monitoring system [14], wearable pregnancy
monitoring system [1], etc. Table 1 shows the system informa-
tion for the synthetic systems (𝑆𝑦𝑛𝑡ℎ1−3) and ADAS, depicted as:
<number of PSMs>-<total number of MCCs>-<total number of
MCC alternatives>-<number of frequency candidates>.

The PG-DSE approach is implemented in C++. We first evalu-
ate the design space reduction achieved by PSP. Next, we evaluate
the quality of results (QoR) for the solutions resulting from using
PG-DSE in comparison to the state-of-the-art, represented by a
genetic algorithm recently presented in [4]. For robust evaluation,
we created three variants of PG-DSE: 1) PG-DSE without PSP (PG-
DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 ), to evaluate any performance loss resulting from a pri-
ori subspace pruning; 2) PG-DSE with serial PEGA (PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 );
and 3) PG-DSE with parallelized PEGA (PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 ).

To serve as a base for our experiments, we used different ref-
erence sets of Pareto-optimal configurations because exhaustive
search (ES) was prohibitive for some of the design spaces due to
their sizes. For instance, ES for 𝑆𝑦𝑛𝑡ℎ1 parallelized over 44 cores
took ∼12 hours, whereas ES for 𝑆𝑦𝑛𝑡ℎ2 or 𝑆𝑦𝑛𝑡ℎ3 would have taken
8.17E+34 and 2.56E+89 years, respectively. Instead, we used ES for
𝑆𝑦𝑛𝑡ℎ1; for 𝑆𝑦𝑛𝑡ℎ2, we applied PSP and used ES on the resulting
design space; for 𝑆𝑦𝑛𝑡ℎ3 and ADAS, we ran PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 for
longer than normal—two hours per run—and averaged the results
over five runs.
Table 1: Design space sizes before and after applying PSP
algorithm. PSP reduced the size by an average of 1.32E+44x.

System Design space
Info Before PSP After PSP Improvement

𝑆𝑦𝑛𝑡ℎ1 : 4-11-27-5 2.61E+11 96 2.72E+09x
𝑆𝑦𝑛𝑡ℎ2 : 7-41-160-5 1.71E+49 3.85E+11 4.43E+37x
𝑆𝑦𝑛𝑡ℎ3 : 10-85-347-8 1.49E+104 9.88E+23 1.51E+80x
𝐴𝐷𝐴𝑆 : 10-52-244-10 7.12E+66 4.24E+17 1.68E+49x

Geo. mean 8.29E+57 6.27E+13 1.32E+44x
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(a) 𝑆𝑦𝑛𝑡ℎ1: 4-11-27-5 (b) 𝑆𝑦𝑛𝑡ℎ2: 7-41-160-5

(c) 𝑆𝑦𝑛𝑡ℎ3: 10-85-347-8 (d) 𝐴𝐷𝐴𝑆 : 10-52-244-10

Figure 3: Energy and area of the Pareto-optimal system-level configurations for three synthetic systems and autonomous
driving application subsystem using the reference set (exhaustive search or an approximation for intractable design spaces),
prior work’s genetic algorithm [4], PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 .

5 RESULTS
5.1 Subspace pruning using PSP
Table 1 shows the design space for the three synthetic systems and
ADAS before and after we applied the PSP algorithm. The design
space before PSP is the exhaustive set of solutions in the search
space. One of the first things we observe is that as the complexity
of the design space increases, going from 𝑆𝑦𝑛𝑡ℎ1 to 𝑆𝑦𝑛𝑡ℎ3, PSP’s
pruning improves. PSP is able to prune a larger portion of the
subspace for larger input design spaces. For instance, although
𝑆𝑦𝑛𝑡ℎ3 and ADAS both have 10 PSMs, 𝑆𝑦𝑛𝑡ℎ3 has more MCCs and
MCC alternatives in each PSM, resulting in a larger design space.
As a result, PSP is able to prune more subspaces in each of 𝑆𝑦𝑛𝑡ℎ3’s
MCCs compared to the ADAS. Overall, PSP significantly reduced
the design space by an average of 1.32E+44 times. However, the true
quality of a pruning algorithm lies in its ability to reduce the design
space without eliminating potential high quality solutions from
the search space. Thus, in the following, we evaluate the quality
of results achieved using the PSP algorithm with respect to the
system-level Pareto-optimal configurations.

5.2 Design space exploration using PG-DSE
With the help of the PSP algorithm, the design space becomes more
tractable to find the Pareto-optimal system-level configurations
using PEGA. To evaluate PG-DSE and determine whether there is
any loss from the PSP method, we explored the three variants of the

Figure 4: Average distance to reference set (ADRS) score for
five runs of prior work, PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and
PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 .

Figure 5: Average execution time for five runs of prior work,
PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 .

proposed algorithm (Section 4) for our experimental systems in com-
parison to prior work [4]. Fig. 3 shows the Pareto-optimal system-
level configurations resulting from prior work, PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 ,
PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 . Each system is compared to its
reference set as described in Section 4.

Across the three variants, PG-DSE was able to generate identical
or close Pareto-optimal solutions to the reference sets for differ-
ent design space sizes. For a small design space like 𝑆𝑦𝑛𝑡ℎ1 (Fig.
3a), the pruned exhaustive search (pruned ES), PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and
PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 generated the same Pareto-optimal front as the ref-
erence set. The fact that pruned ES and PG-DSE achieved the same
Pareto-optimal front as exhaustive search shows that there was no
performance loss resulting from pruning using the PSP algorithm.
Prior work and PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 yielded a few Pareto-optimal con-
figurations with higher energy or larger area than the reference
set. For the larger design spaces (Fig. 3b, 3c, and 3d), the reference
set clearly yielded a lower Pareto-optimal curve (i.e., with lower
energy and area) than the DSE algorithms. However, in general,
PG-DSE consistently yielded better curves than prior work.

To further evaluate PG-DSE, we quantified each algorithm’s QoR
using the average distance to reference set (ADRS). A similar metric
has been used in prior work [15] as it represents the quality of the re-
sults compared to the reference set. A lower ADRS score means that
the estimated Pareto-optimal configurations are closer to the refer-
ence set. Fig. 4 shows the average ADRS score for five runs of prior
work, PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 for the
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three synthetic systems and ADAS. For 𝑆𝑦𝑛𝑡ℎ1, PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 and
PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 achieved an ADRS score of zero, meaning that the
algorithms achieved the same Pareto-optimal front as the refer-
ence set, as observed in Fig. 3. Prior work and PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑
achieved ADRS scores of 0.29% and 0.081%, respectively. For the
larger design spaces, PG-DSE significantly outperformed prior
work. PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 , on av-
erage, improved over prior work by 40.2x, 58.1x, and 66.2x, respec-
tively. Compared to PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 ’s score, PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 and PG-
DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 were an average of 1.45x and 1.65x better, respectively.
PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 outperformed PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑
because the PSP algorithm successfully eliminated sub-optimal
configurations, enabling PEGA to rapidly explore more accurate
Pareto-optimal system-level configurations.

5.3 Runtime overhead
We evaluate the overhead of PG-DSE by quantifying the execution
time to find the system-level Pareto-optimal front compared to prior
work [4]. Fig. 5 shows the average execution time for five runs of
prior work, PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 , PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 , and PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙
for the different systems. For all four systems, prior work slightly
outperformed the PG-DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 ’s and PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 ’s execution
time by an average of 3.97% and 0.15%, respectively. On the other
hand, PG-DSE𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙 reduced the execution time by an average of
82.6% compared to prior work. The longer execution time of PG-
DSE𝑢𝑛𝑝𝑟𝑢𝑛𝑒𝑑 and PG-DSE𝑠𝑒𝑟𝑖𝑎𝑙 in the larger systems was a tradeoff
for the significantly improved performance in accurately finding
the Pareto-optimal front.

6 CONCLUSION AND FUTURE WORK
High-level synthesis DSE can be challenging in complex multi-
component embedded systems with extremely large design spaces.
This paper proposes a post-HLS pruned genetic design space ex-
ploration (PG-DSE) approach for timing-constrained complex em-
bedded systems. PG-DSE integrates a Pareto-optimal pruning (PSP)
algorithm and a Pareto-optimal genetic algorithm (PEGA) to accu-
rately and rapidly find system-level Pareto-optimal configurations
for complex embedded systems. To quantify the benefits of PG-DSE
in comparison to exhaustive search and prior work, we used three
synthetic systems and an autonomous driving application subsys-
tem (ADAS) with very large design spaces, ranging in size from
2.61E+11 to 1.49E+104 possible solutions. Experimental results re-
veal that PG-DSE successfully found Pareto-optimal configurations
that were close to the reference set. Compared to the the state-of-
the-art in multi-objective HLS DSE, PG-DSE improved the quality
of the results by an average of 58.1x, demonstrating PG-DSE’s
effectiveness.

A current limitation of PG-DSE is that it targets homogeneous
PSM-level timing constraints. Future work involves incorporating
variable timing constraints into PG-DSE to support systems in
which different components or MCCs may be subject to different
timing requirements. In addition, we plan to explore and extend PG-
DSE tomore complex and variedmulti-accelerator systems inwhich
the interactions between complex subsystems must be considered
in DSE, while satisfying the system-level timing constraints.
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