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Advances in instrumentation have made it possible to obtain high-resolution images of heterogeneous porous
media. Such advances and the rapid increase in computational power mean that direct numerical simulation of
multiphase flow in two- and three-dimensional (3D) images of porous media is feasible and, therefore, models
of pore space that represent simplification and approximation of the actual morphology are dispensable. The
bottleneck for image-based simulation is its long computation time. We propose an approach for speeding-up
simulation of multiphase flow in 3D images of porous media that utilizes curvelet transformations (CTs). The CTs
are designed for denoising of images that contain complex curved surfaces, such as those of heterogeneous porous
media. This is possible because the morphology of most porous media contain extended correlations, implying
that their images carry redundant information that can be eliminated by a suitable CT. As a result, simulation
of multiphase flow in the coarser images are far less computationally intensive. The new approach is used to
simulate two-phase flow of CO, and brine in a 3D image of Berea sandstone. We demonstrate that the results
with the CT-processed image are as accurate as those with the original one, while computations are significantly
faster by a speedup factor between one and more than two orders of magnitude.

1. Introduction

Although the physics of two-phase flow in heterogeneous porous
media is reasonably well-understood (Helmig, 1997; Sahimi, 2011;
Blunt, 2017), its efficient simulation is still the subject of active re-
search. In particular, due to societal interest in geological sequestra-
tion of CO,, there is increasing incentive for studying two-phase flow
of CO, and brine in such porous media as depleted oil or gas reservoirs
(Friedlingstein and Solomon, 2005; Metz et al., 2005; Nordbotten and
Celia, 2011). Such simulations are either based on the classical contin-
uum formulation of two-phase flows (Bear, 1972), which necessitates
supplying the simulator with various properties of the pore space, such
as its porosity and permeability, or entails, as the first step, develop-
ing or assuming a model of the pore space that represents faithfully its
morphology and the complexities that are associated with it.

Up until relatively recently, the most realistic model of a porous
medium at laboratory scale was the pore-network model (PNM) in which
the pore space, extracted from an image of the medium, was represented
by a network of interconnected pore throats and pore bodies, the effec-
tive sizes of which were selected according to some representative statis-
tical distributions that can, in principle, be measured or obtained from
the image. Based on representation of a pore space by the PNMs, vari-
ous approaches were developed in order to simulate two-phase flows in
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porous media. They included a variety of percolation models, ranging
from random (see, for example, Sahimi et al., 1986), to correlated (see,
for example, Kantzas and Chatzis, 1988) and invasion percolation (for
a simple introduction to invasion percolation see Ebrahimi, 2010), site-
bond invasion percolation (Sahimi et al., 1998) that considers the effect
of both pore bodies and pore throats on the invasion process, detailed
pore-to-pore simulations (Piri and Blunt, 2005; Valvatne and Blunt,
2004), and a combination of effective-medium approximation and ran-
dom percolation (Ghanbarian et al., 2016). These models have been de-
scribed and discussed comprehensively by Sahimi (2011), Blunt (2017),
and Hunt and Sahimi (2017) and, therefore, need not be described here.

There have been tremendous advances in instrumentation, which
have made it possible to obtain high-resolution two- or three-
dimensional (3D) images of porous media at laboratory scale. Such im-
ages have been becoming important tools for characterization of porous
media, as they provide, depending on their resolution, detailed informa-
tion about the morphology of the pore space. The imaging techniques in-
clude focused ion-beam scanning electron microscopes (Lemmens et al.,
2011), magnetic resonance imaging (Sheppard et al., 2003) and X-ray
computed tomography (Kantzas et al., 1992; Arns et al., 2001; 2002;
Porter et al., 2010; Iglauer et al., 2010; Berg et al., 2013; Wildenschild
et al., 2014). The images have been used to display fluid distributions
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in 3D porous media (Sheppard et al., 2003), even under reservoir con-
ditions (Andrew et al., 2015).

With advances in computational power, high-resolution images of
porous media offer the opportunity for precise simulation of fluid flow
and transport in porous media. If the physical size of the images is larger
than the representative elementary volume (REV) - the minimum vol-
ume of a porous medium for its properties to be independent of the
dimensions - they may be used directly in numerical simulation of fluid
flow and transport in porous media (Arns et al., 2001; 2002; Piller et al.,
2009; Tahmasebi et al., 2017), as well as adsorption and deformation
(Bakhshian et al., 2018).

Despite the great increase in computational power, numerical sim-
ulation of fluid flow and transport in the images of porous media is
still computationally very expensive. Natural and many synthetic porous
media have pores with irregular shapes, with their surface being rough
and often a self-affine fractal. The pores’ connectivity is also a spatially-
distributed property, giving rise to highly tortuous flow and transport
paths. Thus, one needs a high-resolution computational grid that repre-
sents such complexities accurately.

Simulation of flow in porous media with the lattice-Boltzmann (LB)
algorithm (Huang et al., 2015) is still slower than direct numerical sim-
ulation based on the Stokes’ equation, although progress has recently
been made in speeding it up. An et al. (2020) developed a method that
integrates the GPU-accelerated volumetric LB method (VLBM) with an
upscaling scheme to solve the pore-scale two-phase flow. They utilized
the LB simulator to solve both the level-set equation for image seg-
mentation and the governing equations for multiphase flow dynamics.
The method accelerates the standard LB simulations significantly. Aside
from the LB-based methods, for image-based direct simulation of mul-
tiphase flow and transport in porous media, based on the Navier-Stokes
equation, to become the standard approach, the speed of the calcula-
tions must increase very significantly without losing accuracy (see, for
example, Etemad et al., 2017, for a significant effort in this direction).

In this paper we describe an approach for image-based simulation
of multiphase flow in 3D porous media. The main idea is to focus on
the image, process and denoise it, and remove the complexities that do
not contribute significantly to flow and transport in the pore space, and
then carry out numerical simulation of multiphase flow in the coarse
image. The image is denoised by curvelet transformations (CTs), a pow-
erful method developed specifically for image processing. As we show
in this paper, the method increases the speed of computations very sig-
nificantly, between one and more than two orders of magnitude, while
preserving the accuracy of the solution.

The rest of this paper is structured as follows. In Section 2 we de-
scribe the essentials of the CTs. Section 3 explains the method for de-
noising the images. The two-phase flow problem that we study is de-
scribed in Section 4, followed by the presentation and discussion of the
results in Section 5. The efficiency of the computation is discussed in
Section 6, while the paper is summarized in the last section.

2. Curvelet transformations

Denoising of an image to obtain its coarse but accurate representa-
tion has been an active research field for decades. Daubechies (1988,
1992) and Mallat (1989b,a) advanced the field significantly by intro-
ducing multiresolution wavelet transforms (WTs), which decompose an
image into a series of high- and low-pass filter bands, and extract the
details of its structure in the horizontal, vertical, and diagonal direc-
tions. Heterogeneous porous media, particularly 3D ones, are, however,
not only highly noisy, but also contain curved pore surfaces. Thus, the
three directions that the WTs employ are not enough for extracting ad-
equate amount of information from 3D images. Note, however, that the
WTs have been used very fruitfully in upscaling of geological models
of heterogeneous porous media (Mehrabi and Sahimi, 1997; Ebrahimi
and Sahimi, 2002; 2004; Pancaldi et al., 2007; Rasaei and Sahimi, 2008;
2009; Babaei and King, 2011; Rezapour et al., 2019), in geophysics (for
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reviews see Kumar and Foufoula-Georgiou, 1997; Grinsted et al., 2004),
and in many other applications.

The shortcomings of the WTs motivated the development of the CTs,
which were introduced by Donoho (1999) and Candés et al. (2005), and
are highly effective in identifying an image’s important features along
curves, an aspect that is highly important to the processing of images of
porous media. The CTs are multiscale transforms that are capable of pro-
ducing optimal sparse representation of an image by precise represen-
tation of the edges along curves with very high directional sensitivity.
They have already been used in geoscience (Olhede and Walden, 2004;
Herrmann et al., 2007; Neelamani et al., 2008; Dashtian and Sahimi,
2014) for denoising of geophysical data, such as seismic records. Other
applications were described by Ma and Plonka (2009).

We first describe CTs for 2D images, after which its extension to 3D
will be discussed. Image processing by the CTs is done in the frequency
space. Similar to the WTs, one can construct many types of curvelet
functions. To do so, two windows are considered. One, W (r), is a radial
window with r being the polar coordinate, while the second window,
V (0), is intended for the angular direction. Both are smooth, nonnega-
tive, and real functions that satisfy,

Y wi@in=1, re@3/43/2) )
Jj=—00
Y VIe-pH=1, te(=1/2,1/2). @)
Jj=—00

Given W (r) and V' (), one constructs a third window U; in the Fourier
space, defined by

Uj(r.0) = 2734w 7 v 2V/%9) /2x) 3

with [-] indicating the number’s integer part. By definition, the domain
in which U; is nonzero is a polar wedge set by W (r) and V' (6). By vary-
ing j, one utilizes U; with scale-dependent window widths in both di-
rections. To ensure that U; takes on real values, its symmetric version,
namely, U;(r,0) + U;(r, 0 + r), is used.

The mother curvelet ¢;(x), referred to as such because all the curvelets
at scale 27/ are obtained by rotation and translation of ¢;(x), is then
defined by its Fourier transform,

?i(®) =Uj(®), “

where U;(»,,w,) = U(w). Scale-dependent rotation angles, 6, =2z x
27U/2 with, 1 =0, 1, and 6, =0, and a sequence of the transla-
tion parameters with k = (k,k,) € Z? are then introduced. Then, the
curvelets as a function of x = (x;, x,) at scale 27/, orientation 6,, and posi-
tion xg’l) = R;I] (ky x 27/, ky x 27//2) are constructed by Donoho (1999),
Candés et al., 2005

9,060 = 9, [Rg, (x = x| )
where Ry, represents a rotation by 6, radians, given by
cos 6 sin 6
R, = 1 1 , 6
0 <— sinf,  cos 0,) ©®

with R;I' = Rgl =R_y,. Here, T denotes the transpose operation.
3. Denoising of images of porous media

Having set up the CTs, we now describe their use for processing of
2D and 3D images of porous media.

3.1. Two-dimensional images
Suppose that a 2D image of a porous medium, a n X n array of pixels,

is represented by f(x). Its CT, usually referred to as the curvelet coef-
ficients (CCs) C; . which are completely analogous to wavelet detail
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coefficients, are defined by

Ciik= <f5(pj,[,k> = / F®e; . (x) dx, @

where the overline denotes a complex conjugate. Because the CTs are
constructed and used in the frequency domain, by using the Plancherel’s
theorem we rewrite the integral in Eq. (7) in the frequency domain,

ik = ﬁ / f (W)ﬂ(aﬂdw
= (2;)2 / F(@)U;(Ry@) exp(i{x), ) da . @®)
Moreover, a window W, is introduced by,
Wo(l* = 1- Z}) WP, ©)
=

Since the goal is to obtain a coarser representation of the image, we also
define, in analogy with the WTs for which coarse-scale wavelet detail
coefficients are also defined, for (k;, k,) € Z the coarse-scale curvelets
by

@50k X) = 9, (x = 270K) (10)

Bj,(@) = 270 W27 w]) . an

The difference with the WTs is that the coarse-scale curvelets are nondi-
rectional, whereas those defined for the WTs are in the aforementioned
three directions. A complete CT consists of the fine-scale directional
curvelets (¢ );=j,.« and the coarse-scale isotropic (®; ,),, which is
called the father wavelet.

The idea for processing images of porous media by the CTs (or by
the WTS, for that matter) and denoising them exploits the physical fact
that the morphology of such media contains extended spatial correla-
tions between the pores and grains (see, for example, Knackstedt et al.,
2001). Thus, the same correlations exist between the pixels (voxels in
3D) in the images of porous media. The existence of the correlations im-
plies that images contain redundant information, and that their removal
will not damage the essential information that the images carry. Once
the redundant information is removed, simulation of flow and transport
in the resulting coarser images is accelerated very significantly, as we
demonstrate shortly.

The denoising exploits the fact that (Starck et al., 2002) the CCs
represent a measure of the local complexity of an image, which in a
porous medium is due to the pores’ rough surface, which is typically a
self-affine fractal (see Sahimi, 2011 for a comprehensive discussion) and
its correlation with the surrounding pore space. In other words, the CCs
represent a measure of roughness or curviness of the pore-grain interface
and, due to the extended correlations, the pores next to the interface are
also affected. Therefore, the larger the CCs, the more significant is the
curviness and, hence, the roughness. Clearly, if the roughness is severe,
its contribution to image-based simulation of multiphase flow should be
significant. Thus, if we keep only the most curved portions of the pore
space, i.e., if we denoise the image, a coarser computational grid should
suffice for the simulations.

There are several ways of denoising or compressing an image
(Starck et al., 2002), but we choose to take the simplest approach that, as
we demonstrate shortly, suffices for our purpose. The approach, which
is referred to as thresholding in image processing, consists of the follow-
ing steps: (i) Curvelet transform the image and compute the CCs C; ;.
(ii) Normalize the CCs by their largest value. (iii) Introduce a threshold
0 <€ < 1, such that if C; .k <& it is set to zero. In this way, the algo-
rithm generates a sparser representation of the image in the curvelet
space, as many of the CCs of the original image are set to zero, while
it still contains all the essential information. The numerical value of
depends on the computation time and resources that one can afford and
has access to.
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3.2. Three-dimensional images

The CTs were originally developed for 2D images. Their extension
to 3D initially encountered some difficulties associated with curved sur-
faces, but curvelets for some 3D systems have also been developed (Ying
et al., 2005; Woiselle et al., 2010). But, for reasons that will be ex-
plained in Section 6, in the present paper we use an alternative ap-
proach, namely, we divide a nxnxn 3D image into n 2D images of
size n x n, apply the methodology described in 3.1 to each 2D image,
and then stack together the curvelet-transformed 2D denoised images
to reconstruct a 3D image. The orientations of the 2D images relative to
the original 3D image does not play a significant role, unless the pore
space is strongly anisotropic. If strong anisotropy is present, one may use
a CT-based anisotropic feature extraction method (Shinde et al., 2017).
In the present work we take the 2D images in the planes perpendicu-
lar to the direction of macroscopic flow. With the development of fast
3D CTs, the issue of the orientation of the 2D slices relative to the 3D
images becomes irrelevant.

Care must, however, be taken to ensure that after curvelet-
transforming and thresholding, the transition from one processed 2D
slice to the next is seamless, and does not generate any artifacts. To
do this, we used an open-access image processing package that does
the segmentation and the stacking process. The software is called Fiji
(Schindelin et al., 2012), which generates directly 3D images from a se-
ries of 2D images, and is also designed to automatically address issues
that may arise from image thresholding, which is why the software is a
very power tool (for more details see, https://imagej.net/Fiji).

3.3. Simulations in the curvelet or real space?

Once the coarser image is developed, one has two options:

(i) One computes the inverse CT of the thresholded image, and carries
out numerical simulation of two-phase flow in it, or

(i) one curvelet transforms the governing flow equations, solves them
in the CT space and, then, computes the inverse CT of the numerical
results.

The results presented in this paper were obtained with option (i).
It can be shown (Aljasmi and Sahimi, 2020) that if procedure (ii) is
followed, the speed-up factor for computations will be a factor of four or
better, even if the images in the curvelet space is not denoised. Clearly,
then, if the image is denoised, and the computations are still carried out
in the CT of the denoised image, the speed-up factor will be quite large.

The reason that one has better efficiency even without thresholding
is that, in the CT space a coarser computational grid suffices, because
many of the CCs of the image are either very small and, thus, do not
make significant contributions, or that due to the correlations they are
close to those of their neighbors, indicating a relatively smooth local
environment, hence allowing use of larger grid blocks.

4. Details of the simulations

We now describe the porous medium whose image we have used in
the computations, and explain the computational procedure.

4.1. The porous medium

We utilized a 3D image of Berea sandstone, which is considered a
benchmark for testing various computational approaches to simulating
multiphase flow in porous media, and has been used extensively in the
past (Valvatne and Blunt, 2004; Ramstad et al., 2012; Raeini et al.,
2014). The digital and physical sizes of the sample are, respectively,
200° voxels and 2.14> mm3. The porosity and absolute permeability of
the sample are, respectively, 0.196 and 1368 mD. Fig. 1 presents the
image of the sandstone and its 3D coarse version. The size of the image
is larger than its corresponding REV.
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Fig. 1. (a) The original 200°-voxel image of the Berea sandstone, and (b) the
coarse image, obtained with a threshold € = 0.8.

4.2. The governing equations and the numerical simulation procedure

We first carried out simulation of single-phase flow in the image
of the Berea sandstone, both in the original one and in the processed
images in order to not only estimate the absolute permeability of the
pore space, but also determine the size of the computational grid that
yield reliable estimate (see below). We then simulated two-phase flow
of CO, and brine in the same images.

Simulating two-phase flow in porous media requires upscaling the
microscopic dynamic and capillary pressures to the Darcy scale. While
there are several methods for the upscaling, we used the velocity-
weighted averages of both the viscous forces and the pressure gradient
that have been demonstrated (Raeini et al., 2014) to yield results that
are in agreement with experimental data. As for macroscopic pressure
drop AP, in fluid phase « of the two-phase system, we utilized a slightly
modified versions of the same equations, which is given by

APa=—L/v~[V~(MVv)]dVa, a=12, (12)
on
where the density p and viscosity u are given by

u=gu + (1 —Puy . 13

p=dp+ 1 -, . (14)

Here, Q, is the flow rate of phase a, v is the velocity field, V, is the
portion of pore volume filled with phase «, 4, and u, are viscosities of
the two fluids, and ¢ is the volume fraction of fluid 1 (brine) in each
grid block.

Since the computational grid is Eulerian, one needs a method for
including the interfacial tension in grid, so as to reduce numerical dif-
fusion at the interface between the two fluids. Several methods have
been proposed for this pupose, such as the continuous surface stress
(CSS) (Gueyffier et al., 1999), continuous surface force (CSF), sharp sur-
face force (SSF) (Francois et al., 2006), and filtered surface force (FSF)

(a) (b)
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Fig. 2. Dependence of the permeability of the sandstone on the size of the com-
putational grid.

(Raeini et al., 2012). But the CSF method may generate spurious fluid
velocity field that, to some extent, is controlled by the SSF method. To
do so, one introduces in the SSF method a sharpened indicator function
¢ of fluid phase 1 that takes on a value of one in fluid 1 (brine) - the
wetting fluid - and zero in fluid 2 (CO,) - the non-wetting fluid - and
varies smoothly between the two in the interface region. The approach
is capable of controlling the sharpness of the capillary pressure. The FSF
approach utilizes a slightly modified indicator function for the interface
motion with a capillary force that, compared with the SSF method, is
smoother. This compresses the transition zone of the capillary pressure
and, hence, resolves the issue with the spurious velocities that may arise.
Then, the transition area for capillary pressure is only one grid block.
Therefore, we utilized the FSF formulation. The magnitude f of the in-
terfacial force f is given by

2p

f=ko——
Pw t Prw

¢, 15)

with ¢ being the interfacial tension, and « the curvature, given by

Vo
=v.(=2). 16
) <|V¢|> (1o

The governing equation, in addition to the usual mass conservation, is
the momentum equation,

%(,;v): —VP+V-(uVv)+f. (17

The indicator function ¢, indicating the position of the interface be-
tween the two fluids, is updated at each time step. This is followed by
the calculation of the interfacial force f. Then, the velocity and pressure
fields are computed by solving the Stokes’ and continuity equations. At
steady state Darcy’s law for two-phase flow,

koK
Hq

VP,

Vo = a

« =

, a=1,2, (18)

Fig. 3. The pressure distribution at the end of
the simulations in (a) the original image; (b) in
the denoised images with ¢ = 0.5 and (c) with
e=09.

(c)
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(c)

(e)

is utilized to calculate the relative permeability k,, of fluid phase « as a
function of its saturation, where K is the absolute permeability. As for
the fluid properties, we used the typical values (Kohanpur et al., 2020):
the kinematic viscosities were v, = 1.0 x 10~ for brine v, = 1.0 x 1077
for CO,, both in m?/s, while the densities were p; = p, = 10° kg/m>.
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Fig. 4. Evolution of CO, distribution (red) in
(a) and (b) the original image of the sandstone;
(c) and (d) the thresholded image with a thresh-
old € = 0.5, and (e) and (f) the denoised image
with e = 0.9, after 30 ms (left) and at the break-
through time.

(a) (b)

(d)

(f)

The interfacial tension was assumed to be, ¢ = 30 mN/m. The contact
angle for the brine was 0°.

The OpenFOAM program (Ubink, 1997) and its modified version
(Raeini, 2013), which are open-source softwares that use finite-volume
discretization to solve the continuity and the momentum equation in the
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Fig. 5. Saturation profile of CO, along the flow direction x at the breakthrough
time in the curvelet-transformed images of the sandstone, and its comparison
with those in the original image. X = x/L is the normalized distance of the
interface from the inlet, where L is the sample’s length in the x direction.

pore space, were utilized for carrying out the numerical simulations. For
the two-phase flow simulation two grid blocks per pixel were used. CO,
was injected into the porous medium with a speed of 4.65 x 1072 m/s at
one face, so that the capillary number was Ca = 1.55 x 107, and a fixed
atmospheric pressure was applied at the opposite face. The other four
faces were assumed to be impermeable. All the computations were car-
ried out using a HP Spectre x360 computer with a speed of 2GHz and
16 GB of memory.

5. Results

As pointed out earlier, we carried out simulation of both single- and
two-phase flows. In what follows we present and discuss the results.

5.1. One-phase flow

We first carried out a series of simulations of single-phase flow, vary-
ing the resolution of the computational grid (the number of grid blocks),
in order to determine the grid size that yields a permeability indepen-
dent of the grid’s resolution. Fig. 2 presents the results, which indicate
that a grid with about 3.34 x 10° blocks is necessary to obtain a stable
value of the permeability K, independent of its resolution. The calcu-
lated K turned out to be K = 1368 mD. We utilized the same grid in the
simulation of two-phase flow in the original image without any process-
ing by the CT; see below.

Two thresholds, € = 0.5 and 0.9, were utilized to denoise the image
and carry out simulation of single- and two-phase flows. Fig. 3 compares
the pressure distributions in the original image and in the two coarser
ones. All the essential features of the three distributions are identical.
The computed permeabilities are K = 1443 and 1467 mD for £ = 0.5 and
0.9, respectively. Even the latter estimate with a very high threshold of
0.9 is only 7.3 percent higher than the estimate of K computed with the
original image.

5.2. Two-phase flow

Fig. 4 compares the evolution with time of the spatial distribution
of CO, and brine in the original image of the sandstone with those ob-
tained with the CT-denoised images with the two thresholds. Similar to
the pressure distribution in single-phase flow, all the important features
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Fig. 6. Evolution of the saturation of CO, as a function of the time 1, = /1,
with 7 being the breakthrough time, in the curvelet-transformed images of the
sandstone with two thresholds € and their comparison with those in the original
image.

of the distributions are completely similar in all the images. More quan-
titatively, the differences between the saturations in the original images
and the thresholded ones is less than 7 percent.

In Fig. 5 we compare the saturation profile of CO, along the macro-
scopic direction x of flow at the breakthrough time 7, where X = x/L,
with L being the linear size of the image. The saturation was computed
for each plane at position X perpendicular to the direction of macro-
scopic flow. The agreement is excellent.

Fig. 6 presents the evolution with time 7, of CO, saturation S¢q, in
the original image of the porous medium, and compares it with those
computed with the thresholded images, where ¢, = /¢, with ¢ being
the actual time. At short times the three profiles are identical. At longer
times, all the way to the breakthrough time, the maximum difference
the profile with £ = 0.9 and the original image is about 3 percent.

Fig. 7 makes a comparison between the relative permeabilities K, of
the two fluids that were computed in the original image of Berea sand-
stone and those calculated with the thresholded images. The agreement
is excellent in all the cases, indicating the accuracy of the computations
with the thresholded images.

To understand the excellence of the accuracy of the computed rel-
ative permeabilities, we present in Fig. 8 the distribution of local flow
velocities in the original image of the sandstone with those computed
with the thresholded images, where we have normalized the velocities
by their maximum value. Fig. 8 indicates that for velocities up to the
maximum of the distributions, the agreement between all the distribu-
tions is perfect. Beyond the maximum, the agreement is good, with all
the distributions having the same shape and almost identical tails.

An important quantity in two-phase flow in porous media is the resid-
ual saturation S, of the displaced fluid (brine in the present simulation),
its saturation at the CO, breakthrough point. In Table 1 we compare the
computed residual saturations in the original image and its thresholded
counterparts. The maximum difference, computed with € = 0.9, between
the residual saturations in the original image and the thresholded one
is 7.5 percent.

6. Speed-up of the computations

We used 2D CT in order to denoise the 3D image, for which the
computational cost of a digitized image of size n x n is @(n?log n). For
the 2D slices of size 200? pixels the CPU time is very small, but since
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Table 1
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Comparison of the number of grid blocks N, the computation times, and the
brine residual saturation S,,, computed with the original and curvelet transform-
thresholded images. The CPU times represent those for simulating the two-phase flow.

Thresholde S, Time (CPU sec)

0.388 144,231
0.5 0.408 547
0.9 0417 489

Sandstone N
Original image 3,346,168
Curvelet-transformed image 15,005
Curvelet-transformed image 11,996
1
Original, Ko
Original, ko
08 | — —=-&=0.5, Kico
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Fig. 7. CO,-brine relative permeability curves, as function of the brine satu-
ration S, in the sandstone’s original image, and their comparison with those
computed with the curvelet-thresholded images.

Original
= £=05

0.2

0 0.2 0.4 0.6 0.8 1
Normalized Velocity

Fig. 8. The probability density function (PDF) of the local (pore) velocity of
CO,, normalized by the maximum flow velocity, in the curvelet-transformed
images of the Sandstone with two thresholds ¢, and their comparison with those
in the original image.

we denoise a large number of them, the computation time is relatively
significant (see below). Stacking the 200 denoised slices took only 82
CPU seconds.

In Table 1 we compare the details of the computations: the total
number N of grid blocks, the CPU times for all the cases, and the brine
residual saturations.

We note that even the computed results with the denoised image
with a threshold & = 0.9 are still very accurate, and differ from those
of the original images by at most 7 percent. Moreover, the speed-up

factors for the computations with the thresholds € = 0.5 and 0.9 are, re-
spectively, 263 and 294. These speed-up factors are for simulating the
two-phase flow problem. If we add the CPU time for denoising the 2D
slices and reconstructing a coarser 3D image to the CPU time for simu-
lating the flow problem, then the speed-up factor is about one order of
magnitude, a factor of 7-10, which is still very significant. Note, how-
ever, that the denoising is done only once, while the denoised image can
be used in the simulation of a variety of processes in the same image.

The reason for the very significant speed-up is removal of the re-
dundant information from the image, which makes it possible to use a
coarser computational grid. After the image is denoised, one must no
longer use a highly resolved computational grid everywhere, but only
in selected areas that are determined by the CT. This includes parts of
the pores, as the difference between their CCs and those of the neighbors
and in the solid phase is large and, moreover, they are also correlated
with the areas next to the interface between the pores and the matrix.

Can the efficiency of image-based simulation of two-phase flows in
porous media be increased by other methods? It can, of course, be in-
creased, but we are not aware of any method that uses a single processor
and achieves the order of the speed-uop in the computations that we re-
port while preserving the accuracy, based on a transformation whose
mathematical foundation is rigorous and was developed precisely for
curvy complex space and, specifically, for image processing.

According to Ying et al. (2005), a 2563 grid takes 250 CPU sec-
onds to be curvelet transformed by a 3D curvelet. This does not include
its thresholding (which is insignificant), and inverse transforming its
coarser version. Despite this, direct use of 3D CT for denoising a 3D
image results in even better speed-up factors than what we obtained
here, even after adding the time of the image processing to the cost of
simulating the flow problem. We will report on this aspect in the near
future.

7. Summary

With the rapid increase in the speed of computations and signifi-
cant advances in instrumentations it has become possible to simulate
multiphase flows in 2D and 3D images of heterogeneous porous media.
As image-based simulation of multiphase flow in heterogeneous porous
media becomes more practical, one must, however, address the issue of
high computational cost for such simulations, while a variety of methods
have been proposed, such as use of graphics processing units (GPUs),
and parallel computations using multiple processors, we described in
this paper a new methodology to address the issue. The approach is
based on curvelet transforming the image and processing it by remov-
ing those details that do not contribute significantly to physics of fluid
flow. The computations in the less noisy and coarser images yield results
that are as accurate as those in the original ones, but with a very large
speed-up factor. This was demonstrated by simulation of two-phase flow
of CO, and brine in the 3D images of a sandstone. All the properties
of the two-phase flow system, computed with the CT-processed images
were in excellent agreement with those computed with the original re-
solved image. Thus, the methodology represents a significant step to-
ward achieving the ultimate goal of direct image-based simulations of
two-phase flows based on the governing equations, namely, making such
simulations a standard practice.
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