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Let P be a countable multiset of primes and let G =
⊕

p∈P Z/pZ. We study the universal characteristic
factors associated with the Gowers–Host–Kra seminorms for the group G. We show that the universal
characteristic factor of order < k+ 1 is a factor of an inverse limit of finite-dimensional k-step nilpotent
homogeneous spaces. The latter is a counterpart of a k-step nilsystem where the homogeneous group is
not necessarily a Lie group. As an application of our structure theorem we derive an alternative proof
for the L2-convergence of multiple ergodic averages associated with k-term arithmetic progressions
in G and derive a formula for the limit in the special case where the underlying space is a nilpotent
homogeneous system. Our results provide a counterpart of the structure theorem of Host and Kra (2005)
and Ziegler (2007) concerning Z-actions and generalize the results of Bergelson, Tao and Ziegler (2011,
2015) concerning Fωp-actions. This is also the first instance of studying the Host–Kra factors of nonfinitely
generated groups of unbounded torsion.
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1. Introduction

The universal characteristic factors for multiple ergodic averages play an important role in ergodic Ramsey
theory. For instance, in the case of Z-actions they are related to the theorem of Szemerédi [1975] about the
existence of arbitrary large arithmetic progressions in sets of positive upper Banach density in the integers.
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The universal characteristic factors associated with multiple ergodic averages in Z-actions were studied
by Host and Kra [2005] and independently by Ziegler [2007]. Later, Bergelson, Tao and Ziegler proved
a counterpart for the nonfinitely generated group G = Fωp . The goal of this paper is to generalize these
results further for the group G =

⊕
p∈P Z/pZ, where P is a multiset of primes. Moreover, in Section 2D

we discuss the general case where G is any countable abelian group. In particular, we identify a result
(Conjecture 2.15) which leads to a general structure theorem for the Gowers–Host–Kra seminorms.

Conventions 1. We use X to denote a probability space. For technical reasons we assume that any
probability space X = (X,B, µ) is regular1 and separable modulo null sets. We let (U, · ) denote a
compact abelian group and we assume that all topological groups in this paper are metrizable. Let (G,+)
be a countable abelian group, a G-system is a probability space X = (X,B, µ) together with an action
of G on X by measure-preserving transformations Tg : X→ X . Throughout most of this paper we use G
to denote the group

⊕
p∈P Z/pZ, where P is a given countable multiset of primes.

Host and Kra proved that the universal characteristic factors for Z-actions are closely related to an
infinite version of the Gowers norms. The following version of the Gowers–Host–Kra (GHK) seminorms
in the special case where G = Z was essentially introduced by Host and Kra [2005] (see [Host and Kra
2018, Proposition 16, Chapter 8] for this version).

Definition 1.1 (Gowers–Host–Kra seminorms). Let (X, Tg) be a G-system, let φ ∈ L∞(X), and let k ≥ 1
be an integer. The GHK seminorm ∥φ∥U k of order k of φ is defined recursively by the formula

∥φ∥U 1 := lim
N→∞

1
|81

N |

∥∥∥∥ ∑
g∈81

N

φ ◦ Tg

∥∥∥∥
L2

for k = 1, and

∥φ∥U k := lim
N→∞

(
1
|8k

N |

∑
g∈8k

N

∥1gφ∥
2k−1

U k−1

)1/2k

for k > 1, where φ1
N , . . . , φ

k
N are arbitrary Følner sequences and 1gφ(x)= φ(Tgx) ·φ(x).

These seminorms were first introduced in the special case where G = Z/NZ in [Gowers 2001], where
he proved quantitative bounds for Szemerédi’s theorem [1975]. As mentioned above, Host and Kra
[2005] generalized these seminorms for the infinite group Z and proved that each seminorm corresponds
to a unique factor of X . Later, Leibman [2006] proved that these factors coincide with the universal
characteristic factors for multiple ergodic averages which were studied by Ziegler [2007].

Proposition 1.2 (existence and uniqueness of the universal characteristic factors). Let G be a countable
abelian group, let X be a G-system, and let k ≥ 1. Then there exists a factor

Z<k(X)= (Z<k(X),BZ<k(X), µZ<k(X), π
X
Z<k(X))

of X with the property that, for every f ∈ L∞(X), ∥ f ∥U k(X) = 0 if and only if E( f |Z<k(X)) = 0.
This factor is unique up to isomorphism and is called the k-th universal characteristic factor of X. If
X = Z<k(X), we say that X is of order < k.

1Meaning that X is a compact metric space, B is the completion of the σ -algebra of Borel sets, and µ is a Borel measure.
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In Appendix A we summarize previous work. In particular, we survey the definitions and various
results by Host and Kra [2005] and Bergelson, Tao and Ziegler [2010]. We also state a structure theorem
for totally disconnected

⊕
p∈P Z/pZ-systems (Theorem A.21) from the author’s previous work [Shalom

2023]. This theorem will be used as a black box in this paper.
Another related approach for the study of the universal characteristic factors and related problems

like the inverse problem for the Gowers norms (see [Green and Tao 2008; Green et al. 2012; Tao and
Ziegler 2010] for more details), which we do not pursue in this paper, is the study of nilspaces and
nilspace systems. Antolín Camarena and Szegedy [2010] introduced a purely combinatorial counterpart
of the Host–Kra factors called nilspaces. The idea was to give a more abstract and general notion which
describes the “cubic structure” of an ergodic system (see [Host and Kra 2005, Section 2]). They proved
that connected nilspaces are inverse limits of nilmanifolds in the category of nilspaces, which justifies
the nil in nilspace. A nilspace system is a compact nilspace equipped with a continuous action of a
group which preserves its cube structure. Candela, González-Sánchez and Szegedy [Candela et al. 2020]
studied nilspace systems and proved that the theory of nilspaces passes through to nilspace systems when
the group acting on the space is finitely generated (Gutman, Manners and Varjú [Gutman et al. 2020b]
generalized this result to compactly generated groups). Candela and Szegedy [2023] used nilspaces to
prove a structure theorem for characteristic factors for GHK seminorms associated with any nilpotent
group. They proved that the characteristic factors for the GHK seminorms of a nilpotent group form a
nilspace system and obtained from previous result an alternative proof of Host–Kra structure theorem
for finitely generated nilpotent groups. In a series of papers Gutman, Manners, and Varjú [Gutman et al.
2020a; 2019; 2020b] studied further the structure of nilspaces. By imposing another measure-theoretical
aspect to these nilspaces, Gutman and Lian [2023] gave yet another alternative proof of Host and Kra’s
theorem for arbitrary finitely generated abelian groups.

The structure of nilspace systems is currently only well understood when the acting group is finitely
generated (or compactly generated in general). The only exception is a new result for actions of the group
G = Fωp which was recently obtained by Candela, González-Sánchez and Szegedy [Candela et al. 2023].
We believe that the tools developed in this paper may turn out to be useful also in the study of nilspace
systems associated when the acting group is not finitely generated and of unbounded torsion. For instance,
it is evident from this work that the Host–Kra factors of a nonfinitely generated group with unbounded
torsion are not necessarily isomorphic to an inverse limit of nilsystems. Thus, contrary to the finitely
generated case, it is impossible to describe arbitrary nilspace systems as an inverse limit of nilmanifolds.
The main results in this paper suggests that the notion of nilpotent systems in Definition 2.9 (see also the
double-coset construction from [Shalom 2022, Theorem 1.21]) may replace the notion of a nilmanifold
when studying arbitrary nilspace systems.

2. Main results

Recall that a k-step nilsystem is a quadruple (G/0,B, µ, R), where G is a k-step nilpotent Lie group, 0
is a discrete cocompact subgroup, B is the Borel σ -algebra, µ is the Haar measure and R : G/0→ G/0
is a left multiplication by some element r ∈ G. Host and Kra [2005, Theorem 10.1] and independently
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Ziegler [2007, Theorem 1.7] proved the following structure theorem for the universal characteristic factors
concerning Z-actions.

Theorem 2.1. Let (X,B, µ,T ) be an ergodic invertible system. Then, for every k≥1, the factor Z<k+1(X)
is isomorphic to an inverse limit of k-step nilsystems.

Our goal is to generalize this result to
⊕

p∈P Z/pZ-actions, where P is a countable multiset of primes.
As a first step we explain how to interpret the results of Bergelson, Tao and Ziegler [Bergelson et al.
2010] about Fωp-systems in this language. We need the following version of nilsystems.

Definition 2.2 (zero-dimensional nilpotent system). Let k ≥ 1 and let G be a countable abelian group.
A zero-dimensional k-step nilpotent system is a quadruple X = (G/0,B, µ, (Rg)g∈G), where G is a
zero-dimensional2 k-step nilpotent group, 0 is a closed (not necessarily discrete) cocompact subgroup, B
is the Borel σ -algebra, µ is a left G-invariant measure and there exists a homomorphism ϕ : G→ G such
that for every g ∈ G the transformation Rg : G/0→ G/0 is given by a left multiplication by ϕ(g).

The following structure theorem for the universal characteristic factors concerning Fωp can be derived
from [Bergelson et al. 2010].3

Theorem 2.3. Let k ≥ 1, any ergodic Fωp-system of order < k+ 1 is a zero-dimensional k-step nilpotent
system whenever k < p. In the low-characteristic case k ≥ p, our argument shows that there exists some
m = Ok(1) and an m-extension (see Definition 2.5) isomorphic to a zero-dimensional k-step nilpotent
Z/pmZ-system.

Remark 2.4. We cautiously note that it is possible that the group G in Definition 2.2 is not locally
compact. For instance consider the ergodic Fωp-system

X =
N∏

i=1

C p×σ

N∏
i=1

C p

of order < 3, where σ is any phase polynomial of degree < 2. If G(X) is the Host–Kra group of X
(see Definition 2.10), then since σ is a phase polynomial of degree < 2, one can show that G(X) is
a semidirect product of

∏N
i=1 C p with

∏N
i=1 C p ⊕Hom

(∏N
i=1 C p,

∏N
i=1 C p

)
∼=

∏N
i=1 C p ⊕ (F

ω
p)

N. The
group 0 = (Fωp)

N is a nonlocally compact totally disconnected subgroup and G(X)/0 ∼= X .

Let P be a countable multiset of primes and G =
⊕

p∈P Z/pZ. In order to prove a counterpart of
the theorem above for G-systems, we introduce a new notion of extensions (Definition 2.5). Our main
theorem (Theorem 2.12) asserts, roughly speaking, that every ergodic G-system of order < k + 1 is a
(special) factor of an inverse limit of k-step finite-dimensional nilpotent systems.

2A. k-extensions and finite-dimensional groups. Let (X, Tg) be a G-system and ϕ : H→G be a homo-
morphism from a countable abelian group H onto G. The homomorphism ϕ gives rise to an action of H
on X by Sh x=Tϕ(h)x . This observation allows us to define extensions outside of the category of G-systems.

2A zero-dimensional group is a topological group with a totally disconnected topology. That is, every point has a basis of
clopen sets.

3A proof of this result is not explicitly given in [Bergelson et al. 2010]. One way to prove this theorem is by following the
arguments in this paper in the simple case where P = {p, p, p, . . . }.
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Definition 2.5 (k-extensions). Let P = {p1, p2, . . . } be a multiset of primes and G =
⊕

p∈P Z/pZ. For
a natural number k ≥ 1, we define G(k)

=
⊕

p∈P Z/pkZ and let

ϕk : G(k)
→ G, ϕ(g)i = gi mod pi .

We say that a G(k)-system Y is a k-extension of X if it is an extension of (X,G(k)).

Example 2.6. Let G = Z/2Z and X = {−1, 1} and define an action of G on X by Tgx = (−1)gx .
Similarly, let H = Z/4Z and Y = {−1,−i, i, 1}. Then H acts on Y by Sh y = ih y. The system (Y, H)
defines a 2-extension of (X,G) with respect to the homomorphism

ϕ : H → G, ϕ(h)= h mod 2,

and the factor map π : Y → X , where π(y)= y2.

There are multiple notions of dimension for topological spaces in the literature, which do not coincide
for nonlocally compact groups (see [Arhangelskii and van Mill 2018] for a survey about the different
notions of dimension and the history behind them). Throughout we say that a topological space X is
totally disconnected if, for every x, y ∈ X , there exists a clopen subset C ⊆ X such that x ∈ C and y ̸∈ C .
Another possible definition for a totally disconnected space X is to require that all connected components
are singletons. These definitions do not coincide in general, but in this paper the results remain the same
if we interchange one definition with another. It is well known that all products and closed subsets of
totally disconnected sets are totally disconnected.

Since there is no concrete notion of dimension for nonlocally compact groups, we will use the following
natural definition instead.

Definition 2.7. A topological group H is said to be zero-dimensional if it is totally disconnected. A
topological group H is said to be finite-dimensional if it is contained in the family of groups FD, where
FD is the minimal family satisfying:

(i) FD contains all Lie groups and all totally disconnected groups.

(ii) If K ≤ FD then any closed subgroup of K is in FD.

(iii) If L ≤ K is a closed subgroup and K/L , L ∈ FD, then K ∈ FD.

In the specific case of compact abelian groups, this is equivalent to the following definition.

Proposition 2.8 (finite-dimensional compact abelian groups [Hofmann and Morris 2013, Theorem 8.22]).
The following conditions are equivalent for a compact abelian group U and a natural number n:

(1) U is of dimension n.

(2) There exists a compact totally disconnected subgroup 1 of U and a short exact sequence

1→1→U → (S1)n→ 1.

(3) There exists a compact zero-dimensional subgroup1 of U and a continuous surjective homomorphism
ϕ :1×Rn

→U such that 0 := kerϕ is discrete. Hence, U ∼= (1×Rn)/0 as topological groups.
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We generalize Definition 2.2.

Definition 2.9 (nilpotent systems). Let k ≥ 1 and let G be a countable abelian group. A quadruple
X = (G/0,B, µ, (Rg)g∈G), where G is a k-step nilpotent Polish group, 0 is a closed cocompact zero-
dimensional subgroup, and B, µ and Rg as in Definition 2.2 is called a k-step nilpotent system. If in
addition G is a finite-dimensional group, we say that X is a finite-dimensional k-step nilpotent system.

We note that any zero-dimensional subgroup of a Lie group is discrete. Therefore, if G is a Lie group,
then the nilpotent system X is a nilsystem. Moreover, even though the notion of dimension in nonlocally
compact groups may exhibit some pathologies, the quotient space G/0 is compact and so it is of finite
dimension with respect to any natural notion of dimension of compact topological spaces (e.g., Lebesgue
covering dimension or the small or large inductive dimension).

2B. The Host–Kra group. The Host–Kra group plays an important role in this paper. We generalize the
definition from [Host and Kra 2005, Section 5] to arbitrary countable abelian group G.

Definition 2.10. Let G be a countable abelian group and let (X,G) be a G-system. We denote by G(X)
the group of all transformations t : X → X with the property that, for every l > 0, the measure µ[l] is
t [l]-invariant and t [l] acts trivially on I[l](X).

The measure µ[l], the transformation t [l] : X [l] → X [l] and the σ -algebra I[l](X) are defined in
Appendix A. We note that if X is a system of order < k+ 1 (i.e., X = Z<k+1(X)), then G(X) is a k-step
nilpotent locally compact Polish group [Host and Kra 2005, Corollary 5.9].

Host and Kra [2005] proved the following stronger version of Theorem 2.1.

Theorem 2.11. Let k ≥ 0. Let X be an ergodic Z-system of order < k+ 1. Then, for every n ∈ N there
exists a factor Xn of X such that:

(1) Xn is an increasing sequence (i.e., Xn is a factor of Xn+1 for every n) and X is the inverse limit of Xn .

(2) For each n, Xn is isomorphic to the system (G(Xn)/0(Xn),Bn, µn, Sn) where the Host–Kra group
G(Xn) is a k-step nilpotent locally compact Lie group, 0(Xn) is a discrete cocompact subgroup of G(Xn),
Bn is the Borel σ -algebra and µn is the Haar measure. The action of Sn on G(Xn)/0(Xn) is given by left
multiplication by an element in G(Xn).

Our main result is the following counterpart of Theorem 2.11 for the group G =
⊕

p∈P Z/pZ.

Theorem 2.12 (structure theorem). Let k≥0 and let X be an ergodic
⊕

p∈P Z/pZ-system of order< k+1.
Then for some m = Ok(1)4 there exists an m-extension Y of X that is an inverse limit of finite-dimensional
k-step nilpotent systems. Moreover, for each n ∈ N there exists a factor Yn of Y such that:

(1) Yn is an increasing sequence and Y is the inverse limit of Yn .

(2) For each n, Yn is isomorphic to the system (G(Yn)/0(Yn),Bn, µn, (Sn,g)g∈
⊕

p∈P Z/pm Z), where the
Host–Kra group G(Yn) is a finite-dimensional k-step nilpotent group, 0(Yn) is a zero-dimensional closed
cocompact subgroup of G(Yn), Bn is the Borel σ -algebra and µn is a left G(Yn)-invariant measure. For

4We use Ok(1) to denote a quantity which is bounded by a constant depending only on k.
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every g ∈
⊕

p∈P Z/pmZ, the action of Sn,g on G(Yn)/0(Yn) is given by left multiplication by an element
in G(Yn).

In particular, it follows that if X is a G-system where G =
⊕

p∈P Z/pZ, then for every k ∈ N there
exists m = Ok(1) and an m-extension (Y,G(m)) such that the following diagram commutes:

(X,G)

π X
k

��

(Y,G(m))
πoo

πY
k

��
(Zk(X),G) (Zk(Y ),G(m))∼= lim

←
(Gn/0n,G(m))oo

The case k = 2 of Theorem 2.12 was established by the author in [Shalom 2023] without the use of
extensions (see also Theorem 4.7). We do not know whether this result (without m-extensions) holds for
higher values of k. In Section 2E we explain how m-extensions are used to overcome certain difficulties
in the simple case where k = 3.

2C. Convergence of multiple ergodic averages and limit formula. As an application of our structure
theory, we derive an alternative proof for the convergence of some multiple ergodic averages and a limit
formula in the special case where the underlying system is a nilpotent system and the homogeneous
group is the Host–Kra group. More concretely, fix k ≥ 0 and let (X, Tg) be an ergodic G-system where
G =

⊕
p∈P Z/pZ and f1, . . . , fk+1 ∈ L∞(X). We study the limit of the following multiple ergodic

averages as N goes to infinity:

Eg∈8N Tg f1T2g f2 · · · · · T(k+1)g fk+1. (2-1)

In the case of Z-actions, Host and Kra [2005] and Ziegler [2007] proved the convergence of these averages
by studying the universal characteristic factors. In the special case where X is a nilsystem, Ziegler
[2005] proved a limit formula for average (2-1); see (2-2) below. A simpler proof of this result and
some applications to multiple recurrence can be found in [Bergelson et al. 2005]. Bergelson, Tao and
Ziegler [Bergelson et al. 2015] proved a variant of this formula for Fωp-systems from which they deduced a
Khintchine-type recurrence for various configurations (see [Bergelson et al. 2015, Theorem 1.13] for more
details). In the special case where k = 2 this formula and the multiple recurrence results were generalized
to other abelian groups in [Shalom 2022; Ackelsberg et al. 2021]. We note that the norm convergence of
average (2-1) as N →∞ was proved by Walsh [2012] for any countable nilpotent group G. We give an
alternative proof for this result in the special case where G =

⊕
p∈P Z/pZ.

Theorem 2.13 (convergence of the multiple ergodic averages). Let (X, Tg) be an ergodic G-system. Let
k ≥ 0 be such that k + 1 ≤ minp∈P p and f1, . . . , fk+1 ∈ L∞(X). Then, the multiple ergodic average
(2-1) converges in L2(X) as N goes to infinity.

The properties of the Host–Kra group are needed in the proof of the following formula for the limit of
average (2-1) in the special case where the underlying system X is a nilpotent system. In other words, it
is important that the homogeneous groups in Theorem 2.12 are the Host–Kra groups of the system.
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Let G be a k-step nilpotent group and µG/0 be a left G-invariant measure on G/0. Let G1 = G and for
every 2≤ r ≤ k let Gr be the closed subgroup generated by all the r -commutators [. . . [[x1, x2], x3], . . . xr ],
where x1, . . . xr ∈ G. Let 0r = Gr ∩0 and let mr be a left Gr -invariant measure on the quotient space
Gr/Gr+10r . We have the following formula for the limit of average (2-1).

Theorem 2.14 (limit formula). Let m ≥ 1 and let G =
⊕

p∈P Z/pmZ. Fix k ≥ 0 with k+ 1<minp∈P p
and let X = G(X)/0 be a k-step nilpotent G-system, where G(X) is the Host–Kra group of X. Then, for
every f1, . . . , fk+1 ∈ L∞(X), every Følner sequence 8N of G and µG/0-almost every x ∈ G/0 we have

lim
N→∞

Eg∈8N Tg f1(x)T2g f2(x) · · · · · T(k+1)g fk+1(x)

=

∫
G/0

∫
G2/02

· · ·

∫
Gk/0k

k+1∏
i=1

fi (x · yi
1 · y

(i
2)

2 · · · · · y
(i

i)
i ) d

k∏
i=1

mi (yi0i ), (2-2)

with the abuse of notation f (x)= f (x0).

2D. Discussion of the main steps in the proof of Theorem 2.12 and generalizations to other countable
abelian groups. We summarize the main steps in the proof of Theorem 2.12. In each step we survey
previous work concerning Z-actions [Host and Kra 2005; Ziegler 2007] and Fωp-actions [Bergelson et al.
2010], describe the counterpart that we prove for

⊕
p∈P Z/pZ-actions and discuss the general case of

G-actions, where G is any countable abelian group.
Let m ≥ 0. We denote by Z1

<m(G, X, S1) the group of cocycles of type < m (Definition A.5) and by
PC<m(G, X, S1)= P<m(G, X, S1)∩ Z1(G, X, S1) the phase polynomial cocycles of degree < m. The
first step in the proof of Theorem 2.12 is to study how large this subgroup is.

Step 1 (Theorem 3.1): Let X be an ergodic
⊕

p∈P Z/pZ-system. Then

PC<m

(⊕
p∈P

Z/pZ, X, S1
)
· B1

(⊕
p∈P

Z/pZ, X, S1
)

has at most countable index in Z1
<m

(⊕
p∈P Z/pZ, X, S1

)
.

A well-known theorem of Moore and Schmidt states that, for any countable abelian group G and any
ergodic G-system X ,

Z1
<1(G, X, S1)= PC<1(G, X, S1) · B1(G, X, S1).

In the special case where G = Fωp , this equality holds for higher values of m. Formally, Bergelson, Tao
and Ziegler [Bergelson et al. 2010] proved that

Z1
<m(F

ω
p, X, S1)= PC<m(F

ω
p, X, S1) · B1(Fωp, X, S1)

for every m < p and an ergodic Fωp-system X .
This equality fails in general. For instance Furstenberg [1990] and Weiss proved that there exists an

ergodic Z-system X and a Z-cocycle ρ of type < 2 that is not cohomologous to a phase polynomial of any
order. In previous work [Shalom 2023], we find an “if and only if” criterion for this equality to hold for⊕

p∈P Z/pZ-systems and construct a counterpart of the Furstenberg and Weiss example in the case where
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P is an unbounded multiset of primes. If (X, T ) is a group rotation, Host and Kra [2005, Lemma 9.2]
proved that P<1(Z, X, S1) · B1(Z, X, S1) is of countable index in Z1

<2(Z, X, S1) and mentioned that the
counterpart for higher values of m fails. Instead, they proved the following result: let (X, T ) be an ergodic
Z-system and let (�, P) be a probability space. Let ω 7→ ρω be a measurable map into Z1

<m(Z, X, S1).
Then there exists a set of positive measure A⊆� such that ρω/ρω′ is cohomologous to a constant for
every ω,ω′ ∈ A.

We thus conjecture that the following general version holds.

Conjecture 2.15. Let G be a countable abelian group and (X,G) be an ergodic G-system. Let m ≥ 1
and (�, P) be a probability space. Then, for any measurable map ω 7→ ρω from � to Z1

<m(G, X, S1),
there exists a set of positive measure A⊆� such that ρω/ρω′ ∈ PC<m(G, X, S1) · B1(G, X, S1).

The next step in the proof of Theorem 2.12 is to reduce matters to the case where X is a finite-
dimensional system (see Definition 4.1) using inverse limits. Recall (Proposition A.19) that every ergodic
system X of order < k is a tower of abelian extensions. Namely,

X =U0×ρ1 U1× · · ·×ρk−1 Uk−1.

We refer to the compact abelian groups U0, . . . .,Uk−1 as the structure groups of the system X .

Step 2 (Theorem 4.3): Let k ≥ 1. Then any ergodic
⊕

p∈P Z/pZ-system is an inverse limit of finite-
dimensional systems (see Definition 4.1). Bergelson, Tao and Ziegler [Bergelson et al. 2010] proved that
the structure groups of an ergodic Fωp-system of order < k are totally disconnected (zero-dimensional).
We refer to these systems as totally disconnected systems. The following definition is due to Host
and Kra: a system X of order < k is called toral if U1 is a Lie group and any other structure group
is a finite-dimensional torus. In the case of Z-actions Host and Kra proved that X is an inverse limit
of toral systems. In the generality of countable abelian groups, it is impossible to approximate every
system with finite-dimensional systems. As a counterexample consider the action of the group Zω on
(S1)N by Rnx = (αn1 x, αn2 x, . . . ), where n = (n1, n2, . . . ). If α is irrational then the action is ergodic.
Let (e1, e2, . . . ) denote the natural basis for Zω and ρ : Zω × (S1)N→ S1 be the unique cocycle with
ρ(ei , x)= xi . Then, the extension (S1)N×ρ S1 is an ergodic system of order < 3 that is not an inverse
limit of finite-dimensional systems.

Step 3: The last and most technically difficult step in the proof of Theorem 2.12 is solving the following
lifting problem. Let X = Z<k(X)×ρ U be a finite-dimensional ergodic system of order < k+ 1. Using a
proof by induction and passing to an extension, we may assume that Z<k(X)= G/0 is a nilpotent system.
Let Gk ≤ Gk−2 ≤ · · · ≤ G2 ≤ G1 = G be the lower central series for G. We adapt an inductive argument of
[Host and Kra 2005], where in step j we lift some elements from the group Gk− j+1 to transformations on
X which belongs to G(X). The following difficulties arise in the case where X is a finite-dimensional
system that is not a toral system.

(1) The near-action defined by group generated by the connected component of G(X) and {Tg : g ∈ G}
may not be transitive on X .
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(2) The cocycles in the process may take values in a compact abelian group U which is not necessarily
a torus. In particular, it is difficult to apply the results from step (1).

To deal with these difficulties we use extensions and k-extensions (see Definition 2.5). For instance, in order
to overcome the second difficulty, we prove the following result (Lemma 5.11): Let G=

⊕
p∈P Z/pZ, and

ρ :G×X→U be a cocycle into some finite-dimensional group U. If χ◦ρ∈ PC<k(G, X, S1)·B1(G, X, S1)

for every χ ∈ Û, then there exists some m = Ok(1) and an m-extension π : Y → X with the property
that ρ ◦π ∈ PC<k(G(m), Y,U ) · B1(G(m), Y,U ). To deal with the first difficulty we also need extensions,
but of different type. Roughly speaking, we show that for every countable set of transformations of
bounded torsion in G(X), there exists an extension Y where these transformations have a lift in G(Y ).
(See Lemma 7.6, and Section 7 for more details). We note that the passing to extensions of X leads to
other difficulties which we discuss in detail in Section 6.

The reduction to the case where X is a finite-dimensional system is only necessary to ensure that U is
finite-dimensional and Y is an m-extension. This is no longer necessary when working in the generality
of all countable abelian groups. Therefore, by following the arguments in this paper and assuming that
Conjecture 2.15 holds we can prove a structure theorem for all countable abelian groups.

Theorem 2.16 (structure theorem). Let G be a countable abelian group and k ≥ 1. Let X be an ergodic
G-system of order < k+1 and assume that Conjecture 2.15 holds. Then X is a factor of a k-step nilpotent
system (Y, H), where H is a countable abelian group extending G and the homogeneous group G(Y ) is a
k-step nilpotent Polish group.

Since any countable abelian group is a quotient of Zω, one can always take H = Zω in the theorem
above. The case k = 2 of this theorem was established in [Shalom 2022]. The proof of the theorem above
follows by arguing as in Sections 6 and 7 together with the counterpart of Lemma 5.11 and Theorem 5.9
for abelian groups that is given in [Shalom 2022, Proposition 3.8 and Theorem 3.14].

2E. A simple case of Theorem 2.12 and k-extensions. We emphasize the part of the proof where we
used k-extensions. For the sake of the example, let X be an arbitrary G-system of order < 4. By
Proposition A.19, there exist compact abelian groups Z , U and W and cocycles σ and ρ such that

X = Z ×σ U ×ρ W.

In Section 4 we reduce matters to the case where X is a finite-dimensional system (see Definition 4.1)
using inverse limits. Let us therefore assume that Z and U are finite-dimensional groups and W is a Lie
group. Since W is a Lie group, modifying the arguments of Host and Kra one can show that X is (a factor
of) a 3-step nilpotent system with respect to its Host–Kra group if and only if Y = Z<3(X) is (a factor of)
a 2-step nilpotent system with respect to its Host–Kra group. In that case the Host–Kra group takes the
convenient form

G(Y )={Ss,F : s∈Z , F∈M(Z ,U ) such that there exists c∈Hom(G,U ) with 1sσ(g,x)=c(g)·1g F(x)},

where Ss,F : Y → Y is the transformation Ss,F (z, u)= (sz, F(z)u).
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If U is a torus, then for every s ∈ Z there exists a character cs : G → U and a measurable map
Fs : Z→U such that 1sσ = cs ·1Fs (see Lemma 3.2). Equivalently, this means that the transformation
s ∈ Z has a lift Ss,Fs in G(Y ). If this holds for every s ∈ Z then the action of G(Y ) on Y is transitive and
Y is a nilpotent system. Below we discuss the case where U is a finite-dimensional group that is not a
Lie group. (If U is a Lie group then it is a direct product of a torus and a finite group. The case where U
is finite is covered in [Shalom 2023].)

Observe that if χ :U → S1 is a character, then by the torus case there exist cs,χ ∈ Hom(G, S1) and
Fs,χ ∈M(Z , S1) such that

1sχ ◦ σ(g, x)= cs,χ (g) ·1g Fs,χ (x). (2-3)

By Pontryagin duality, s has a lift in G(Y ) if and only if there is a choice of Fs,χ and cs,χ for which
(2-3) holds and χ 7→ Fs,χ is a homomorphism. Equivalently, for every s ∈ Z we can consider the map
ks : Û × Û → P<2(Z , S1), where

ks(χ, χ
′)=

Fs,χ ·χ ′

Fs,χ · Fs,χ ′
.

The map ks defines an abelian multiplication on the Cartesian product Û×P<2(Z , S1) by (χ, p)·(χ ′, p′)=
(χχ ′, ks(χ, χ

′)pp′). We denote this group by U×ks P<2(Z , S1) and observe that the short exact sequence

1→ P<2(Z , S1)→ Û ×ks P<2(Z , S1)→ Û → 1 (2-4)

splits if and only if s has a lift in G(Y ).
Since U is not a torus, Û is not a projective object in the category of discrete abelian groups. Moreover,

it is not necessary that P<2(Z , S1) is a divisible group (an injective object). In other words, other properties
of ks must be used in order to prove that this extension always splits. Instead, we chose a different method
which involves k-extensions.

Let n= dim U. A careful analysis of the finite-dimensional group U shows that we can find a multiset of
primes P and vectors vp ∈Zn for every p∈ P such that Û ∼=Zn

[(1/p)·vp]. It is easy to find a cross-section
from the subgroup Zn to Û×ks P<2(X, S1) and so it is left to find p-th roots for certain phase polynomials
in P<2(X, S1). We do not know whether or not such roots exist and therefore we use extensions. In
Section 5 we prove, roughly speaking, that by extending Y to a 2-extension Y ′ we can find a p-th root for
any phase polynomial of degree < 2 on Z in P<2(Z<2(Y ′), S1) (see Theorem 5.5 or Theorem 5.9). This
means that by passing to an extension and replacing P<2(Z , S1) with P<2(Z<2(Y ′), S1), the short exact
sequence (2-4) splits and we can lift s to G(Y ′). Then, since we passed from Y to Y ′, we need to make
sure that we can also lift all of the new transformations which arise from the extension Z<2(Y ′)→ Z . A
formal proof is given in Sections 6 and 7.

3. Conze–Lesigne-type equation

Throughout, fix a multiset of primes P. Let m ≥ 0, let G be a countable abelian group and denote
by Z1

<m(G, X, S1) the group of (G, X, S1)-cocycles of type < m and by PC<m(G, X, S1) the phase
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polynomial cocycles of degree < m. It follows by Lemma A.15 that

PC<m(G, X, S1) · B1(G, X, S1)≤ Z1
<m(G, X, S1). (3-1)

The following theorem is the main result in this section.

Theorem 3.1. Let X be an ergodic
⊕

p∈P Z/pZ-system. Then, for every m ≥ 0, the subgroup

PC<m

(⊕
p∈P

Z/pZ, X, S1
)
· B1

(⊕
p∈P

Z/pZ, X, S1
)

is of at most countable index in Z1
<m

(⊕
p∈P Z/pZ, X, S1

)
.

We recall some relevant results from previous work. In the case where m = 1, we have the following
theorem of [Moore and Schmidt 1980].

Lemma 3.2 (cocycles of type < 1 are cohomologous to constants). Let G be a countable abelian
group, and let X be an ergodic G-system. Suppose that ρ : G × X → S1 is a cocycle of type < 1.
Then, there exists a character c : G→ S1 such that ρ is (G, X, S1)-cohomologous to c. Equivalently,
Z1
<1(G, X, S1)= PC<1(G, X, S1) · B1(G, X, S1).

The following result [Host and Kra 2005, Corollary 7.9] allow us to reduce matters to the case where
X is of order < m.

Proposition 3.3. Let G be a countable abelian group and X an ergodic G-system. If m ≥ 0 and
ρ : G × X → U is a cocycle of type < m into some compact abelian group U, then ρ is (G, X,U )-
cohomologous to a cocycle ρ ′ : G× X→U that is measurable with respect to Z<m+1(X).

From this and Theorem A.21 we conclude the following result.

Theorem 3.4. Let m ≥ 0 and P be a multiset of primes. If X is an ergodic totally disconnected⊕
p∈P Z/pZ-system (see Definition A.20) then every cocycle ρ :

⊕
p∈P Z/pZ× X→ S1 of type < m is(⊕

p∈P Z/pZ, X, S1
)
-cohomologous to a phase polynomial of degree < d for some d = Om(1).

If hypothetically we knew that the quantity d in the theorem equals to m, then this would imply
Theorem 3.1 for a totally disconnected system X . In fact, in this case

PC<m

(⊕
p∈P

Z/pZ, X, S1
)
· B1

(⊕
p∈P

Z/pZ, X, S1
)
= Z1

<m

(⊕
p∈P

Z/pZ, X, S1
)
.

In order to deal with the fact that d is potentially higher than m we need the following generalization of
Lemma A.17.

Lemma 3.5. Let X be an ergodic G-system. Let d ≥ m ≥ 0 and p : G× X→ S1 be a phase polynomial
of degree < d and type <m. Write d [m] p=1Q, and let r = d−m. If ∥Q−1∥L2(X [m],µ[m]) <

√
2/2r+d−1

then p is a phase polynomial of degree < m.

Proof. If m = 0 then the claim follows by Lemma A.17. Assume that m ≥ 1. We have:
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Claim. Let P : X [m]→ S1 be a phase polynomial of degree < r and suppose that

∥P − 1∥L2(X [m],µ[m]) <
√

2/2r−1. (3-2)

Then P is invariant with respect to the diagonal action of G on X [m] if and only if , for every (m−1)-face α
and g ∈ G, 1g[m]α

P is invariant with respect to that action.

Proof. Let g ∈G and α be an (m−1)-face. Since g[m]α is measure-preserving (Lemma A.3) and commutes
with h[m], the first direction follows. We prove the other direction. By the ergodic decomposition theorem
there exists a probability measure (�m, Pm) such that

µ[m] =

∫
�m

µω d Pm(ω). (3-3)

Let α be an (m−1)-dimensional face. By Lemma A.4, the transformation g[m]α defines an isomorphism of
ergodic components and an action on (�m, Pm). Moreover, by the same lemma, the action generated by
these transformations for every g ∈ G and (m−1)-dimensional face α is ergodic. Let

A = {ω ∈�m :1P = 1 µω-a.e.}.

Since 1g[m]α
P is invariant, we have that ω ∈ A if and only if g[m]α w ∈ A. In other words, A is invariant.

On the other hand, from (3-3) and (3-2) we conclude that the set

B := {ω ∈�m : ∥P − 1∥L2(µω) <
√

2/2r−1
}

is of positive measure with respect to Pm . Since µω is ergodic it follows by Lemma A.17 that B ⊆ A and
therefore by ergodicity (Lemma A.4) A is of measure 1. This proves the claim. □

We return to the proof of the lemma. For any g1, . . . , gd ∈G and (m−1)-dimensional faces, α1, . . . , αd

we have
d [m]α 1g1 · · ·1gd p =11g1

[m]
α1
· · ·1gd

[m]
αd

Q,

where α is the intersection of α1, . . . , αd . Since p is of degree < d we conclude that 1g1
[m]
α1
· · ·1gd

[m]
αd

Q
is invariant with respect to the diagonal action of G. The claim above imply that if d-derivatives of Q are
invariant and these derivatives are sufficiently close to 1, then only d − 1 derivatives of Q are invariant.
Repeating this claim iteratively d times, we deduce that when Q sufficiently small (as in the lemma), it is
invariant with respect to that action. Since d [m] p=1Q = 1, Lemma A.15 implies that p is of degree <m
as required. □

We have the following reduction of Theorem 3.1.

Lemma 3.6. Let G=
⊕

p∈P Z/pZ. In order to prove Theorem 3.1 it is enough to show that for some d>m

PC<d(G, X, S1) · B1(G, X, S1)∩ Z1
<m(G, X, S1)≤ Z1

<m(G, X, S1)

is of at most countable index.

Proof. Let W ⊆ L2(X [m]) denote the space of phase polynomials of degree < d −m+ 1 in X [m]. Since
L2(X [m], µ[m]) is separable, we can decompose W into a countable union of balls {Bi }i∈N of diameter
<
√

2/22d−m+1. For each ball, we choose (if it exists) a cocycle ρi ∈ P<d(G, X, S1) · B1(G, X, S1)
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such that ρi = pi · 1Fi for a measurable map Fi : X → S1 and a phase polynomial cocycle pi ∈

P<d(G, X, S1) which satisfies that d [m] pi = 1Qi , where Qi ∈ Bi . We conclude that, for every ρ ∈
PC<d(G, X, S1) · B1(G, X, S1), there exists i such that ρ/ρi ∈ PC<m(G, X, S1) · B1(G, X, S1). Indeed,
write ρ = p ·1F for some p ∈ PC<d(G, X, S1). Since p is cohomologous to ρ, it is of type < m.
Therefore, we can write d [m] p =1Q for some phase polynomial Q : X [m]→ S1 of degree < d −m+ 1
(by Lemma A.15). We conclude that Q ∈W and there exists i such that Q ∈ Bi . Let ρi as above. We
conclude that ρ/ρi = p/pi ·1F/Fi and d [m] p/pi =1Q/Qi . Since

∥Q/Qi − 1∥L2(µ[m]) = ∥Q− Qi∥L2(µ[m]) <
√

2/22d−m+1,

Lemma 3.5 implies that p/pi is of degree < m. It follows that PC<m(G, X, S1) · B1(G, X, S1) is of
countable index in PC<d(G, X, S1) · B1(G, X, S1)∩ Z1

<m(G, X, S1). By the assumption, the latter is
of at most countable index in Z1

<m(G, X, S1). We conclude that PC<m(G, X, S1) · B1(G, X, S1) is of
countable index in Z1

<m(G, X, S1), as required. □

The main difficulty in the proof of Theorem 3.1 is therefore to reduce matters to the case where X is
totally disconnected. Before we turn to the proof of Theorem 3.1, we prove some corollaries. Since we
prove Theorem 3.1 by induction on the order of X , we will be able to use these corollaries for systems of
smaller order.

3A. Corollaries. Throughout and unless specified otherwise G =
⊕

p∈P Z/pZ. We begin with the
following counterpart of [Host and Kra 2005, Lemma 9.2].

Theorem 3.7. Let m ≥ 0 be a natural number and X be an ergodic G-system. Let (�, P) be a probability
space and ω 7→ ρω be a measurable map from � into Z1

<m(G, X, S1). Then, there exists a set of positive
measure A⊂� such that ρω/ρω′ ∈ PC<m(G, X, S1) · B1(G, X, S1) for every ω,ω′ ∈A.

We need some notation: An analytic subset of a measurable space X is the continuous image of a
Polish space in X . The Lusin separation theorem [Kechris 1995, Theorem 14.7] implies that if A and
X\A are analytic, then A is Borel measurable.

Proof. Observe that since the analytic set PC<m(G, X, S1) · B1(G, X, S1) is of at most countable index
in Z1

<m(G, X, S1). Then by the separation theorem it is Borel. Therefore the map

ω 7→ ρω · PC<m(G, X, S1) · B1(G, X, S1)

is a measurable map into a countable set. We conclude that there exists a measurable set B⊆� of positive
measure such that for every ω,ω′ ∈ B, ρω and ρω′ belong to the same coset. □

As a corollary we have the following result.

Theorem 3.8. Let m ≥ 0, X be an ergodic G-system and U be a compact abelian group which acts on
X by automorphisms. Let ρ : G × X → S1 be a cocycle and suppose that, for every u ∈ U, 1uρ is of
type < m. Then there exists an open subgroup U ′ ≤U such that 1uρ ∈ PC<m(G, X, S1) · B1(G, X, S1)

for all u ∈U ′.
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Proof. From the cocycle identity it is easy to see that

U ′ = {u ∈U :1uρ ∈ PC<m(G, X, S1) · B1(G, X, S1)}

is a subgroup of U. We use Theorem 3.7 with �= U and ρu =1uρ. We see that there exists a set of
positive measure A⊆U such that1uρ/1u′ρ ∈ PC<m(G, X, S1)·B1(G, X, S1) for all u, u′ ∈A. A direct
computation shows that 1uu′−1ρ = Vu′−11uρ/1u′ρ for every u, u′ ∈U. Since U commutes with G, we
conclude that A·A−1

⊆U ′. Therefore, by Lemma B.1, U ′ is an open subgroup and the proof is complete. □

Given a compact abelian group U and an integer m we define U m
:= {um

: u ∈U }. Observe that the
subgroup U ′ in the previous theorem depends on the cocycle ρ. In the next lemma we compute this group
for a root of ρ.

Lemma 3.9. Let X be an ergodic G-system. Let U be a compact abelian group which acts on X
by automorphisms and let n,m, d ∈ N. If ρ : G × X → S1 is a cocycle of type < m and 1uρ

n
∈

PC<d(G, X, S1) · B1(G, X, S1) for every u ∈ U, then 1uρ ∈ PC<d(G, X, S1) · B1(G, X, S1) for every
u ∈U nm .

Proof. The claim follows immediately by induction on m and from the identity

1un ρ̃ =1u ρ̃
n
·

n−1∏
k=0

1u1uk ρ̃

We have1u ρ̃
n
∈ PC<d(G, X, S1) ·B1(G, X, S1) and, for every 1≤ k ≤ n, 1u1uk ρ̃ is of smaller type. □

3B. The proof of Theorem 3.1. We briefly explain the method in the proof. We prove the claim by
induction on m: The case m = 0 is trivial, and the case m = 1 follows from Lemma 3.2. Fix m ≥ 2 and
assume inductively that the theorem holds for smaller values of m. Let ρ : G× X→ S1 be a cocycle of
type < m. By Proposition 3.3 we can assume without loss of generality that X is of order < m+ 1. By
Proposition A.19 we can find compact abelian groups U0,U1,U2, . . . ,Um where U0 is trivial and

X =U0×ρ1 U1× · · ·×ρm Um .

We construct a sequence of factors

X = Xm→ Xm−1→ Xm−2→ · · · → X0,

where in each step we quotient out the connected component of the identity in the next structure group.
The last factor, X0 is a totally disconnected system.

Observe that the factor maps define a sequence of injections

Z1
<m(G, X0, S1) ↪→ Z1

<m(G, X1, S1) ↪→ · · · ↪→ Z1
<m(G, X, S1).

Adapting the arguments of Host and Kra, we show that the image of each of these embeddings is of at most
countable index in the next group. Then we apply Theorem A.21 to the system X0 and complete the proof.

One difficulty which arise in this process is that the connected component of the identity of the structure
groups may not act on X by automorphisms. For this reason we study under which conditions we can lift
an automorphism from Z<k(X) to Z<k+1(X) for every 1≤ k ≤ m. We have:
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Lemma 3.10 (going up). Let X be an ergodic G-systems. Let U be a compact abelian group and
Y = X ×ρ U be an extension of X by a cocycle ρ : G× X→U. Let A be a connected compact abelian
group of automorphisms of X and suppose that for every a ∈ A, 1aρ ∈ B1(G, X,U ). Then, there exists
a compact connected abelian group of automorphisms Ã of Y such that the induced action of Ã on X
coincides with the action of A.

Proof. Let X, ρ, A as above. For every a ∈ A and a measurable map F : X→U we define a measure-
preserving transformation Sa,F on X ×U by Sa,F (x, u) := (ax, F(x)u). Direct computation shows that
the group

K := {Sa,F :1aρ =1F}

acts on X ×U by automorphisms. Indeed,

Sa,F T Y
g (x, u)= (a · T X

g x, F(Tgx)ρ(g, x)u)= (T X
g ax, F(x)ρ(g, ax)u)= T Y

g Sa,F (x, u).

Equipped with the topology of convergence in probability K is a Polish group with respect to the
multiplication Sa,F ◦ Sa′,F ′ = Saa′,F ′Va′ F (see, e.g., [Host and Kra 2005, Appendix A]). By the assumption
the projection map p : K→ A is onto. Moreover, by ergodicity we see that the kernel of p is isomorphic
to U. In particular, it follows from Corollary B.4 that K is a compact Polish group. Finally, since A is
abelian, direct computation reveals that K is 2-step nilpotent. We let Ã be the connected component of K.
By all of the above and Proposition B.15 we deduce that Ã is a compact connected abelian group. Since
p is open (Theorem B.3) it maps the connected group Ã onto A. □

Given a system X and a group A acting freely on X . We define the quotient space X/A to be the space
of all equivalent classes [x] := {ax : a ∈ A} with the quotient σ -algebra. We let the measure µX/A be the
push-forward of µX under the factor map π : X→ X/A, π(x)= [x]. Finally, if g Ag−1

⊆ A for every
g ∈ G then the action of G on X/A by Tg[x] = [Tgx] is well-defined.

Lemma 3.11 (going down). Let Y = X ×ρ U be an ergodic abelian extension of a G-system X by a
compact abelian group. Let A be a compact connected abelian group of automorphisms of X and suppose
that A acts freely on X and 1aρ ∈ B1(G, X, S1) for every a ∈ A. Then Ã from the previous lemma acts
freely on Y and the factor Y ′ = Y/ Ã is an extension of X ′ := X/A by some quotient of U.

Proof. Let Y ′ as in the lemma. The G-action on Y ′ is given by g[y] = [gy], where [y] = {ay : a ∈ Ã}.
This action is well-defined since the action of Ã on Y commutes with the action of G. Let K be as in the
proof of the lemma above, and p : K→ A the projection map. As before we can identify U with the
kernel of p : K→ A. We show that Y ′ ∼= X ′×σ U/V for some cocycle σ , where V = Ã∩U.

Let ρ̄ : G× X→U/V be the composition of ρ with the projection map U →U/V and consider the
extension X×ρ̄U/V. For every a∈ A choose a measurable cross-section a 7→ Fa such that Sa,Fa ∈ Ã. Since

1aρ =1Fa, (3-4)

the cocycle identity implies that Faa′/(Fa Va F ′a) is a constant. Since S1,Faa′/(Fa Va F ′a) ∈ Ã, we conclude
that Faa′/(Fa Va F ′a) ∈ V. Now, let Fa be the projection of Fa to U/V. It follows that Faa′ = Fa Va Fa′ .
Since A acts freely on X , we can write X = X0 × A measurably. Choose some generic point a0 ∈ A
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and set F(x, aa0) := Fa(x, a0). A direct computation reveals that 1a F = Fa . From (3-4) we conclude
that ρ̄/1F is invariant to A. Let σ : G × X ′→ U/V be the push-forward of ρ̄/1F and let F̃ be any
measurable lift of F to a map into U. Then, for every x ∈ X we have that F̃(ax)/F̃(x) · Fa(x) ∈ V. This
implies that π([x]A, uV )= [(x, F̃(x)−1u)] Ã is a well-defined isomorphism from X ′×σ U/V to Y ′. Since
A acts freely on X , we can write X ∼= X ′ × A and therefore Y ∼= X ′ × A×U/V × V. By identifying
A× V (measurably) with Ã we see that Ã acts freely on Y, as required. □

Next we modify the argument from [Host and Kra 2005, Proposition 8.9] for connected groups in the
context of

⊕
p∈P Z/pZ-actions.

Lemma 3.12. Let X be a G-system of order < m + 1 for some m ≥ 0 and let U be a connected
compact abelian group which acts freely on X by automorphisms. We abuse notation and identify
Z1
<m(G, X/U, S1) with a subgroup of Z1

<m(G, X, S1). Then, Z1
<m(G, X/U, S1) · B1(G, X, S1) is of at

most countable index in Z1
<m(G, X, S1).

Proof. Equip M(X, S1)with the L2 topology. For every cocycle ρ ∈ Z1
<m(G, X, S1)we consider the group

Hρ := {Su,F : u ∈U, F ∈M(X, S1), there exists p ∈ P<m(G, X, S1) such that 1uρ = pu ·1F}.

Equipped with the topology of convergence in probability Hρ is a Polish group and we have a short exact
sequence

1→ P<m+1(X, S1)→Hρ→U → 1.

By Corollary B.4, Hρ is locally compact. Moreover, since U is connected, Hρ is 2-step nilpotent. To see
this observe that if Su,F , Su′,F ′ ∈Hρ , then [Su,F , Su′,F ′] = S1,1u′ F/1u F ′ . Since phase polynomials cocycles
are invariant with respect to translations by connected groups (Proposition C.5), we conclude that

1
1u F ′u
1u′Fu

=
1u1u′ρ

1u′1uρ
= 1.

Therefore by ergodicity 1u F ′u/1u′Fu is a constant and S1,1u′ F/1u F ′ is in the center of Hρ .
Let M(X, S1) denote the space of all measurable maps on X with values in S1, equipped with

the topology of convergence in probability. Let F be the group of all continuous maps from U to
M(X, S1)/P<m+1(X, S1), where M(X, S1)/P<m+1(X, S1) is equipped with the quotient metric (i.e.,
d( f, g)= infp∈P<m+1(X,S1) dM(X,S1)( f − p, g)). Equipped with the supremum metric, F is a Polish group.
We define a map 8ρ ∈ F by giving each u ∈U the equivalence class of Fu in M(X, S1)/P<m+1(X, S1).
If 8ρ is sufficiently small (say ∥8ρ∥F < 1/20m) we show that we can linearize the term u 7→ Fu :

For such ρ we can define a subset K ≤Hρ by

K :=
{

Ss,F : there exists c ∈ S1 such that |F − c| ≤ 1
10m

}
.

A direct computation shows that K is a closed subgroup of Hρ (see [Host and Kra 2005, Proposition 8.9] for
the details). Observe that since ∥8ρ∥F < 1/20m the projection pK :K→U is onto. Since U is connected
and p is open (Theorem B.3), the same holds if we restrict ourselves to the connected component of the
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identity K0 of K. Since K0 is 2-step nilpotent and connected, it is abelian (Proposition B.15) and so it splits
as K0∼= S1

×U. In other words, for every u ∈U we can find Fu such that (u, Fu)∈K0 and Fuv = Fu Vu Fv .
Since the group U acts freely on X we can write X = Y ×U. Fix any generic point u0 ∈U and define

F(y, uu0) := Fu(y, u0) for all y ∈ Y, u ∈U. It follows that

1u(ρ/1F)= p′u (3-5)

for some phase polynomial p′u ∈ P<m(G, X, S1).
The phase polynomial term p′u is in fact trivial. To see this notice that u 7→ p′u is a cocycle. Since

U is connected, by Proposition C.5 u 7→ p′u is a homomorphism. Since there are only countably many
polynomials up to constants and U is connected, we conclude that p′u is a constant in x . Finally, since p′u
is a (G, X, S1)-cocycle and a constant in x , it can be identified with an element in Ĝ. Therefore, u 7→ p′u
is a continuous homomorphism from U to Ĝ, and hence trivial. We conclude from (3-5) that 1u(ρ/1F)
is a coboundary for every u ∈U. By Lemma A.24, ρ is (G, X, S1)-cohomologous to a function that is
invariant under U.

Now, since F is separable we can decompose F as a union of countably many balls {Bi }i∈N of diameter
< 1/20m . For each ball Bi choose (if exists) a cocycle ρi of type < m such that 8ρi ∈ Bi . We conclude
that if ρ is an arbitrary cocycle of type < m, then there exists ρi such that ∥φρ/ρi∥F < 1/20m. Therefore
ρ/ρi is cohomologous to a cocycle which is invariant to the action of U. By Lemma A.9 the push-forward
of ρ/ρi to X/U is a cocycle of type < m. □

It is left to prove Theorem 3.1.

Proof. We already considered the cases m = 0 and m = 1 above. Fix m ≥ 2 and let X be as in the
theorem. By Proposition 3.3 we can assume that the G-system X is of order < m + 1. Therefore, by
Proposition A.19, X can be written as X = U0×ρ1 U1× · · · ×ρm Um for some compact abelian groups
U0, . . . ,Um and cocycles ρ1, . . . , ρm . Let l = l(X) denote the smallest number for which Ul+1, . . . ,Um

are totally disconnected. We prove the claim by induction on l. If l = 0 then X is a totally disconnected
system. In this case the proof follows by Theorem A.21 and Lemma 3.6. Fix l ≥ 1 and suppose that
the claim holds for all smaller values of l. Let Ul,0 be the connected component of the identity of Ul

and recall that Ul,0 acts freely on Z<l+1(X) by vertical rotations. In particular, if l = m then Ul,0 acts by
automorphisms on X . Otherwise suppose that l <m. In this case we lift Ul,0 to a group of automorphism
of X using Lemma 3.10. We argue as follows: Let χ ∈ Ûl+1, using the induction hypothesis we know that
the claim in Theorem 3.1 holds for Z<l(X) and so we can apply Theorem 3.8. We conclude that there
exists a phase polynomial pu ∈ P<k(G, X, S1) (in fact we can take pu of degree < 1) and a measurable
map Fu : X→ S1 such that

1uχ ◦ ρl+1 = pu ·1Fu (3-6)

for every u ∈ Ul,0. By assumption, Ul+1 is totally disconnected and therefore there exists some n ∈ N

such that χn
= 1 (Corollary B.8). Let u ∈Ul,0, the cocycle identity gives that

1unχ ◦ ρl+1 = (1uχ ◦ ρl+1)
n
·

n−1∏
k=0

1uk1uχ ◦ ρ.
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Since χn
= 1, the first term in the right-hand side of the equation above vanishes. By Proposition C.5 and

(3-6) the other term (the product) is a coboundary. Therefore, we see that pun is a (G, X, S1)-coboundary
for every u ∈Ul,0. Since connected groups are divisible this implies that pu is a coboundary for every
u ∈ Ul,0. From this and (3-6) we see that χ(1uρl+1) is a coboundary for every u ∈ Ul,0. As χ was
arbitrary Theorem A.6 implies that 1uρl+1 is a (G, Z<l+1(X),Ul+1)-coboundary.

Therefore we are in a situation as in Lemma 3.10 and so we can lift Ul,0 to a group of automorphisms
on Z<l+2(X). Repeating this argument iteratively we conclude that we can lift Ul,0 to a compact abelian
connected group of automorphisms on X = Z<m+1(X). We denote this group by Hl and let X ′ = X/Hl .
Now, by applying Lemma 3.11 iteratively we see that Hl acts freely on X and l(X ′)= l−1. Therefore, by
Lemma 3.12 we have that Z1

<m(G, X ′, S1) ·B1(G, X, S1) is of at most countable index in Z1
<m(G, X, S1).

Moreover, by the induction hypothesis PC<m(G, X ′, S1) · B1(G, X ′, S1) is of at most countable index
in Z1

<m(G, X ′, S1). We conclude that PC<m(G, X ′, S1) · B1(G, X, S1) is of at most countable index
in Z1

<m(G, X, S1) (we identify PC<m(G, X ′, S1) with a subgroup of PC<m(G, X, S1) using the factor
map). Finally, by Proposition C.5 phase polynomial cocycles are invariant with respect to the action of
connected groups and therefore PC<m(G, X ′, S1)= PC<m(G, X, S1) and the claim follows. □

4. Inverse limit of finite-dimensional systems

We begin with the following definition of a finite-dimensional system. The main result in this section
(Theorem 4.3) asserts that every ergodic G-system of order < k is an inverse limit of these systems.

Definition 4.1 (finite-dimensional system). Let k ≥ 1. An ergodic G-system X of order < k is called a
finite-dimensional system if for every 1≤ r ≤ k− 1 the system Z<r+1(X) is an extension of Z<r (X) by
a finite-dimensional compact abelian group.

Note that by Proposition A.19 this means that we can write X =U0×ρ1 U1× · · ·×ρk−1 Uk−1, where
U0,U1, . . . ,Uk−1 are finite-dimensional compact abelian groups.

We are particularly interested in finite-dimensional systems which also have a finite exponent.

Definition 4.2 (exponent of a finite-dimensional system). Let m ≥ 0.

• A totally disconnected group 1 is said to be of exponent m if for any prime p, the p-sylow subgroup of
1 is a pm-torsion group. Equivalently, by Theorem B.9, 1∼=

∏
p∈I C pdp for some multiset of primes I

and dp ≤ m.

• We say that a compact abelian finite-dimensional group U is of exponent m if there exists a closed
totally disconnected subgroup 1 of exponent m such that U/1 is a Lie group.

• A finite-dimensional system X is of exponent m if the structure groups are of exponent m.

We prove that every ergodic G-system of order < k is an inverse limit of finite-dimensional systems of
some bounded exponent.

Theorem 4.3 (systems of order < k are inverse limits of finite-dimensional systems). Let X be an ergodic
G-system of order< k. There exists m=Ok(1) and a sequence Xn of increasing factors of X such that, for
each n ∈N, Xn is a finite-dimensional system of exponent m and X is the inverse limit of the sequence Xn .
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Let X = Z<k−1(X)×ρ U be an ergodic G-system of order < k. Since every compact abelian group is
an inverse limit of compact abelian Lie groups (Theorem B.14), we can assume that U is a torus times a
finite group (Theorem B.13). We note that in general replacing a structure group of X with one of its
quotients will not necessarily be a factor of X and therefore this approximation is only possible for the
last structure group.

In the next lemma we study cocycles with values in a Lie group. By taking coordinates it is enough to
study cocycles into the torus and into a finite cyclic group.

Lemma 4.4. Let X be an ergodic G-system of order < k. Suppose that U is a compact abelian group
which acts freely on X by automorphisms. Let H be either S1 or C pn for some prime p and a natural
number n and let ρ : G × X → H be a cocycle of type < m. Then there exists a subgroup V ≤U such
that U/V is a finite-dimensional group of exponent m and ρ is (G, X, H)-cohomologous to a cocycle
that is invariant with respect to the action of V.

Proof. If m = 0 then ρ is a coboundary and the claim follows. We assume that m ≥ 1. By embedding H
in S1 (if necessary) and applying Theorem 3.8 we see that there exists an open subgroup U ′ ≤U such
that for every u ∈U we have

1uρ = pu ·1Fu

for some phase polynomial pu ∈ P<m(G, X, S1) and a measurable map Fu .
Using Lemma A.26 and then Theorem B.14 we can find a closed subgroup J ≤ U ′ such that U ′/J

and U/J are Lie groups and p j j ′ = p j V j p j ′ = p j p j ′ ·1 j p j ′ for every j, j ′ ∈ J. Since 1 j p j ′ is a phase
polynomial of degree<m−1, we conclude that the map j 7→ p j ·P<m−1(G, X, S1) from J to the quotient
P<m(G, X, S1)/P<m−1(G, X, S1) is a homomorphism. Write G =

⊕
p∈P Z/pZ. For every prime q ∈ P ,

we denote by Gq be the q-component of G (i.e., Gq = {g ∈ G : qg = 0}). By Lemma C.2 we know that
for every g ∈ Gq and for all j ∈ J we have that p j (g, · )q = p jq (g, · ) is phase polynomial cocycle of
degree <m−1. Inductively (see the proof of Corollary C.4), we have that p jqm (g, · )= 1. Let Jq := J qm

and J ′ =
⋂

q∈P Jq . The quotient J/J ′ is a totally disconnected group of exponent m and we have that
1 jρ ∈ B1(G, X, S1) for every j ∈ J ′. Therefore, by Lemma A.24, ρ is (G, X, S1)-cohomologous to
a cocycle ρ ′ that is invariant with respect to the action of some open subgroup J ′′ ≤ J ′. To complete
the proof we notice that since J ′′ ≤ J ′ is an open subgroup and J/J ′ is a totally disconnected group of
exponent m then the groups U/J ′ and U/J ′′ are finite-dimensional of exponent m. Thus, if H = S1 we
can take V = J ′′ and the proof is complete. Otherwise suppose that H = C pn . By embedding H in S1

and arguing as before we can find a measurable map F : X→ S1 such that

1 jρ =11 j F

for all j ∈ J ′′. Our goal is to replace F with a function which takes values in C pn . Since ρ pn
= 1 the

equation above implies that 1 j F pn
is a constant. Since j 7→1 j F pn

is a cocycle we conclude that there
exists a character χ : J ′′→ S1 such that 1 j F pn

= χ( j) for every j ∈ J ′′. Let V := ker(χ), since J ′′ is
totally disconnected Corollary B.8 implies that the image of χ is discrete. In particular, it follows that
V is an open subgroup of J ′′ and therefore U/V is a finite-dimensional group of exponent m. Finally
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as F pn
is invariant under V we can find a measurable map F̃ : X → S1 that is invariant under V with

F̃ pn
= F pn

. Since F̃ is invariant to V, we conclude that

1 jρ =1 j1F/F̃

for every j ∈ V. Moreover, since F/F̃ pn
= 1, ρ/1(F/F̃) is (G, X,C pn )-cohomologous to ρ and is

invariant under V, as required. □

From the lemma above we conclude the following result.

Proposition 4.5. Let X be an ergodic G-system and let H be a compact abelian group which acts on
X by automorphisms. Let m, l ≥ 0 be integers, let U be a finite-dimensional group exponent m and let
ρ : G× X→U be a cocycle of type < l. Then, there exists a subgroup H̃ ≤ H such that for every h ∈ H̃,
1hρ ∈ B1(G, X,U ) and H/H̃ is finite-dimensional of exponent < m · l.

Proof. Let U be as in the proposition and find a closed totally disconnected subgroup 1≤U of exponent
m such that U/1 is a Lie group. By Theorem B.13 we can write U/1= (S1)n×

∏r
i=1 C p

ai
i

where r ∈N,
p1, . . . , pr are primes and a1, . . . , ar ∈ N. Let χ1, . . . , χn, τ1, . . . , τr be the coordinate maps and lift
each of them to a character of U.

By Lemma 4.4, we can find a subgroup H ′ of H such that H/H ′ is of exponent l and 1hχ ◦ ρ is a
coboundary for all h ∈ H ′ and χ ∈ ⟨χ1, . . . , χn, τ1, . . . , τr ⟩.

The group 1 is of exponent m and so we can write it as
∏

i∈I C
p

bi
i

, where bi ≤ m (see Definition 4.2).
Let {πi : i ∈ I } denote the coordinates of 1 and lift each of them arbitrarily to a character of Û. Then the
countable set χ1, . . . , χn, τ1, . . . , τr , π1, π2, . . . generates Û.

Fix a coordinate π of 1 of order pb. Then π pb
is invariant under 1 and therefore is a character

of U/1. In particular, 1hπ ◦ ρ
pb

is a coboundary for all h ∈ H ′. We conclude by Lemma 3.9 that
1h pb ·lρ ∈ B1(G, X, S1) for every h ∈ H ′. For every i ∈ I, let Hpi = H p

bi
i ·l and H̃ :=

⋂
i∈I Hpi . It follows

that the quotient H/H̃ is a totally disconnected group of exponent m · l. Since 1hχ ◦ ρ is a coboundary
for every h ∈ H̃ and χ ∈ Û, the claim follows by Theorem A.6. □

We also need the following technical group theoretical lemma.

Lemma 4.6. Let H and K be compact abelian groups and suppose that K is finite-dimensional of exponent
m for some m ∈ N. We give Hom(H, K ) the topology of uniform convergence. Then, for any continuous
homomorphism ϕ : H → Hom(H, K ), we have that the group H/ kerϕ admits a totally disconnected
open subgroup of exponent m. Moreover, if the group K is totally disconnected of exponent m, then
H/ kerϕ is totally disconnected of exponent m.

Proof. Let 1 be a totally disconnected subgroup of K of exponent m such that K/1 is a Lie group. Let
ϕ̃ : H → Hom(H, K/1) be the composition of ϕ̃ with the projection Hom(H, K )→ Hom(H, K/1).
Since K/1 is embedded in a finite-dimensional torus, we conclude that Hom(H, K/1) is discrete. It
follows that ker ϕ̃ is an open subgroup of H. We denote by H̃ the kernel of ϕ̃ and by ϕ′ the restriction
of ϕ to H̃. Then the map ϕ′ : H̃ → Hom(H, K ) takes values in Hom(H,1). We prove that H̃/ kerϕ′ is
totally disconnected of exponent m. First recall that 1 can written as 1=

∏
i∈I C

p
bi
i

for some bi ≤ m
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and a countable set of indices I. For each prime p let πp :Hom(H,1)→Hom(H,1p) be the projection
map, where 1p is the p-sylow subgroup of 1. Clearly, the group Hp := H̃ pm

is in the kernel of πp ◦ϕ.
Let H ′ be the intersection of all Hp over all primes. We see that H ′ ≤ kerϕ′ and H̃/H ′ is a totally
disconnected group of exponent m from which we conclude that H̃/ kerϕ′ is totally disconnected of
exponent m. Since H̃ is open in H, we have that H̃/ kerϕ′ is open in H/ kerϕ. In the case where K is
totally disconnected we get that H̃ = H and so the claim follows from the same argument. □

We can now prove Theorem 4.3.

Proof. Let X be a G-system of order < k. and write X = Z<k−1(X)×ρ U. Let Un be a sequence of Lie
groups such that U = lim

←−
Un .

The idea is to construct a sequence of k factors of Z<k−1(X)×ρn Un each time replacing one of the
structure groups of Z<k−1(X)with a finite-dimensional group. More concretely, we construct systems Xl,n

recursively as follows: let Xk,n := Xn . Fix l ≤ k and suppose inductively that we have already constructed

Xl,n =U0×ρ1 U1× · · ·×ρl−1 Ul−1×ρl,n Ul,n × · · ·×ρk−1,n Uk−1,n,

where Ul,n, . . . ,Uk−1,n are finite-dimensional quotients of Ul, . . . ,Uk−1 respectively of exponent m =
Ok(1) and that Xl,n is a factor of Xl,n+1 for every n ∈N. To construct Xl−1,n , we use a similar argument
as in Lemma 3.10 to lift a subgroup of the vertical rotations by Ul−1,n to automorphisms of Xl,n . We
argue as follows: the group Ul−1 acts on Z<l(X) by automorphisms. Therefore, by Proposition 4.5 we
can find a subgroup Ũl−1,n such that 1uρl,n ∈ B1(G, Z<l(X),Ul,n) for every u ∈ Ũl−1,n . We consider
the group

Hl−1,n := {Su,F : u ∈Ul−1,n, F ∈M(Z<l(X),Ul,n),1uρl,n =1F}.

Since Ũl−1,n is abelian, Hl−1,n is a 2-step nilpotent group. Let p : Hl−1,n → Ul−1,n be the projection
map. The kernel of p consists of transformations of the form S1,c, where c is a constant in Ul,n . We can
therefore identify ker p with the compact group Ul,n . By Theorem B.3 and Corollary B.4 we conclude
that Hl−1 is compact and Hl−1,n/Ul,n ∼= Ũl−1,n . This implies that the commutator map on Hl−1,n induces
a bilinear map b : Ũl−1,n × Ũl−1,n→Ul,n . Using Pontryagin duality, we see that b can be identified with
a continuous homomorphism Ũl−1,n→ Hom(Ũl−1,n,Ul,n). Since Ul,n is finite-dimensional of exponent
m = Ok(1) we conclude from the previous lemma that the kernel is a subgroup U ′l−1,n ≤ Ũl−1,n such
that the quotient Ũl−1,n/U ′l−1,n admits a totally disconnected group of exponent m′ = Ok(1) as an open
subgroup. By shrinking U ′l−1,n if necessary we can assume that Ũl−1,n/U ′l−1,n is increasing in n. The
preimage of U ′l−1,n under the projection p is a compact abelian finite-dimensional group and it acts by
automorphisms on Z<l+1(Xl,n). We repeat this process inductively another k− l steps each time lifting
a subgroup of Ul−1,n to a group of automorphisms of the next universal characteristic factor of Xl,n .
At the end of the day we obtain a compact abelian finite-dimensional group of exponent m′′ = Ok(1),
H̃l−1,n which acts by automorphisms on Xl,n . Let p̃ : H̃l−1,n→Ul−1,n be the projection map, we see that
Ul−1,n/ p̃(H̃l−1,n) is a finite-dimensional group of exponent m′′ = Ok(1). Now in the last step we can
use the fact that Uk−1,n is a Lie group. In that step we invoke Lemma 4.4 instead of Proposition 4.5. We
conclude that ρk−1,n is (G, X,Ul,n)-cohomologous to a cocycle that is invariant under the action of H̃l−1,n .
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Let Xl−1,n= Xl,n/H̃l−1,n (as in Lemma 3.11). Clearly, Xl−1,n is a factor of Xl,n and the (l−1)-th structure
group of Xl−1,n is finite-dimensional of exponent m′′=Ok(1). Since in every step in the proof we extended
the structure groups of Xl−1,n to exceeds those of Xl−1,n−1 we have that Xl−1,n is increasing in n. □

4A. Proof of Theorem 2.12 for systems of order <3. The proof of Theorem 2.12 for systems of order<3
is significantly easier than the general case.

Theorem 4.7. Let G =
⊕

p∈P Z/pZ, and X be an ergodic G-system of order < 3. Then X is an inverse
limit of finite-dimensional 2-step nilpotent systems.

A version of this theorem without the finite-dimensional result was given in [Shalom 2023]. For
the sake of completeness we repeat the proof here. Recall that a system of order < 3 takes the form
X = Z ×ρ U, where U and Z are compact abelian groups and Z is the Kronecker factor. By Theorem 4.3
we may assume that Z is finite-dimensional and U is a Lie group.

Definition 4.8 (Host and Kra group for systems of order < 3). Let X be a system of order < 3. Let
s ∈ Z and F : Z→U be a measurable map. We denote by Ss,F the measure-preserving transformation
(z, u) 7→ (sz, F(z)u), and let G(X) denote the group of all such transformations with the property that
there exists cs : G→U such that 1sρ = cs ·1Fs .

Host and Kra [2005] proved that this definition of G(X) coincides with Definition 2.10 for systems of
order < 3. In particular, this means that G(X) is a 2-step nilpotent Polish group.

Observe that the kernel of the projection p : G(X)→ Z can be identified with P<2(Z ,U ). We claim
that in order to prove Theorem 4.7 it is enough to show that p is onto. Indeed, in that case, p is an open
map (Theorem B.3) and the group G(X) acts transitively on X . Moreover, if Z is finite-dimensional
and U is a Lie group then P<2(Z ,U ) is finite-dimensional. Since the projection p : G(X) → Z is
onto, this implies that G(X) is also a finite-dimensional group. At this point we would want to use
Theorem B.5, but unfortunately we only have a near-action of G(X) on X . Yet, the identification
X ∼= G(X)/0 for 0 = {S1,χ : χ ∈ Hom(Z ,U )} was obtained in [Meiri 1990, Theorem 3.21]. This
completes the proof of the claim. We note that for the higher order case we will use a different argument
(see Section 8).

Proof of Theorem 4.7. The projection p : G(X)→ Z is onto if and only if for every s ∈ Z there exist a
measurable map Fs : Z→U and a homomorphism cs : G→U such that 1sρ = cs ·1Fs . Since U is a
Lie group, by studying each coordinate separately it is enough to show that the equation holds in the case
where U is a torus or equals to C pn for some prime p and n ∈ N. By Lemma A.12 the cocycle 1sρ is of
type < 1; therefore if U is a torus the equation follows by Lemma 3.2. Otherwise, assume that U = C pn .
By embedding C pn in S1 and applying Lemma 3.2, we see that, for every s ∈ Z ,

1sρ = cs ·1Fs (4-1)

for some constant cs : G→ S1 and Fs : Z→ S1.
Our goal is to replace Fs and cs with some F ′s and c′s such that (4-1) holds and F ′s, c′s takes values in C pn .
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As a first step, we show that ρ is (G, Z , S1)-cohomologous to a phase polynomial of degree < 2.
Observe that by the cocycle identity we have

1s pnρ =1sρ
pn
·

pn
−1∏

k=0

1s1skρ.

From (4-1) we see that
∏pn

−1
k=0 1s1skρ is a coboundary. Since ρ takes values in C pn , the term 1sρ

pn

vanishes and we conclude that1s pnρ is a coboundary for every s ∈ Z . Let Z0 be the connected component
of the identity in Z . Since connected groups are divisible (Lemma B.11), we conclude that 1sρ is a
(G, Z , S1)-coboundary for every s ∈ Z0. By Lemma A.24, ρ is (G, Z , S1)-cohomologous to a cocycle ρ ′

that is invariant with respect to the action of Z0. Let π⋆ρ ′ be the push-forward of ρ ′ to Z/Z0. By
Lemma A.9, π⋆ρ ′ is of type < 2. Therefore, by Theorem A.21 it is cohomologous to a phase polynomial
of degree < 2.5 Lifting everything back to Z we conclude that ρ ′ and ρ are (G, Z , S1)-cohomologous to a
phase polynomial Q :G×Z→ S1 of degree< 2. Moreover, Q is invariant to translations by Z0. We write

ρ = Q ·1F (4-2)

for some F : Z→ S1.
Since ρ takes values in C pn , we have

1= Q pn
·1F pn

. (4-3)

By taking the derivative of both sides of the equation above by s ∈ Z , we conclude that 1s F pn
is a phase

polynomial of degree < 2. Our next goal is to replace F with a function F ′ such that F ′/F is a phase
polynomial of degree < 3 and at the same time 1s F ′p

n
is a constant.

We study the phase polynomial Q. It is a fact that every phase polynomial of degree < 2 is a constant
multiple of a homomorphism. Therefore, we can write Q(g, x) = c(g) · q(g, x), where c : G→ S1 is
a constant and q : G× Z→ S1 is a homomorphism in the Z -coordinate. Since Q is a cocycle,

c(g+ g′)q(g+ g′, x)= c(g)c(g′)1g′q(g, x) · q(g, x) · q(g′, x).

It follows that q is bilinear in g and x . Let

Z ′p = ker(q pn
)= {s ∈ Z : q(g, s)pn

= 1 for every g ∈ G}.

Then Z/Z ′p is isomorphic to a subgroup of Ĝ pn
=

∏
p ̸=q∈P Cq . By taking the derivative of both sides of

(4-3) by s ∈ Z ′p, we conclude by the ergodicity of the Kronecker factor that 1s F pn
is a constant. Recall

that F pn
is a phase polynomial. Therefore, by Corollary C.4 and the above we see that there exists an

open subgroup Z ′ ≤ Z , which contains Z ′p, such that 1s F pn
is a constant for every s ∈ Z ′. By the cocycle

identity we conclude that 1s F pn
= χ(s) for some character χ : Z ′→ S1. Lift χ to a character of Z

arbitrarily. We conclude that F pn
/χ is a phase polynomial which is invariant under translations by Z ′.

Since Z ′ is open, the quotient Z/Z ′ is a finite group. Moreover, since Z ′ contains Z ′p, we conclude that
the order of Z/Z ′ is coprime to p. Let m = |Z/Z ′|. Since F pn

/χ is of degree < 3, we conclude that

5This result requires a slightly stronger version of Theorem A.21. If l < minp∈P p then one can replace the quantity
Ok,m,l (1) in Theorem A.21 with l. A proof for this can be found in [Shalom 2023].
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1F pn
/χ is a constant multiple of a homomorphism from Z to S1. This homomorphism is invariant to Z ′

and therefore 1(F pn
/χ)m is a constant. This implies that (F pn

/χ)m is a polynomial of degree < 2 and
by the same argument we conclude that (F pn

/χ)m
2

is a constant. Let c ∈ S1 be an m-th root of that
constant, we conclude that F pn

/c · χ take values in Cm2 . Since p and m are coprime, we can find an
integer l such that l · pn

= 1 mod m2. We conclude that R := (F pn
/c ·χ)l is a phase polynomial of degree

< 3 and that R pn
= F pn

/c ·χ . Let Q′ := Q ·1R and F ′ := F/R. Then, as in (4-2), we have

ρ = Q′ ·1F ′

and 1s F ′p
n
= c ·χ(s).

Now, by taking the derivative by s ∈ Z on both sides of the equation above, we conclude that

1sρ =1s Q′ ·11s F ′.

Observe that c′s :=1s Q′ is a character of G and

c′p
n

s =1s Q pn
·11s F pn

/c ·χ = 1,

where the last equality follows from (4-3) and the fact that 11sc · χ vanishes. It is left to change the
term 1s F. Set F ′s :=1s F ′/φ(s), where φ(s) is a pn-th root of χ(s) in S1. Then, as before we have that

1sρ = c′s ·1F ′s,

but this time c′p
n

s = F ′p
n

s = 1. This implies that Ss,F ′s ∈ G(X) and therefore p is onto. □

We note that this argument fails for systems of higher order. The main reason for this is that Theorem 4.3
only allows to approximate the last structure group by Lie groups. In particular, we do not know how to
prove a counterpart of this result in the case where U is not a Lie group without the use of k-extensions.

5. Extension trick

Let X be an ergodic G-system. Under certain conditions we show that there exist an extension π : Y → X
with the following property: for any prime p, a natural number n ∈N and a phase polynomial P : X→ S1,
there exists a phase polynomial Q : Y → S1 such that Q pn

= P ◦π .
We begin with an example which illustrates the idea.

Example 5.1. Let X = S1 and G =
⊕

p∈P Z/pZ, where P is an infinite subset of odd prime numbers.
We define a homomorphism ϕ : G→ X by

ϕ((gp)p∈P)=
∏
p∈P

w
gp
p ,

where ωp is the first p-th root of unity. The action of G on X by Tgx = ϕ(g)x is ergodic, and the identity
map χ : X→ S1 is a phase polynomial of degree < 2. Our goal is to construct an extension π : Y → X
and a phase polynomial Q : Y → S1 of degree < 2 such that Q2

= χ ◦π .
We let c(g) :=1gχ and observe that since 2 ̸∈ P, there exists some d ∈ Ĝ such that d2

= c. Fix any
measurable map F : X→ S1 with F2

= χ and let τ = d ·1F. The cocycle τ : G× X→ C2 defines an
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extension Y := X ×τ C2. On Y we have that d is an eigenvalue of the eigenfunction Q(x, u) := u · F(x).
Moreover, Q2

= χ ◦π .
Since X is ergodic and τ is minimal (see Lemma 5.4), we conclude that Y is ergodic. Moreover τ is

of type < 1 and therefore Y is of order < 2. In fact, it is easy to see that (x, u) 7→ u · F(x) defines an
isomorphism of Y and (S1,G), where the action of G on S1 is given by Tg y = d(g)y.

Let G =
⊕

p∈P Z/pZ as usual. We state a simple technical proposition about G-cocycles.6

Proposition 5.2 (conditions for cocycle). Let X be a G-system and f :G×X→ S1 be a function such that

1h f (g, x)=1g f (h, x) (5-1)

for all h, g ∈ G. Let E = {e1, e2, . . . } denote the natural basis of G and suppose that, for every g ∈ E,
we have

order(g)−1∏
k=0

T k
g f (g, x)= 1. (5-2)

Then the function f̃ : G× X→ S1 below is a cocycle which agrees with f for every g ∈ E:

f̃ (g, x) :=
∞∏

i=1

Tg1 · · · Tgi−1

gi−1∏
k=0

Tkei f (ei , x), (5-3)

where g = (ḡ1, ḡ2, . . . ), the constants g1, g2, . . . are any representatives of ḡ1, ḡ2, . . . in N respectively
and the product

∏
−1
k=0(anything) is assumed to be 1.

Convention. We refer to an element g ∈ E as a generator.

We need the following results about group extensions.

Definition 5.3 (image and minimal cocycles). Let X be a G-system and ρ :G× X→U be a cocycle into
a compact abelian group U. The subgroup Uρ ≤U generated by {ρ(g, x) : g ∈ G, x ∈ X} is called the
image of ρ. We say that ρ is minimal if it is not (G, X,U )-cohomologous to a cocycle σ with Uσ ≨ Uρ .

Lemma 5.4 [Zimmer 1976, Corollary 3.8]. Let X be an ergodic G-system. Let ρ : G × X → U be a
cocycle into a compact abelian group. Then:

• There exists a minimal cocycle σ : G× X→U such that ρ is (G, X,U )-cohomologous to σ .

• X ×ρ U is ergodic if and only if X is ergodic and ρ is minimal with image Uρ =U.

We describe an obstacle. Suppose that P ∈ P<2(X, S1). Then 1P can be identified with an element
in Ĝ. If for some g ∈ G of order p we have that 1g P ̸= 1 then 1P does not have a p-th root in Ĝ. In
particular, it is impossible to find a p-th root for P in P<2(X, S1), even if one passes to an extension of
the original system. We deal with this problem later using k-extensions (Definition 2.5), but as for now
we assume that there is no such obstacle.

6The proposition below is the cocycle-counterpart of the fact that any homomorphism is uniquely determined by the values it
gives to a generating set.
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Theorem 5.5 (roots for phase polynomials in an extension). Let X be an ergodic G-system. Fix d ≥ 1
and suppose that P1, P2, . . . are at most countably many (X, S1)-phase polynomials of degree < d. Let
p1, p2, . . . be (not necessarily distinct) prime numbers and assume that, for every i ∈ N, 1g Pi = 1 for
all g ∈ G of order pi . Then, there exist a totally disconnected group 1 and a cocycle τ : G × X → 1

of type < d − 1 such that the extension Y = X ×τ 1 is ergodic and for every n ∈ N and i = 1, 2, . . .
there exist (G, X, S1)-phase polynomials Qi,n : Y → S1 of degree < d such that Q

pn
i

i,n = Pi ◦ π , where
π : Y → X is the factor map.

Proof. Let p be a prime number. Let P : X → S1 be a polynomial of degree < d and assume that P
is Tg-invariant for every g ∈ G of order p. Let c(g, x) :=1g P(x) and observe that by Proposition C.1
the phase polynomial c(g, x) takes values in Cm for some m = order(g)d−1. Let n ∈ N be a natural
number, fix g ∈ G of order coprime to p and let m = order(g)d−1. Since pn and m are coprime, we can
find a natural number lg(n) such that pn

· lg(n) = 1 modulo m. It follows that the phase polynomial
dn(g, x) := c(g, x)lg(n) is a pn-th root of c(g, x). We extend dn to G by decomposing every g ∈ G as
g = gp + g′, where gp is of order p and g′ of order coprime to p, and setting dn(g, x) := dn(g′, x). Our
next goal is to replace dn with a cocycle using Proposition 5.2. Observe first that since dn(g, · ) is a power
of c(g, · ), we have

order(g)−1∏
i=0

dn(g, Tgi x)= 1. (5-4)

Now we claim that, for every g, h ∈ G,
1hdn(g, x)
1gdn(h, x)

= 1. (5-5)

On one hand, d pn

n = c and therefore this quotient is of order pn. On the other hand, dn(g, x) and dn(h, x)
are of order coprime to p; hence the quotient is trivial. Therefore by Proposition 5.2 there exists a cocycle
d̃n :G×X→ S1 which agrees with dn on a generating set. Since dn

pn
= c and c is a cocycle, we conclude

that d̃ pn

n = c.
Now, we apply the argument above for each of the polynomials in the theorem. Set ci (g, x) :=1g Pi .

We conclude that for every i, n ∈ N there exists a phase polynomial cocycle d̃i,n of degree < d − 1
such that d̃

pn
i

i,n = ci . For each i, n ∈ N fix a measurable map7 Fi,n : X → S1 such that F
pn

i
i,n = Pi and let

τ := (d̃i,n ·1Fi,n)i,n∈N be a cocycle, τ : G× X→
∏

i,n∈N C pn
i
.

The extension of X by τ may not be ergodic, so we choose a minimal cocycle τ ′ that is (G,X,
∏

i,n∈N Cpn
i
)-

cohomologous to τ (Lemma 5.4) and write τ ′= τ ·1F for some measurable map F : X→
∏

i,n∈N C pn
i
. We

denote the image of τ ′ by1 and consider the extension Y := X×τ ′1. The closed subgroup1≤
∏

i,n∈N C pn
i

is totally disconnected. Moreover, it follows from the construction that the system Y is ergodic. Finally,
since τ is of type < d − 1, we conclude that so is τ ′. For i, n ∈ N let πi,n :

∏
i,n∈N C pn

i
→ C pn

i
be the

(i, n)-th coordinate map. We conclude that the function

Qi,n(x, u) := πi,n|1′(u) · F i,n(x) ·πi,n ◦ F(x)

is a phase polynomial in Y (whose derivative is d̃i,n) and it satisfies that Q
pn

i
i,n = Pi ◦π , as required. □

7One way to do so is by identifying S1 with R/Z and setting Fi,n(x)= {Pi (x)}/n, where { · } is the fractional part.
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Remark 5.6. Following the same argument as above we have the following generalizations:

• If P is a phase polynomial and 1g P = 1 for every g ∈ G of order p and of order q then we can
adapt the proof and find an pnqm root for all n,m ∈ N. The same goes for multiple primes.

• If instead of G =
⊕

p∈P Z/pZ we take an extension G(l)
=

⊕
p∈P Z/plZ then the same proof still

holds.

Moreover, observe that if P is Tg-invariant for some g ∈ G, then by choosing dn in the proof above with
dn(g, · )= 1 for these g’s, we can construct an n-th root of P which is also Tg-invariant.

Now, we want to remove the hypothesis that 1g Pi = 1 for every g ∈ G of some order pi . To do this
we use m-extensions (see Definition 2.5). We begin with the following definitions.

Definition 5.7 (multicocycles). Let m ≥ 1. Let X be an ergodic G-system and U a compact abelian
group. We say that a function q : Gm

× X → U is a multicocycle if it is a cocycle in each coordinate.
Namely, for every 1≤ i ≤ m, every g1, g2, . . . , gm ∈ G and g′i ∈ G we have

q(g1, . . . , gi−1, gi · g′i , gi+1, . . . , gm, x)= q(g1, . . . , gi , . . . , gm, x) · q(g1, . . . , g′i , . . . , gm, Tgi x).

We say that q is symmetric if it is invariant under permutations of coordinates of Gm and we denote by
SMCm(G, X,U ) the group of symmetric multicocycles q : Gm

× X→U.
If the multicocycle q is a constant in x then we say that q is multilinear and denote by SMLm(G,U )

the group of symmetric multilinear maps λ : Gm
→U.

We say that a multicocycle q : Gm
× X → U is a phase polynomial of degree < r if for every

g1, . . . , gm ∈ G the map x 7→ q(g1, . . . , gm, x) is a phase polynomial of degree < r . We have the
following result.

Lemma 5.8. Let X be an ergodic G-system and let m, r ∈ N. Let q ∈ SMCm(G, X, S1) be a phase
polynomial of degree < r . Then, there exists an Om,r (1)-extension Y with factor map π : Y → X and a
phase polynomial Q of degree < r +m such that q(g1, . . . , gm, π(y))=1g1 · · ·1gm Q(y).

Proof. We prove the lemma by induction on m. For m = 1, q is a cocycle. Therefore, by Lemma 5.4, q is
cohomologous to a minimal cocycle σ . Let V be the image of σ and consider the extension Y = X ×σ V.
Arguing in Theorem 5.5, we see that q is a coboundary in Y and the claim follows. Now, let m ≥ 2
and suppose that the claim holds for all smaller values of m. Let q : Gm

× X → S1 be a multicocycle.
Then, for every g1, . . . , gm−1, the map g 7→ p(g, g1, . . . , gm−1, x) is a cocycle. Therefore, as in the
case m = 1 we can find an extension π̃ : X̃ → X and phase polynomials Qg1,...,gm : X̃ → S1 such
that q(g, g1, . . . , gm−1, π̃(x))=1g Qg1,...,gm−1(x) for every g, g1, . . . , gm−1 ∈ G. By choosing the same
Qg1,...,gm−1 for any permutation of g1, . . . , gm−1, we can assume that (g1, . . . , gm−1) 7→ Qg1,...,gm−1 is
symmetric. It is left to show that we can choose Qg1,...,gm−1 to be a cocycle in every coordinate. The fact
that q is symmetric implies

1h Qg1,...,gm−1 =1gi Qg1,...,gi−1,h,gi+1,...,gm−1 (5-6)

for every 1 ≤ i ≤ m − 1 and h, g1, . . . , gm−1 ∈ G. Observe that by Proposition C.1 the order of the
left-hand side is some power of order(h) and the order of the right-hand side some power of order(gi ).
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It follows that if one of the gi is of order coprime to p, then Qg1,...,gm−1 is invariant with respect to the
action of the subgroup G p = {g ∈ G : pg = 0}. In particular, if gi is coprime to g j then Qg1,...,gm−1 is
a constant. By changing the choice of Qg1,...,gm−1 we can assume that Qg1,...,gm−1 =

∏
p∈P Qg(p)1 ,...,g(p)m−1

,
where g(p)i is the p-component of gi (we note that the infinite product is well defined because all but
finitely many p-components are trivial).

Suppose now that all g1, . . . , gm−1 are of order p. Then, since q is a multicocycle, for every 1≤ i ≤ k
we get that

p−1∏
k=0

T k
gi

Qg1,...,gm−1 = cp(g1, . . . , gm−1), (5-7)

where cp(g1, . . . , gm−1) is symmetric and independent of i . Let c′p(g1, . . . , gm−1) be a p-th root of
cp(g1, . . . , gm−1). By picking the same root for all permutations of g1, . . . , gm−1 we can assume that
c′p is symmetric. Let Q′g1,...,gm−1

= Qg1,...,gm−1/c
′
p(g1, . . . , gm−1) whenever g1, . . . , gm−1 are of order p.

Then, for every 1≤ i ≤ m− 1
p−1∏
k=0

T k
gi

Q′g1,...,gm−1
= 1. (5-8)

Now set
Q′′g1,...,gm−1

=

∏
p∈P

Q′
g(p)1 ,...,g(p)m−1

.

By Proposition 5.2 (applied for all coordinates), there exists a symmetric multicocycle Q′′g1,...,gm−1
that

agrees with Q′g1,...,gm−1
whenever g1, . . . , gm−1 are elements in a basis of G.

Since Q′′g1,...,gm−1
is symmetric, it is a cocycle in every coordinate. In other words Q′′∈SMLm−1(G,X,S1)

is a phase polynomial of degree < r + 1. Therefore, by the induction hypothesis we can find an
Om,r (1)-extension π : Y → X̃ and a phase polynomial Q : Y → S1 of degree < r + m such that
Q′′g1,...,gm−1

(π(y))=1g1 · · ·1gm−1 Q(y). Observe moreover that since q is a multicocycle, we have that
1g Q′′g1,...,gm−1

=1g Qg1,...,gm−1 for every g1 ∈ G. Therefore, Q′′g1,...,gm−1
/Qg1,...,gm−1 is a constant and we

conclude that for every g ∈ G and every g1, g2, . . . , gm−1 in a basis of G, we have that

q(g, g1, . . . , gm−1, π̃(π(y)))=1g1g1 · · ·1gm−1 Q(y)

since q is a cocycle in each coordinate, the same holds if the generators g1, g2, . . . , gm−1 are replaced
with any elements of G. □

We can finally prove the desired result.

Theorem 5.9 (roots for phase polynomials in a k-extension). Let X be an ergodic G-system. Let
P1, P2, . . . be at most countably many (G, X, S1)-phase polynomials of degree<m and let p1, p2, . . . be
prime numbers. Then, for every natural number l there exists an Om,l(1)-extension Y with the following
property: for every n= pn1

1 · p
n2
2 ·· · ·· p

n j
j where j ∈N and n1, n2, . . . , n j ≤ l, there exist (G(Om,l (1)), Y, S1)

phase polynomials Qi,n :Y→ S1 of degree<m such that Qn
i,n= Pi ◦π , where π :Y→ X is the factor map.

Proof. We prove the theorem by induction on m. If m = 1, then by ergodicity P1, P2, . . . are constants
and the claim follows without extensions. Fix m ≥ 1 and assume inductively that the claim holds for
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this m and let P be a phase polynomial of degree < m+ 1. For every g1, . . . , gm ∈ G we have that

c(g1, . . . , gm) :=1g1 · · ·1gm P

is a symmetric multilinear map. Let G̃ = G(l) be the extension of G. We can lift c to an element
in SMLm(G̃, S1). Once lifted, we can find d ∈ SMLm(G̃, S1) with dn

= c. By the previous lemma
applied to d there exists an extension π : Y → X and a phase polynomial Q such that 1g1 · · ·1gm Qn

=

1g1 · · ·1gm P ◦π and so by ergodicity P ◦π/Qn is of degree <m−1 and the claim for this P follows by
induction hypothesis. The same argument holds if applied to all P1, P2, . . . simultaneously, as required. □

The results in Theorems 5.5 and 5.9 require to extend X by a zero-dimensional group multiple times.
For this reason it will be convenient to use the following definition.

Definition 5.10 (zero-dimensional extension). Let X be an ergodic G-system. We say that an extension
Y is a zero-dimensional extension of X if there exists finitely many zero-dimensional groups 11, . . . ,1n

such that Y = ((X ×ρ1 11)×ρ2 12 × . . . )×ρn 1n for some cocycles ρ1, . . . , ρn . We say that a zero-
dimensional extension is of exponent l if 11, . . . ,1n are of exponent l.

We note that by the Mackey-Zimmer theory, Y can be written as a single extension of X by a zero-
dimensional group, but we do not use this here.

Below we prove various corollaries of Theorem 5.5 and Theorem 5.9. We begin with the following
important lemma which allows us to reduce any Conze–Lesigne-type equation to the torus.

Lemma 5.11. Let l,m ≥ 1, X be an ergodic G-system and U be a finite-dimensional compact abelian
group of exponent l. Let ρ : G × X → U a cocycle of type < m and suppose that for every χ ∈ Û the
cocycle χ ◦ ρ is (G, X, S1)-cohomologous to a phase polynomial of degree < m. Then, there exists some
r = Om,l(1) and a zero-dimensional r-extension π : Y → X such that ρ ◦π is (G(r), Y,U )-cohomologous
to a phase polynomial of degree < m. Moreover, the extension Y is independent of ρ.

Proof. Let 1 be a zero-dimensional subgroup of exponent l such that U/1∼= (S1)α ×
∏β

i=1 C pβi
is a Lie

group (i.e., α, β are finite natural numbers). We denote by χ1, . . . , χn the lifts of the coordinate maps of
U/1 to Û.

By assumption, for every χ ∈ Û there exists a phase polynomial Pχ and a measurable map Fχ such that

χ ◦ ρ = Pχ ·1Fχ . (5-9)

Our goal is to find a choice of Pχ and Fχ such that χ 7→ Pχ and χ 7→ Fχ are homomorphisms. Recall that
the dual group of U/1 takes the form Zα⊕Z/pn1

1 Z⊕· · ·⊕Z/pnβ
β Z. As a first step we show that for every

prime p and a natural number n, if χ :U/1→ S1 is a character of order pn then we can replace Pχ , Fχ
such that (5-9) holds for the new replacements and at the same time Pχ and Fχ takes values in C pn .

From (5-9) and the fact that χ is of order pn, it follows that 1F pn

χ = P pn

χ . In particular, F pn

χ is a phase
polynomial of degree <m+1. If n is sufficiently large with respect to m (Proposition C.1) then P pn

χ (g, · )
is trivial for every g ∈ G of order p. For such n apply Theorem 5.5. Otherwise, n = Om(1) and we
apply Theorem 5.9. We conclude that there exists a zero-dimensional Om(1)-extension π1 : X̃→ X and
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a phase polynomial Qχ : X̃ → S1 of degree < m + 1 such that Q pn

χ = F pn

χ ◦π1. Now, we replace Fχ
with Fχ ◦π1/Qχ and Pχ with Pχ ◦π1 ·1Qχ . We can therefore assume that

χ ◦ (ρ ◦π1)= Pχ ·1Fχ (5-10)

and at the same time Fχ , Pχ takes values in C pn , as desired.
We conclude that there exist homomorphisms χ 7→ Pχ and χ 7→ Fχ from the dual of U/1 to

P<m(G, X̃ , S1) and M(X̃ , S1) respectively such that (5-10) holds.
Our next step is to extend these homomorphisms to Û. Since 1 is of exponent l, by Theorem B.9

there exists a countable multiset of primes I = {p1, p2, . . . } such that 1=
∏

i∈N C p
ni
i

, where ni ≤ l for
every i . Let τ1, τ2, · · · ∈ 1̂ be the coordinate maps. Using the Pontryagin duality, we lift each of the τi to
Û arbitrarily. Abusing notation, we denote the lifts of these characters by τ1, τ2, . . . as well. Observe that
τ1, τ2, . . . and χ1, . . . , χn form a generating set of Û. Therefore, in order to extend the homomorphisms
above to Û it is left to work out the relations of the form

τ
p

ni
i

i = χ
l1
1 · · ·χ

ln
n ,

where ni ≤ l is as before and l1, . . . , ln are natural numbers.
Fix some τ :U → S1 as above and suppose that τ pr

= χ
l1
1 · · · · ·χ

ln
n for some prime p and a natural

number r ≤ l. Equation (5-10) implies

P pr

τ ·1F pr

τ =

n∏
i=1

χ
li
i P li

χi
·1F li

τi

and we conclude that
F pr

τ∏n
i=1 F li

χi

is a phase polynomial of degree < m+ 1.
Therefore by Theorem 5.9 there exists a zero-dimensional Ol(1)-extension π2 : Y → X̃ of X̃ (which

is independent of τ ) of exponent l and a phase polynomial Rτ : Y → S1 such that

R pr

τ =

(
F pr

τ∏n
i=1 F li

χi

)
◦π2.

Now, we replace Fτ with (Fτ ◦π2)/Rτ and Pτ with Pτ ◦π2 ·1Rτ and we lift the other polynomials to Y as
well. After the replacement, we have that P pr

τ =
∏n

i=1 P li
χi

. This means that we can find homomorphisms
χ 7→ Pχ and χ 7→ Fχ from Û to P<m(G, Y, S1) and M(Y, S1) respectively such that (5-9) holds. Using
the Pontryagin duality, we see that there exists a phase polynomial P ∈ P<m(G, Y,U ) and a measurable
map F ∈M(Y,U ) such that ρ ◦π2 = P ·1F. □

In a similar manner we have the following result.

Lemma 5.12. Let l,m ≥ 1 be natural numbers, let X be an ergodic G-system and U be a compact
abelian group. Let ϕ : V →U be a surjective homomorphism from a compact abelian group V onto U
and suppose that the kernel of ϕ is a totally disconnected group of exponent l. Then, there exists an
Om,l(1)-extension π : Y→ X with the property that for every phase polynomial p : X→U of degree<m
there exists a phase polynomial p̃ : Y → V such that ϕ ◦ p̃ = p ◦π .
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Proof. Using the Pontryagin duality, we see that the surjective homomorphism ϕ gives rise to an injective
homomorphism ϕ̂ : Û → V̂. Therefore, we can assume without loss of generality that Û ≤ V̂. Let
p : X→U be as in the theorem. Then, for every χ ∈ Û, χ ◦ p : X→ S1 is also a phase polynomial of
degree <m and χ 7→ χ ◦ p is clearly a homomorphism. Arguing as in the previous lemma we see that by
passing to an extension we can extend this homomorphism to V̂. Namely, there exists an Om,l(1)-extension
π : Y → X and a homomorphism χ 7→ p̃χ from V̂ to P<m(X, S1) such that p̃χ = pχ ◦π for every χ ∈ Û.
By the Pontryagin duality, there exists a phase polynomial p̃ : Y → V such that χ ◦ p̃ = p̃χ . □

We recall some definitions from [Bergelson et al. 2010].

Definition 5.13 (quasicocycles). Let X be a G-system and k ≥ 0 be a natural number. We say that f is a
quasicocycle of order < k if d [k] f : G× X [k]→ S1 is a cocycle.

Note that by Lemma A.15 this means that for all g, g′ ∈ G there exists a phase polynomial pg,g′ of
degree < k such that

f (g+ g′, x)
f (g, x) · f (g′, Tgx)

= pg,g′(x).

We also need the following definition.

Definition 5.14. We say that a function f : G× X→ S1 is a line-cocycle if for any g ∈ G we have
order(g)−1∏

k=0

f (g, T k
g x)= 1.

We weaken the assumptions in Theorem 3.7.

Theorem 5.15. Theorem 3.7 holds with the weaker assumption that each ρω is a quasicocycle of
order < k− 1 and a line-cocycle.

Proof. The proof is the same as in Theorem 3.7 and therefore will not be repeated. The main observation
is that in the proof of Theorem 3.1 we only used the fact that ρ is a cocycle for two purposes: First, so we
can apply Lemma A.9 which we now can replace with Lemma A.10 and second, to eliminate the term p′u
in (3-5). This time, p′u : G→ S1 is a line-cocycle. In particular, p′u(g) is of finite order for every g ∈ G.
Since Hl is connected, it is divisible and therefore the homomorphism u 7→ p′u is trivial. □

Let X be an ergodic G-system. In the next lemma we see how the extension theorems are useful to
construct line-cocycles from arbitrary functions of finite type.

Lemma 5.16. Let k,m ≥ 1 and X be an ergodic G-system of order < k. Then there exists r = Ok,m(1) an
ergodic zero-dimensional Ok,m(1)-extension π : Y → X , with the following property: for every function
f : G× X→ S1 of type < m there exists a phase polynomial p : G(r)

× Y → S1 of degree < m such that
f ◦π/p is a line cocycle.

Proof. Let g ∈ G and denote by n the order of g. Let f be of type < m. Since d [m] f is a coboundary, it
is also a cocycle. We conclude that

d [m]
n−1∏
k=0

f (g, T k
g x)= 1.
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Lemma A.15 implies that
∏n−1

k=0 f (g, T k
g x) is a Tg-invariant phase polynomial of degree < m. We apply

Theorem 5.9 for every g ∈ G (simultaneously). We see that there exist an Ok,m(1)-extension Y and a
phase polynomial p : G× Y → S1 of degree < m such that p(g, · ) is Tg-invariant for every g ∈ G (see
Remark 5.6) and p(g, · )n =

∏n−1
k=0 f (g, T k

g x). It follows that f ◦π/p is a line-cocycle, as required. □

The following theorem summarizes the main results in this section.

Theorem 5.17. Let k,m, l, α ≥ 1 and let X be an ergodic system of order < k. Let U be a finite-
dimensional group of exponent α and ϕ : V → U a surjective homomorphism such that kerϕ is a
zero-dimensional group of exponent l. Then, there exists a zero-dimensional Ok,m,l,α(1)-extension Y of X
with a factor map π : Y → X such that the following properties hold:

• Let ρ : G × X → U be a cocycle. If χ ◦ ρ ∈ P<m(G, X, S1) · B1(G, X, S1) for every χ ∈ Û, then
ρ ◦π ∈ P<m(G, Y,U ) · B1(G, Y,U ).

• For every phase polynomial p : X→U of degree < m, there exists a phase polynomial p̃ : Y → V
such that ϕ ◦ p̃ = p ◦π .

• For every function f : G × X → S1 of type < m, there exists a phase polynomial of degree < m,
p : G× X→ S1 such that f ◦π/p is a line cocycle.

6. Proof of Theorem 2.12, part I

Throughout the rest of this paper we let G denote a group of the form
⊕

p∈P Z/pmZ, where P is a
multiset of primes and m ∈N. Moreover, we will no longer deal with general nilpotent systems and so
whenever we say a nilpotent system we implicitly assume that the homogeneous group is the Host–Kra
group. Our goal is to prove the following result.

Theorem 6.1 (any finite-dimensional system is a factor of a nilpotent system). Let k, α ∈ N and let
X be an ergodic finite-dimensional G-system of order < k + 1 and exponent α. Then, there exists a
finite-dimensional ergodic Ok,α(1)-extension Y of exponent β = Ok,α,m(1) such that Y ∼= G(Y )/0 for
some totally disconnected group 0.

Let α ∈N and X be as in the theorem above. Then, X = Z<k(X)×ρU, where U is a finite-dimensional
compact abelian group of exponent α. Proving the theorem above by induction, we can replace Z<k(X)
with a finite-dimensional nilpotent system G/0. It is natural to ask when an element s ∈G has a lift in G(X).

Definition 6.2. Let G/0 be a k-step nilpotent system, ρ :G×G/0→U be a cocycle into some compact
abelian group U and Y = G/0×ρ U. We say that an element s ∈ G has a lift in G(Y ) if there exists a
transformation s̄ ∈ G(Y ) which induces the same action as s on G/0. In this context we let

G⋆ = {s ∈ G : s has a lift in G(Y )}.

Note that translations by U are automatically in G(Y ). Therefore, if the action of G⋆ on G/0 is
transitive then the action of G(Y ) on Y is transitive.

We need the following easy lemma.
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Lemma 6.3. Let k ≥ 1 and X = G/0 be a k-step nilpotent G-system. Let L be an open subgroup of G
which contains Tg for every g ∈ G. Then the action of L on X is transitive.

Proof. Let 0L = 0 ∩L. The quotient L/0L can be identified with a G-invariant open and closed subset
of G/0G . Ergodicity implies that L/0L = G/0G under the identification l ·0L 7→ l ·0G . In particular,
the action of L on X is transitive. □

We use the following criterion for lifting due to [Host and Kra 2005, Lemma 10.6].8

Lemma 6.4. Let k ≥ 0 and let X be an ergodic G-system of order < k+ 1. Write X = Z<k(X)×ρ U for
some compact abelian group U and a cocycle ρ : G × Z<k(X)→ U of type < k with d [k]ρ =1F. Let
t ∈ G(X). If there exists a map φ : Z<k(X)→U with the property that

1t [k]F = d [k]φ, (6-1)

then the transformation

t̄(x, u) := (t x, φ(x)u) (6-2)

is a lift of t in G(X).
Conversely, every element in G(X) is of the form (6-2).

Let p : G(X)→ G(Z<k(X)) be the projection map (Lemma 9.5). By the lemma above, the kernel of p
consists of transformations of the form S1,F , where F ∈ P<k+1(Z<k(X),U ). As a consequence we have
the following result.

Lemma 6.5. If X is a finite-dimensional system, then G(X) is a finite-dimensional group (see Definition 2.7).

Proof. Using a proof by induction it is enough to show that P<k+1(Z<k(X),U ) is finite-dimensional.
Let 1 ≤ U be a zero-dimensional group such that U/1 is a finite-dimensional torus. The projection
U →U/1 gives rise to a short exact sequence

1→ A→ P<k+1(Z<k(X),U )→ B→ 1, (6-3)

where A ≤ P<k+1(Z<k(X),1) and B ≤ P<k+1(Z<k(X),U/1) are closed subgroups. By Lemma A.17
we conclude that the subgroup of constants P<1(Z<k(X),U/1) ∼= U/1 is an open subgroup of
P<k+1(Z<k,U/1) and therefore, B is finite-dimensional. Moreover, since every profinite group is
embedded in a direct product of finite groups we can assume that 1 ≤

∏
∞

i=1 Fi , which implies
P<k+1(Z<k(X),1)≤

∏
∞

i=1 P<k+1(Z<k(X), Fi ). For every i , P<k+1(Z<k(X), Fi ) is discrete, this implies
that the product

∏
∞

i=1 P<k+1(Z<k(X), Fi ) is totally disconnected. In particular, the closed subgroup
P<k+1(Z<k(X),1) and the closed subgroup A are zero-dimensional. The short exact sequence (6-3)
implies that P<k+1(Z<k(X),U ) is finite-dimensional, as required. □

The proof of Theorem 6.1 is reduced to solving the following lifting problem.

8Lemma 10.6 in [Host and Kra 2005] is formulated only in the case where U is a torus. However, since this assumption does
not play a role in their proof, the claim holds for every compact abelian group U.
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Theorem 6.6. Let k,m ≥ 1. Let X = G/0 be a finite-dimensional k-step nilpotent system of exponent m
and suppose that G is an open subgroup of G(X) which contains Tg for every g ∈ G. Let ρ : G× X→U
be a cocycle of type < k+ 1 into some finite-dimensional compact abelian group U of exponent α. Then,
there exists an ergodic zero-dimensional Ok,m(1)-extension π : Y0→ X of order < k+ 1 and exponent
m′ = Ok,m(1) which is independent on ρ such that the following properties hold:

(1) The subgroup

L0 = {s ∈ G : there exists a lift of s in G(Y0)
⋆
}

is open, where G(Y0)
⋆ is defined with respect to the extension Y0×ρ◦π U.

(2) The subgroup of G(Y0)
⋆ generated by all of the lifts of the elements in L0 acts transitively on Y0. In

particular, Y0 is a finite-dimensional k-step nilpotent system.

Given this result we prove Theorem 6.1 in Section 8.
The extension theorems from Section 5 play an important role in the proof of Theorem 6.6. However

the use of these theorems require passing to an extension (or k-extension) of the original system. This
leads to various difficulties which we will explain soon. First, we need to distinguish between two different
types of extensions. These are, weakly mixing extensions and degenerate extensions. We begin with a
definition for the former.

Definition 6.7 (weakly mixing abelian extensions). Let X be a system of order < k, U be a compact
abelian group and σ : G× X→U a cocycle of type < k. The extension X ×σ U is called weakly mixing
if Z<k(X ×σ U )= X . In this case we also say that σ : G× X→U is weakly mixing.

A classical result [Host and Kra 2005, Corollary 7.7] asserts that an extension of a system of order < k
by a cocycle of type < k− 1 is also of order < k. We say that this kind of extensions are degenerate and
note that all of the extensions from Section 5 are degenerate.

Moreover, a cocycle σ : G × X → U is not weakly mixing if and only if there exists a character
1 ̸= χ ∈ Û such that χ ◦σ is of type < k−1 [Host and Kra 2002, Proposition 4]. We deduce the following
result.

Lemma 6.8. Let X be a system of order < k, and σ : G × X → U a weakly mixing cocycle on X. Let
π : Y → X be an ergodic extension of order < k, then σ ◦π is weakly mixing.

Proof. Suppose by contradiction that, for some 1 ̸= χ ∈ Û, χ ◦ σ ◦π is of type < k− 1. Therefore, the
extension Y ×χ◦σ◦π χ(U ) is of order < k. Since X ×χ◦σ χ(U ) is a factor of Y ×χ◦σ◦π χ(U ), it is also of
order< k. But then we have a contradiction because Z<k(X×σ U )must be a nontrivial extension of X . □

The following result will allow us to strengthen Lemma 5.11 for weakly mixing cocycles.

Lemma 6.9. Let m, d ≥ 1. Fix a multiset of primes P and let G =
⊕

p∈P Z/pmZ and X be an ergodic
G-system. Then for every prime p ∈ P and a natural number n ∈ N, if ρ : G × Z<d(X)→ C pn is a
weakly mixing cocycle and (G, Z<d(X), S1)-cohomologous to a phase polynomial of degree < d , then
n = Om,d(1). Moreover, if p ̸∈ P then n = 0.
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Proof. Write ρ = P ·1F, where P : G × Z<d(X)→ S1 is a phase polynomial cocycle of degree < d
and F : Z<d(X)→ S1. By assumption P pn

·1F pn
= 1, we conclude that F pn

is a phase polynomial of
degree < d + 1. If n < d the claim follows; otherwise by Proposition C.1 we see that F pn

is Tg-invariant
for every g ∈ G of order p (this part is trivial if p ̸∈ P). By Theorem 5.5 we can pass to an extension
of X and assume that F pn

has a phase polynomial root Q of degree < d . Let P ′ = P ·1Q and F = F/Q
then ρ = P ′ ·1F ′. Moreover, P ′ takes values in C pn and therefore by Proposition C.1 in C pl for some
l = Om,d(1) (or that P ′ is trivial if p ̸∈ P). We conclude that ρ pl

is a coboundary on an extension of
Z<d(X). This contradicts Lemma 6.8, unless n = l (or n = 0 if p ̸∈ P). □

The role of Theorem 5.5 in the proof of Lemma 5.11 is to show that if χ takes values in some C pn

then we can replace Pχ and Fχ in (5-9) with P ′χ and F ′χ which takes values in C pOm,d (1) . Therefore, the
argument in the proof of Lemma 5.11 requires passing to extensions by totally disconnected groups of
potentially unbounded exponent. However now we know (by the lemma above) that if the cocycle is
weakly mixing then the quantity n must be bounded. In other words we have the following stronger
version of Lemma 5.11.

Corollary 6.10. In the settings of Lemma 5.11. If X is of order < k then there exists α = Ok,m,l(1) such
that the extension Y is a (bounded) tower of extensions of X by totally disconnected groups of exponent α.

It is classical (see [Host and Kra 2005, Proposition 7.6]) that every extension can be decomposed as a
weakly mixing extension and a degenerate extension. More formally, let X be a system of order< k and let
σ :G×X→U be a cocycle of type< k+1. If we let W be the annihilator of {χ ∈ Û :χ◦σ is of type < k},
then X ×σ U = X ×σ mod W U/W ×τ W, where X ×σ mod W U/W is a system of order < k and τ is a
weakly mixing cocycle. In particular, we see that it is enough to prove Theorem 6.6 in the case where ρ
is of type < k (the degenerate case) and in the case where ρ is weakly mixing. In this section we prove
the former, we begin with the following lemma about degenerate extensions.

Lemma 6.11. Let k ≥ 1 and let X = Z<k(X)×σ W be an ergodic G-system of order < k+ 1. Let Y =
Z<k(Y )×τ V be an ergodic extension of X of the same order. Then, there exists a surjective homomorphism
ϕ : V →W such that ϕ ◦ τ is (G, Z<k(Y ),W )-cohomologous to σ ◦πk , where πk : Z<k(Y )→ Z<k(X) is
the factor map.

Proof. Let π : Y → X be the factor map. It is classical that π defines a factor πk : Z<k(Y )→ Z<k(X)
and we have

π(y, v)= (πk(y), p(y, v)),

where p : Y →W.
Since π commutes with G, we conclude that 1g p(y, v)= σ(g, πk(y)). In particular, we see that 1p

is invariant under the action of V. Since Y is ergodic, 1v p is a constant. We conclude that there exists a
homomorphism ϕ : V → W and a measurable map F : Z<k(Y )→ W such that p(y, v) = ϕ(v) · F(y).
Therefore, σ(g, πk(y)) = 1g p(y, v) = ϕ ◦ τ(g, y) ·1F. Since Z<k(Y )×σ◦πk W is a factor of Y, it is
ergodic. It follows by Lemma 5.4 that the image of ϕ ◦ τ is W. We conclude that ϕ is surjective as
required. □
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Our next result is that Theorem 6.6 holds for degenerate extensions if the group U is totally disconnected
of bounded exponent.

Theorem 6.12 (a degenerate version of Theorem 6.6). Let k,m ≥ 1 and let X = G(X)/0 be a finite-
dimensional k-step nilpotent system. Let ρ :G×X→U be a cocycle of type<k into some zero-dimensional
compact abelian group U of exponent m. Then, there exists an ergodic Ok,m(1)-extension π : Y0→ X
with the same properties as in Theorem 6.6.

Recall that by Lemma 6.11 if Y is an extension of X of the same order then we can find compact abelian
groups V and U such that Y = Z<k(Y )×τ V and X = Z<k(X)×σ U. Moreover, there exists a surjective
homomorphism ϕ : V →U such that ϕ ◦τ is cohomologous to σ ◦πk , where πk : Z<k(Y )→ Z<k(X) is a
factor map. It will be convenient to lift the elements of G(X) to an intermediate factor X̃ = Z<k(Y )×σ◦πk U
and only then to lift them to Y. Each of these steps will require extending the k-th Host–Kra factor further.
For the first lift we need the following corollary of Lemma 6.4.

Corollary 6.13. Let k ≥ 1. Let X be an ergodic G-system of order < k and ρ : G × X → U a weakly
mixing cocycle. Let π : Y → X be an ergodic extension of X of order < k and s ∈ G(X). If s has a lift in
G(X ×ρ U ) and a lift in G(Y ), then s can be lifted to G(Y ×ρ◦π U ).

Proof. Write d [k]ρ =1F and let s ∈ G(X) be as in the claim. By Lemma 6.4 there exists a measurable
map φs : X→U such that Ss,φs ∈ G(X ×ρ U ). Let s̃ be a lift of s in G(Y ), since

1s̃[k]F ◦π = (1s[k]F) ◦π = d [k]φs ◦π,

we conclude by Lemmas 6.8 and 6.4 that the transformation Ss̃,φs◦π is a lift of s̃ in G(Y ×ρ◦π U ), as
required. □

For convenience, if X is a factor of a system Y, πY
X : Y → X is the factor map and F is a function

on X we refer to F ◦πY
X as the lift of F to Y. We turn to the proof of Theorem 6.12.

Proof. Let X = G/0 and ρ : G× X→U be as in Theorem 6.12 and assume that ρ is of type < k and U
is totally disconnected of exponent m. By Proposition A.19 there exists a compact abelian group W and a
cocycle σ :G×Z<k(X)→W such that X = Z<k(X)×σ W. Let Y = X×ρU and write Y = Z<k(Y )×τ V
for some compact abelian groups V and a cocycle τ . Let πk : Z<k(Y )→ Z<k(X) be the factor map. Then
by Lemma 6.11 there exist a surjective homomorphism ϕ :V→W and a measurable map F : Z<k(Y )→W
such that σ ◦πk = ϕ ◦ τ ·1F :

Z<k(Y )

degenerate
��

Z<k(Y )×τ V
weakly mixingoo

degenerate
��

Z<k(X) Z<k(X)×σ W
weakly mixingoo

Observe that Z<k(Y ) is a degenerate extension of Z<k(X) by a zero-dimensional group and Y is a
weakly mixing extension of Z<k(Y ). Therefore we can apply the induction hypothesis in order to lift
transformations from Z<k(X) to Z<k(Y ) and then use the weakly mixing case to lift from Z<k(Y ) to
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Z<k(Y )×τ V. Each time we have to pass to an extension. We conclude that there exists an extension
Y0 = Z<k(Y0)×τ0 V , where τ0 = τ ◦π

Z<k(Y0)
Z<k(Y ) and such that

H= {s ∈ G(Z<k(X)) : there exists a lift of s in G(Y0)}

is an open subgroup of G(Z<k(X)). Indeed, H here equals to the group L defined in Theorem 6.6.
Now let Ss,φ be any transformation in G(X). If s ∈ H then there exists a lift s̄ ∈ G(Z<k(Y0)) and a

measurable map ψ : Y0→ V such that Ss̄,ψ ∈ G(Y0).
Let σ̃ : G× Z<k(Y0)→W be the lift of σ to Z<k(Y0), that is, σ̃ = σ ◦π Z<k(Y0)

Z<k(X) . Similarly let φ̃ and F̃
be the lifts of F and φ to Z<k(Y0), respectively. We consider the intermediate factor X̃ = Z<k(Y0)×σ̃ W.
By Lemma 6.4 and Corollary 6.13 we see that Ss̄,φ̃ and Ss̄,ϕ◦ψ ·1s̄ F̃ belong to G(X̃). Therefore,

φ̃

ϕ ◦ψ ·1s̄ F̃
∈ P<k(Z<k(Y0),W ).

By Theorem 5.17 we can pass to an extension Y1 = Z<k(Y1)×τ1 V where we can find a phase polynomial
p : Z<k(Y1)→ V such that ϕ ◦ p= φ̃/(ϕ ◦ψ ·1s̄ F̃). Arguing as before we can pass to another extension
Y2 = Z<k(Y2)×τ2 V and find an open subgroup H′ of H of transformations in G(Z<k(X)), which has a
lift in G(Y2). Let p̄ and ψ̄ be the lifts of p and ψ to Z<k(Y2), respectively. We conclude that for every
s ∈ H′ the transformation Ss̃,ψ̄ ·p induces the action of Ss,φ on X . Since H′ is open, the group of all
elements in H which admits a lift in G(X) contains the open subgroup H′ and is therefore also open. □

The case where the group U in Theorem 6.12 is of dimension greater than zero follows by a similar
argument. Indeed, if V is an extension of W by a finite-dimensional group U of dimension n, then V is an
extension of (S1)n×W by a zero-dimensional group. Since the extensions which arise from Theorem 5.9
are zero-dimensional, this case is not needed in the proof of Theorem 6.1 and we leave the details for the
interested reader.

7. Proof of Theorem 2.12, part II

As mentioned in the previous section it is enough to prove Theorem 6.6 in the case where the extension is
weakly mixing. In this case we have the following result [Host and Kra 2005, Lemma 10.8].

Lemma 7.1. Let k ≥ 0 and let X be an ergodic G-system of order < k + 1 and σ : G × X → U be a
weakly mixing cocycle with d [k+1]σ =1F. Let j be an integer with 0≤ j < k+ 1 and let G j be the j-th
group in the lower central series for G. Then, for every t ∈ G j and a measurable map φ : X → U the
following are equivalent:

(1) For every (k− j+1)-face β, 1t [k+1]
β

F = d [k+1]
β φ.

(2) For every (k− j)-face α, 1t [k+1]
α

F/d [k+1]
α φ is an invariant function on X [k+1].

7A. The main objects in the proof. We begin by describing the objects which will be used in the proof
of Theorem 6.6. For 0≤ j ≤ k+1 we construct a tower of extensions Y0→ Y1→· · ·→ Yk+1= X , where
each Y j is an Ok,m, j (1)- extension of Y j+1 (and therefore of X ) of order < k with the following properties:
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• The subgroup
L j := {s ∈ G(X) : s has a lift in G(Y j )}

is open in G(X).

• The subgroup
V j := {s ∈ G j (X)∩L j : s has a lift in G(Y j )

⋆
}

is open in G j (X).

• For technical reasons we will also prove that V j contains the subgroup generated by the commutators
{[s, g] : s ∈ G j−1(X)∩L j , g ∈ G}.

We note that in each step the group G is replaced with some Ok,m, j (1)-extension, we abuse notation
and denote all of them by G. Since we only construct k + 1 extensions (Yk, Yk−1, . . . , Y0), the final
extension Y0 is an Ok,m(1)-extension of X .

We construct these objects by downward induction on j : For j = k+1 we can take Yk+1= X , Lk+1=G
and Vk+1 = {e}. For j = k we have the following lemma.

Lemma 7.2. In the setting of Theorem 6.6, there exists an ergodic zero-dimensional Ok,m(1)-extension Yk

of order < k such that Lk is open and Vk = Gk ∩Lk .

The proof is a modification of the arguments of [Host and Kra 2005, Lemma 10.9].

Proof. Let F : X [k+1]
→ U be such that d [k+1]ρ = 1F. Since G(Z<k(X)) is (k−1)-step nilpotent, we

conclude that any t ∈ Gk is an automorphism which fixes Z<k(X). Therefore, by Lemma A.12, 1tρ is
of type < 1. Let χ ∈ Û. Then by Lemma 3.2 1tχ ◦ ρ is (G, X, S1)-cohomologous to a constant. We
conclude by Lemma 5.11 that there exists a zero-dimensional Ok,m(1)-extension π̃ : X̃→ X by a cocycle
of type < 1 such that

(1tρ) ◦ π̃ = ct ·1Ft (7-1)

for some constant ct : G→U and a measurable map Ft : X̃→U. It follows that, for every 1-dimensional
face α,

(1t [k]α
F) ◦ π̃

d [k]α Ft
(7-2)

is invariant in X̃ [k]. Notice that X̃ is a degenerate extension of X , therefore by the induction hypothesis of
Theorem 6.12 there exists an Ok,m(1)-extension π : Yk→ X̃ (and therefore of X ). By the same theorem
the group Lk ≤ G with respect to this extension is open. Any t ∈ Lk has a lift in G(Yk). If in addition
t ∈ Gk then (7-2) and Lemma 7.1 imply that t has a lift in G(Yk)

⋆, where G(Yk)
⋆ is defined with respect to

the extension Yk×ρ◦π
Yk
X

U, as required. □

We climb up along the central series inductively. Suppose by induction that we have already constructed
Y j+1, L j+1 and V j+1 as above. We prove:

Lemma 7.3. There exists an ergodic Ok,m(1)-extension Y ′j of Y j+1 such that

L′j := {s ∈ L j+1 : s has a lift in G(Y ′j )}
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is open in L j+1 and at the same time

V ′j := {s ∈ L
′

j ∩G j : s has a lift in G(Y ′j )
⋆
}

is open in L′j ∩G j .

Remark 7.4. For technical reasons, we will postpone the proof of this lemma until after Lemma 7.5.
In other words, we will assume for now that this lemma was already established, and proceed to prove
Lemma 7.5 below. At the end of this section we will prove Lemma 7.3 without relying on Lemma 7.5.
The advantage is that some ideas and notions used in the proof of Lemma 7.3 are more natural in the
settings of Lemma 7.5 and so we prefer to define these in the proof of Lemma 7.5 first.

The following lemma is the final step in the proof. We describe a process which allow (by passing to an
extension) to add arbitrary countable set of transformations of the form [s, g] to V ′j , where s ∈ L′j ∩G j−1

and g ∈ G.

Lemma 7.5. There exists an ergodic zero-dimensional Ok,m, j (1)-extension Y j of Y ′j such that L j =

{s ∈ L′j : s has a lift in G(Y j )} is open and V j ⊆ G j ∩L j satisfy the properties in Section 7A.

Proof. Let s ∈ L′j , and let g ∈ G be a generator in the natural basis of G. By the structure of G, the order
of g is pOk,m, j (1) for some prime p (the exact power is not important). Since G is k-step nilpotent, the
order of [s, g] is also pOk,m, j (1) for possibly higher but bounded power. Since V ′j is open in L′j ∩G j , it is of
at most countable index in that group. Therefore, we can find a countable set {sn}n∈N of transformations
in L′j ∩G j , where each sn is of order pOk,m, j (1)

n for some primes pn where the power is bounded uniformly
for all n and such that

⋃
n∈N snV ′j contains {[s, g] : s ∈ G j−1 ∩L′j , g ∈ G}. By adding inverses, we may

assume that {sn : n ∈ N} contains all of its inverses.
Let C0 := {sn : n ∈ N}, and for every n ≥ 1 let Cn := {[s, g] : s ∈ Cn−1, g ∈ G} and C =

⋃
n∈N Cn .

Definition. For s ∈ C we define the complexity of s by

comp(s) :=max{n : s ∈ Cn}.

We need the following result.

Lemma 7.6. For every n ∈N, there exists a zero-dimensional Ok,m(1)-extension πn : Y j,n→ Y ′j such that
for every s ∈ Cn and for every 0-dimensional face α, there exists ψs : Y j,n→U such that

(1s[k+1]
α

F) ◦πn − d [k+1]
α ψs (7-3)

is T [k+1]
g -invariant for every g ∈ G.

Proof. We prove the claim by downward induction on n. If n ≥ j , then C j is trivial and the claim
follows. Fix some 0 ≤ n < j and assume that Lemma 7.6 holds for all values greater than n. Let
s ∈ Cn . For every g ∈ G, [s−1, g−1

] has complexity greater than n. Therefore, by the induction
hypothesis there exists an extension πn+1 : Y j,n+1→ Y ′j and a measurable map ψs,g : Y j,n+1→U such
that (1

[s−1,g−1]
[k+1]
α

F) ◦πn+1− d [k+1]
α ψs,g is invariant for any 0-face α. Let s̄ be any measure-preserving

transformation on Y j,n+1 (not necessarily in G(Y j,n+1)), which induces the same action of s on Y ′j .
9

9Such lift always exists. Recall that Y ′j is a tower of group extensions of X . Therefore, there exists a compact group K such
that Y ′j

∼= X × K as measure spaces. In particular, s̄(x, k)= (sx, k) is a lift for s.
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Consider the function
θs(g, y) := ψs,g(gs̄ y) ·1sρ(g, πn+1(y)). (7-4)

As in the previous lemma, θs : G× Y j,n+1→U is a function of type < k− j + 1. Note that if the order
of g is coprime to p then s commutes with g and so we can take ψs,g = 1.

We replace θs with a cocycle:

Claim. By embedding U into (S1)N using the Pontryagin dual, we view θs as a map into (S1)N. We claim
that there exists a constant cs : G→ (S1)N and a cocycle θ ′s : G × Y j,n+1→ (S1)N such that, for any
generator g ∈ G, θ ′s(g)= cs(g) · θs(g). Moreover, cs(g)= 1 whenever the order of g is coprime to the
order of s.

Proof of claim. Fix any 0-face α and h ∈ G, by the induction hypothesis of Lemma 7.6 we know that
1
[k+1]
h (1

[s−1,g−1]
[k+1]
α

F) ◦πn+1 = d [k+1]
α 1hψs,g. The same calculation as in (7-14) gives

d [k+1]
α 1hθs(g)=1h[k+1]1g[k+1](1s̄[k+1]

α
F ◦πn+1).

Since g and h commute, we have d [k+1]
α 1hθs(g)= d [k+1]

α 1gθs(h) for any 0-face α. We conclude that

1hθs(g)=1gθs(h). (7-5)

Therefore, by ergodicity we have
θs(g+ g′)

θs(g)Tgθs(g′)
= cs(g, g′) (7-6)

for all g, g′ ∈ G and some constant cs(g, g′).
From this we conclude that

∏order(g)−1
k=0 T k

g θs(g) is a constant in U. In order to take roots we embed U
in the divisible group (S1)N and choose cs,χ (g)∈ S1 such that cs,χ (g)order(g)

=
∏pd

−1
k=0 T k

g χ ◦θs . Note that
if g is of order coprime to p, then s and g commute. In this case ψs,g = 1 and

∏order(g)−1
k=0 T k

g χ ◦ θs = 1.
In other words, if g is of order coprime to p, we can take cs,χ (g)= 1. Let θ̃s,χ (g) := χ ◦ θs(g)/cs,χ (g).
We see that

∏order(g)−1
k=0 T k

g θ̃s,χ (g) = 1 and 1h θ̃s,χ (g) = 1g θ̃s,χ (h) for every h, g ∈ G. Let θ ′s,χ be the
cocycle as in Proposition 5.2. □

We return to the proof of Lemma 7.6. Consider the cocycle

θ := (θ ′s,χ )s∈Cn,χ∈Û : G× Y j,n+1→ (S1)N

and choose a minimal cocycle σ :G×Y j,n+1→ (S1)N which is cohomologous to θ . Let Y j,n=Y j,n+1×σ W,
where W is the image of σ and assume for now that W is zero-dimensional (proof below). Since θ is
cohomologous to σ it is a coboundary on Y j,n . This implies that χ ◦ θs is cohomologous to a constant
for every χ ∈ Û and s ∈ Cn . Using Theorem 5.17 we can replace Y j,n with an extension such that θs is
(G, Y j,n,U )-cohomologous to a constant on that extension. In that case we can find ψs : Y j,n→U such
that θs − dψs is a constant and this ψs satisfies (7-3). This completes the proof of Lemma 7.6. □

We return to the proof of Lemma 7.5. Consider the extension Y j,0 from the previous lemma. This is
a degenerate extension of Y ′j . Therefore, by Theorem 6.12 we can find an extension Y j such that the
subgroup L j = {s ∈ L′j : s has a lift in G(Y j )} is open. Let V j be as in the theorem. Since V ′j ∩L j ⊆ V j ,
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we have that V j is open in L j ∩G j . Recall that {[s, g] : s ∈ G j−1∩L′j , g ∈G} ⊆C0 ·V ′j . Let s ∈L′j ∩G j−1

and g ∈ G. From (7-3) and Lemma 6.4 it follows that if s has a lift in G(Y j,0), then [s, g] has a lift
in G(Y j,0)

⋆. From this and Corollary 6.13, we conclude that if s has a lift in G(Y ′j ), then [s, g] it has a lift
in G(Y ′j )

⋆. Since all elements in L j has lifts in G(Y ′j ) we conclude that if s ∈ L j ∩G j−1 then [s, g] has a
lift in G(Y ′j )

⋆. We conclude that any element of the form [s, g] where s ∈ L j ∩G j−1 and g ∈ G has a lift
in G(Y ′j )

⋆. In other words {[s, g] : s ∈ L j ∩G j−1, g ∈ G} ⊆ V j , as required.
It is left to show that W is zero-dimensional. Fix s ∈ Cn and χ ∈ Û, we prove that there exists N such

that (θ ′s,χ )
N is a coboundary. We need the following lemma.

Lemma 7.7. Let Y be an ergodic extension of a G-system X of order< k. We denote by G be the Host–Kra
group of X. Let p be a prime number and write G = G p⊕G⊥p , where G p is the p-component of G. Let
m ≥ 0 and suppose that f : G × Y → S1 satisfies that d [m] f = 1F , for some F : Y [m]→ S1 which is
measurable with respect to X [m]. Then, for every s ∈ G of order pn for some n ∈N, there exists a function
σs : G× X→ S1 and a natural number N = Ok,n,m(1) such that with σs(g, x)= 1 for all g ∈ G⊥p and

(1s f · σs)
N

is a (G, X, S1)-coboundary. Furthermore (d [m]1s f · σs)
N ′
= 11[m]s F N ′ for some natural number

N ′ = Ok,n,m(1).

We briefly explain the idea behind this result. Let n be a natural number and let s be a transformation
of order n. Since 1sn f = 1, the cocycle identity gives

1s f n
=

n−1∏
k=0

1s1sk f̄ .

Assume hypothetically that s is an automorphism. Then, by Lemma A.12, the type of 1s f n is smaller
than the type of 1s f . If we repeat this process iteratively, we will eventually get that some power of 1s f
is a coboundary.

In the lemma we do not assume that s is an automorphism. However, (7-4) indicates that up to a
multiplication by some function it still behaves like one. The formal proof is given below.

Proof of Lemma 7.7. We prove the lemma by induction on m. For m = 0 we have that f =1F. Therefore,
since F is measurable with respect to X we have

1s f =1s1F =11s F · Vs Tg1[s−1,g−1]F

and the claim follows by taking σs(g, x) := Vs Tg1[s−1,g−1]F(x). Note that if g ∈ G⊥p then s and g
commutes, in this case σs(g, x)= 1.

Claim. Fix 1 ≤ j ≤ k, let s ∈ G j of order p and β be an (m− j)-dimensional face (or a vertex
if j ≥ m). Then, there exists a natural number M = Om, j,n(1) and a function φs : Y → S1 such
that 1s[m]β

F M
= d [m]β φM

s .

We prove the claim by downward induction on j . If j = k, then s = e and the claim is trivial. Fix
j < k and assume that the claim holds for all values greater than j . Let s ∈ G j be as in the lemma. Then
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by the induction hypothesis we see that for every g ∈ G and every (m− j−1)-dimensional face β there
exist a power M and φs,g : X→ S1 such that

1
[s−1,g−1]

[m]
β

F M
= d [m]β φM

s,g.

We use this to prove Lemma 7.7 for all s ∈ G j for this specific j and then we use the lemma to prove the
rest of the claim. Let σs(g, x) := Vs Tgφs,g(x) and observe that if g ∈ G⊥p then s and g commute and so
we can take φs,g = 1. Let f ′s :=1s f · σs . As in (7-14) we have

1(1s[m]β
F M)= V [m]sβ T [m]g 1

[s−1,g−1]
[m]
β

F M
·1s[m]β

1F M

= d [m]β Vs ◦ Tgφ
M
s,g ·1s[m]β

d [m]ρM
= d [m]β f ′s

M
. (7-7)

Since this is true for every (m− j)-dimensional face β, we see by Lemma A.8 that f ′Ms is of type <m− j
(or a coboundary if j ≥ m). We conclude that there exists a measurable map Fs : Y [m− j]

→ S1,
which is measurable with respect to X [m− j] such that d [m− j] f ′Ms = 1F M

s . Moreover, we note here
that d [ j]F M

s = 1s[m]F M. Since f ′Ms is of smaller type, we can apply the induction hypothesis for the
transformations s, s2, s3, . . . , s pn

−1. We conclude that there exist N , N ′ = Ok,m,n(1) and σ ′s,l with

(d [m− j]1sl f ′s · σ
′

s,l)
N ′
=11sl [m− j]F N ′

s (7-8)

and

1sl f ′Ns · σ
′

s,l
N
∈ B1(G, X, S1). (7-9)

By replacing N and N ′ with N M and N ′M we can assume without loss of generality that N and N ′ are
multiples of M . Recall, that f ′s =1s f ·σs . Let pn be the order of s then by the cocycle identity we have

1=1s pn f =
pn
−1∏

k=0

1s Vsk f = (1s f )pn
·

pn
−1∏

k=1

1sk1s f

and it follows that (1s f )pn
=

∏pn
−1

k=1 1sk1s f̄ .
From all of this we conclude that

(1s f̄ )N ′N pn
pn
−1∏

k=1

1skσ N ′N
s ·

pn
−1∏

k=1

σ ′N
′N

s,k =

pn
−1∏

k=1

(1sk (1s f N ′Nσ N ′N
s )·σ ′N

′N
s,k )=

pn
−1∏

k=1

(1sk f ′s ·σs,k)
N ′N , (7-10)

which by (7-9) is a coboundary. Moreover by (7-8) we have that

d [m− j](1s f̄ )N ′N pn
pn
−1∏

k=1

1skσ N ′N
s ·

pn
−1∏

k=1

σ ′N
′N

s,k =1

pn
−1∏

k=1

1sk [m− j]F N N ′
s . (7-11)

Choose Ñ = N ′N pn and σ̃s any measurable function which satisfies that

σ Ñ
s =

(pn
−1∏

k=1

1skσ N ′N
s ·

pn
−1∏

k=1

σ ′N
′N

s,k
)−1
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and that σ̃s(g, x)= 1 whenever g ∈ G⊥p . We conclude that

d [m− j]1s f Ñ
· σ̃ Ñ

s =1

pn
−1∏

k=1

1sk [m− j]F N ′N
s . (7-12)

From (7-11) and since d [ j]F M
s =1s[m]F M, we get that, for every (m− j)-dimensional face β,

d [m]β 1s f σ̃ Ñ
s =11s[m]β

F Ñ . (7-13)

Since this is true for every β we conclude that d [m]1s f Ñ
· σ̃ Ñ

s =11s[m]F Ñ , which completes the proof
of the lemma. It is left to prove the claim for this j .

Observe that

d [m]β 1s f =1s[m]β
1F =11s[m]β

F · Vs[k+1]
β

Tg[k+1]1
[s−1,g−1]

[m]
β

F.

Plugging this above we get that

(1
[s−1,g−1]

[m]
β

F Ñ (y))(d [m]β T−1
g V−1

s σs(g, y)Ñ )−1

is invariant with respect to the diagonal action of G on Y [m]. Since β is an (m− j)-dimensional face, the
claim follows by Lemma 7.1. □

We return to the proof of Lemma 7.5. By what we just proved, there exists a power N and a function σs,χ

such that θ ′s,χ
N
· σs,χ is a coboundary. Since θ ′s,χ is a cocycle of type < k− j + 1, so is σs,χ . As in the

lemma above, σs,χ (g, · ) is trivial for any g ∈ G⊥p . Therefore, by the cocycle equation it is invariant under
the action of G⊥p . Recall that the action of G on Y j,n+1 is ergodic and let Y ′j,n+1 be the factor of Y j,n+1

which corresponds to the σ -algebra of the G⊥p -invariant functions. The induced action of G p on Y ′j,n+1 is
therefore ergodic.

We consider this system as an Z/pdZω-system for some fixed d . By the main theorem of [Bergelson
et al. 2010], any Z/pdZω-cocycle is cohomologous to a phase polynomial of some bounded degree.
By Proposition C.1 there exists some power pn such that σ pn

s,χ is a coboundary. Therefore θ ′s,χ
N pn

is a
coboundary. As n=Ok,m(1), we conclude that the image of the minimal cocycle cohomologous to θ ′s takes
values in a finite-dimensional group of exponent Ok,m(1). The proof of Theorem 6.6 is now complete. □

It is left to prove Lemma 7.3.

Proof. Let s ∈ G(Y j+1) be any lift of an element s ′ ∈ G j ∩L j+1. By assumption, [s ′−1, g−1
] ∈ V j+1 for

every g ∈G. We conclude that there exists ψs,g : Y j+1→U such that for every (k− j+1)-face β we have

1
[s−1,g−1]

[k+1]
β

F ◦π = d [k+1]
β ψs,g,

where π : Y [k+1]
j+1 → X is the factor map. Consider the function θs(g, y) := ψs,g(gs̄ y) ·1sρ(g, π(y)),

where π : Y j+1→ X is the factor map. The following computation is taken from [Host and Kra 2005,
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Proposition 10.10]:

1g[k+1](1s[k+1]
β

F(π(y)))= Vs[k+1]
β
◦ Tg[k+1](1

[s−1,g−1]
[k+1]
β

F(π(y))) ·1s[k+1]
β

1g[k+1]F(π(y))

= d [k+1]
β Vs ◦ Tg(ψs,g(y)) ·1s[k+1]

β
d [k+1]ρ(g, π(y))= d [k+1]

β θs, (7-14)

where the last equality follows from the fact that1s[k+1]
β

d [k+1]ρ(g, π(y))=d [k+1]
β 1sρ(g, π(y)). It follows

that d [k+1]
β θs is a (G, Y [k+1]

j+1 , S1)-coboundary for every (k− j+1)-face β and therefore θs is a function of
type < k− j+1 (Lemma A.8). By Lemma 5.16 we can extend Y j and assume that all θs are line-cocycles
(the polynomial term p in Lemma 5.16 can be ignored by changing ψs,g with ψs,g/p).

The map s 7→ θs is a measurable map from G j to functions of type < k− j + 1. By Theorem 3.1 and
Baire theorem we have for every χ a nonmeagre measurable set Aχ ⊆ G j such that, for every s, t ∈Aχ ,
χ(θs/θt) is (G, Y j+1, S1)-cohomologous to a phase polynomial of degree < k− j + 1. Assume for now
that we can choose the same set A for all χ ∈ Û simultaneously. This assumption will be explained at
the end of the proof.

By Lemma 5.11 we can find an < Ok,m(1)-extension Ỹ j+1 of Y j+1 such that as a function on Ỹ j+1,
θs/θt is (G, Ỹ j+1,U )-cohomologous to a phase polynomial of degree < k− j + 1. Therefore, for every
s, t ∈ G j ∩L j there exists a measurable function θs,t : Ỹ j+1→U with d [k+1]

β θs/θt =1d [k+1]
β θs,t . Since

Ỹ j+1 is a degenerate extension of Y j+1, we can use Theorem 6.12. Thus, we can pass to an extension Y ′j
of order < k+ 1 such that

L′j := {s ∈ L j+1 : s has a lift in G(Y ′j )}

is open. By lifting everything to Y ′j it follows from (7-14) that

1(Vs̄[k+1]
β

F ◦π
Y ′j
X − Vt̄ [k+1]

β
F ◦π

Y ′j
X )=1d [k+1]

β θs,t ,

where F and θs,t are viewed as functions on Y ′j and s̄, t̄ are any lifts of s and t . It follows that

1s̄[k+1]
β

F ◦π
Y ′j
X − Vt̄ [k+1]

β
F ◦π

Y ′j
X − d [k+1]

β θ

is invariant in (Y ′j )
[k+1]. Since t ∈ G j , it maps the σ -algebra Ik+1(X) to itself. Moreover, since F ◦π

Y ′j
X

is measurable with respect to X , we have that

1
s̄ t̄−1
β

[k+1]F ◦π
Y ′j
X −1d [k+1]

β Vt̄−1θs,t

is invariant with respect to the diagonal action of G on X [k+1]. Now, by Lemma 6.4, we conclude that for
every lifts of s, t ∈A the element corresponding to st−1 in G(Y ′j ) is in G(Y ′j )

⋆, where G(Y ′j )
⋆ is defined

with respect to the extension
Y ′j ×

ρ◦π
Y ′j
X

U.

Thus, V ′j contains A ·A−1 and so the proof is complete by Lemma B.2.
It is left to establish the assumption above about the existence of a measurable set A of positive measure,

which satisfies that χ ◦θs/χ ◦θt is cohomologous to a polynomial of degree < k− j+1 for every s, t ∈A
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and every χ ∈ Û. Let 1 ≤ U be a subgroup of bounded exponent such that U/1 is a Lie group. Let
χ1, . . . , χn ∈ Û be a lift of a basis of the dual of U/1 and π1, π2, . . . a lift of the coordinate maps in the
dual of 1. Since {χ1, . . . , χn} is a finite set of characters, we can apply Theorem 5.15 and find a set A
of positive measure such that, for every 1≤ i ≤ n, χi (θs/θt) is cohomologous to a phase polynomial of
degree < k− j + 1, simultaneously.

We also notice, as in the proof of Lemma 7.3 that χ(θs/θt) is cohomologous to a phase polynomial of
degree < k− j +1 if and only if 1

(st−1)
[m]
β
χ ◦ F = d [m]β φ for some φ : Y j+1→ S1. Let H be the subgroup

generated by A ·A−1. Then, for every 1≤ i ≤ n, h ∈ H and an (k− j+1)-dimensional face β there exists
φh,i such that

1h[m]β
χi ◦ F = d [m]β φh,i .

Now, let π be one of the maps π1, π2, . . . . Then, by Theorem 5.15, we can find a set of positive measure
Aπ ⊆ A such that π(θs/θt) is cohomologous to a phase polynomial of degree < k − j + 1. As before,
let Hπ be the group generated by Aπ ·A−1

π . We conclude that for every h ∈Hπ we have

1h[k+1]
β

π ◦ F = d [k+1]
β φh,π .

In particular, we see that for every s ∈ Hπ , π ◦ θs is cohomologous to a phase polynomial of degree
< k− j+1. We want to extend Hπ to H. For every i , Hπi is an open subgroup of H. We conclude that the
index [H :Hπi ] is at most countable. Thus, for each πi ∈ {πi : i ∈N} we find a set of countably many trans-
formations {sn,πi :n∈N} such that

⋃
n∈N sn,πiHπi =H. It is left to show that1[k+1]

sn,πi
πi ◦F=d [k+1]

β φn,πi for
some φn,πi : Y j+1→ S1. Indeed, in this case we have that s ∈H and i ∈N, the cocycle πi (θs) is cohomolo-
gous to a phase polynomial of degree<k− j+1. In particular, we can take A=H and the proof is complete.

Since the set {sn,πi : n ∈N} is countable, we can use the same argument as in Lemma 7.6 with one minor
modification. This time the elements sn,πi are not of finite order (but the commutators are). Therefore in the
last step, we cannot use Lemma 7.7 in order to deduce that W is zero-dimensional. Instead, recall that for
each πi there exists a constant mi such that πmi

i ∈ ⟨χ1, . . . , χn⟩. This means, in particular, that some power
d=Ok,m(1) of πi (θs) is (G, Y j+1, S1)-cohomologous to a phase polynomial ps,i of degree< k− j+1. As
in the claim in Lemma 7.6 we can find a constant cs,i and a cocycle θ ′s,i =πi (θs)·cs,i . It follows that θ ′ds,i is a
phase polynomial of degree < k− j+1. By Theorem 5.9 we can also find a phase polynomial cocycle qs,i

of degree < k− j + 1 such that qd
s,i = ps,i (by passing to an extension). We conclude that θ ′s,i/qs,i is a

cocycle, and the d-th power of this cocycle is a coboundary. As in Lemma 7.6, by extending with a minimal
cocycle which is cohomologous to θ ′s,i/qi,s we can assume that the latter is a coboundary. Therefore, πi ◦θs

is cohomologous to a phase polynomial of degree < k− j+1 for all s ∈H, which completes the proof. □

7B. Concluding everything. To finish the proof of Theorem 2.12 we need to following variant of a
theorem of [Furstenberg and Weiss 1996].

Lemma 7.8. Let X and Y be ergodic G-systems and π : Y → X be the factor map. Let ρ : G× X→U
be a cocycle and suppose that X ′ = X ×ρ U is ergodic. If σ is the minimal cocycle cohomologous to
ρ ◦π : G× Y →U and V is the image of σ , then X ′ is a factor of Y ×σ V.
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Proof. Consider the (possibly nonergodic) system Y ×ρ◦π U. It follows by the theory of Mackey (see
[Furstenberg and Weiss 1996, Proposition 7.1]) that every ergodic component of Y ×ρ◦π U is isomorphic
to Y ×σ V for some V ≤U. Choose any ergodic invariant measure µY ′ on Y ×ρ◦π U. It is easy to see that
the push-forward of µY ′ to Y is µY . Moreover, since X is a factor of Y we conclude that the push-forward
of µY ′ to X is µX . Let µX ′ be the push-forward of µY ′ to X ′. Since X ′ is ergodic µX ′ must be the product
measure µX×mU , where mU is the Haar measure on U (see [Host and Kra 2018, Section 2.2, Lemma 4]).
In other words, X ′ is a factor of Y ×σ V as required. □

Given an ergodic G-system X , by Theorem 4.3 it is an inverse limit of finite-dimensional systems
X = lim

←−
Xn . By Theorem 6.1, we can find a constant l = Ok(1) and for each (Xn,G(l)) we can find an

extension (Yn,G(l)) which is an finite-dimensional nilsystem. By increasing Yn we may assume that Yn−1

is a factor of Yn . More concretely, in the proof of Theorem 6.6 we build Yn as a sequence of extensions
of Xn (by zero-dimensional groups). In each step, instead of extending by the groups associated to Xn

we can also extend by the groups associated to the previous systems Xn−1, . . . , X1 (and replace with
minimal cocycles, as in Lemma 7.8). In this case Y := lim

←−
Yn is an inverse limit of nilsystems. It is

standard that (X,G(l)) is a factor of (Y,G(l)) or equivalently that Y is an l-extension of X as required.10

8. Proving the identification G(X)/0 ∼= X

The goal of this section is to deduce Theorem 6.1 from Theorem 6.6 and thus complete the proof of
Theorem 2.12. Given a finite-dimensional system X , we have already established the existence of a
finite-dimensional extension Y which is an inverse limit of systems Yn , where the action of G(Yn) on Yn is
transitive. It is therefore enough to derive the identification Yn ∼= G(Yn)/3n for some totally disconnected
closed subgroup 3n of G(Yn). In other words it suffices to prove the following theorem.

Theorem 8.1. Let X be an ergodic G-system of order k and suppose that G(X) acts transitively on X (as
a near-action), then there exists a totally disconnected subgroup 3≤ G(X) so that X and G(X)/3 are
isomorphic as G(X)-systems.

In order to prove this theorem we construct a topological model for X . That is a compact Hausdorff
space X̂ with a continuous action T̂ : G(X)× X̂ → X̂ such that X and X̂ are isomorphic as measure
spaces. Write X = Zk(X)×ρ U, by induction hypothesis we may write Z<k(X)= L/3L and we have a
projection map p : G(X)→ L which is onto.

Definition 8.2. Let H be a Polish group with a near-action on X . A function f ∈ L∞(X) is said to be
H -continuous if f (hx)→ f (x) in L∞(X) as h→ 1H .

Proposition 8.3. Let A⊆ L∞(X) denote the algebra of G(X)-continuous functions. We claim that the
unit ball of this algebra is dense in the unit ball of L∞(X) with respect to the L2-topology.

The following result [Gleason 1950, Theorem 3.3] will be used to lift the L-continuity to a G(X)-
continuity.

10Another approach would be to use a version of Lemma A.4 from [Frantzikinakis and Host 2018] and replace Yn with an
ergodic joining of Yn, Yn−1, . . . ., Y1.
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Theorem 8.4. Let U be a compact Lie group acting freely and continuously on a completely regular
topological space X. Let q : X → X/U be the quotient map where x ∼U y if there exists u ∈ U so
that ux = y and X/U is equipped with the quotient topology. Then every point x ∈ X/U has an open
neighborhood x ∈ V ⊆U/X such that there is a local continuous section s : V → X so that p ◦ s = IdV .

Proof of Proposition 8.3. Let f be a continuous function on X with ∥ f ∥∞ ≤ 1 and let ε > 0 be arbitrary.
Recall that X = L/3L×U. Since f is uniformly continuous, we can find an open subset U ′ ≤U so that
∥ f (ux)− f (x)∥∞ < ε/2 for all u ∈ U ′. By Gleason–Yamabe, we can find a subgroup J ≤ U so that
J ⊆U ′ and U/J is a Lie group. Let f̃ (x)=

∫
J f ( j x) d j , where d j is the Haar measure on J. We see

that f̃ is J -invariant and
∥ f̃ (x)− f (x)∥< ε/2. (8-1)

Recall that we have a surjective homomorphism p : G(X)→ L. By Lemma 6.4 we can identify the kernel
of p with P<k+1(Y,U ), where Y := Zk−1(X) = L/3L. Quotienting by P<k+1(Y, J ) we get the short
exact sequence

1→ P<k+1(Y,U )/P<k+1(Y, J )→ G(X)/P<k+1(Y, J )→ L→ 1. (8-2)

Since U/J is a Lie group, we deduce by Lemma A.17 that so is K := P<k+1(Y,U )/P<k+1(Y, J ). In
particular, K is locally compact and admits a Haar measure d K . Observe that f̃ is invariant to translations
by P<k+1(Y, J ); hence for every continuous function φ on K the convolution

f̃ ∗φ(x) :=
∫

K
f̃ (kx)φ(k) dk

is well-defined on X/J := Y ×U/J and K -continuous. Letting φ be a suitable approximation to the
identity (nonnegative, supported on a small neighborhood of the identity, and of total mass one) we
deduce that

∥ f̃ − f̃ ∗φ∥L2(X/J ) < ε/2. (8-3)

Moreover, f̃ ∗φ is a K -continuous function and an L-continuous function.
We use Gleason theorem and (8-2) to show that f̃ ∗φ is G(X)/P<k+1(Y, J )-continuous. By Lemma A.17,

K = U/J × D, where D is a countable discrete group. Fix a complete metric d on U which induces
its topology and normalize so that d(u, v) ≤ 1 for all u, v ∈ U. For every two functions f , f ′ taking
values in U we define ∥ f − f ′∥∞= sup d( f (x), f ′(x)). We make an observation that D remains discrete
even when G(X) is equipped with the following finer metric11 d(Sl, f , Sl ′, f ′) = dL(l, l ′)+∥ f − f ′∥∞.
Moreover, the action of K on G(X) is still continuous.

Let B ⊆ G(X) be an open neighborhood of the identity so that B ∩ D = {1}. Identify U/J with the
subgroup U/J×{1} ⊆ K and replacing B with U/J · B we can assume that K ∩ B =U/J. The Lie group
U/J then acts continuously on B. Moreover, any element in the quotient B/(U/J ) can be identified with
a unique element of L. By Gleason theorem, we can find an open neighborhood V of the identity in L
and a local continuous section l 7→ Sl,φl ∈ B ⊆ G(X), where the latter is equipped with the finer metric

11We note that G(X) is no longer a topological group with respect to that metric.



HOST–KRA FACTORS FOR
⊕

p∈P Z/pZ ACTIONS AND FINITE-DIMENSIONAL NILPOTENT SYSTEMS 2427

introduced above. Since f̃ is continuous on X/J, so is f̃ ∗ φ. Without loss of generality we can take
φ1 = 1 by replacing φl with φl/φ1 for all l ∈ V.

We now prove that f̃ ∗φ is G(X)/P<k+1(Y, J )-continuous. Since f̃ ∗φ is continuous on X , it suffices
to show that g 7→ f̃ ∗φ(gx) is continuous at g = 1. Let ε′ > 0, by uniform continuity, there exists δ > 0
sufficiently small so that

∥ f̃ ∗φ(x)− f̃ ∗φ(y)∥L∞ < ε
′ (8-4)

for all |x − y|< δ. By shrinking V, we can assume that

∥φl − 1∥∞ < δ/2 (8-5)

for all l ∈ V. We need to find δ′ > 0 so that if Sl,φ ∈ G(X)/P<k+1(Y, J ) satisfies d(Sl,φ, 1) < δ′, then
∥Sl,φl f̃ ∗φ− f̃ ∗φ∥L∞ < ε

′′, where here G(X)/P<k+1(Y, J ) is equipped with the usual quotient metric.
By taking δ′ > 0 sufficiently small, we can guarantee that l ∈ V. In that case we must have that

φ = φl · pl for some phase polynomial pl : Y →U/J of degree k+1. By (8-5) and the triangle inequality
we deduce that ∥pl − 1∥2 ≤ δ/2+ δ′. Choosing δ′ < δ/6 and then choosing δ sufficiently small we can
guarantee by Lemma A.17 that pl is a constant and |pl − 1|< 2

3δ. By the triangle inequality

∥φ− 1∥∞ = ∥φl · pl − 1∥∞ ≤ ∥φl − 1∥+ |pl − 1|< 2
3δ+ δ

′ < δ.

Equation (8-4) now gives ∥Sl,φ f̃ ∗φ− f̃ ∗φ∥L∞<ε
′, as required. We deduce that f̃ ∗φ is G(X)/P<k+1(Y, J )-

continuous. We now combine everything to deduce that f can be approximated by a G(X) continuous
function. Let f ′ denote the lift of f̃ ∗ φ to X under the canonical projection map X → X/J. It
follows that f ′ is G(X)-continuous. Moreover, by (8-1), (8-3) and the triangle inequality it follows that
∥ f − f̃ ∗ψ∥L2(X) < ε. Since ε > 0 is arbitrary, we deduce that the G(X)-continuous functions are dense
in the unit ball of C(X), and therefore also in the unit ball of L∞(X). □

We can now construct X̂ . Applying the Gelfand–Riesz theorem and letting X̂ be the spectrum of A, we
see that X̂ is a compact Hausdorff topological space satisfying that C(X̂) is isomorphic as a C⋆-algebra
to A. The following properties of X̂ were established in [Jamneshan et al. 2021].

Lemma 8.5. Let X̂ as above. Then:

(i) There exists a Radon measure on X̂ . In particular, every open subset in X̂ has positive measure.

(ii) The natural action T̂ : G(X)× X̂→ X̂ is jointly continuous in G(X) and X̂ .

(iii) Every G-continuous function f ∈A has a unique continuous representative f̂ on X̂ .

From property (ii) and Theorem B.5 we see that in order to show that X ∼= G(X)/3 is suffices to show
that G(X) acts transitively on X̂ and the stabilizer is totally disconnected. We prove these in two separate
lemmas.

Lemma 8.6. The action of G(X) on X̂ is transitive.

Proof. Observe that any continuous function f ∈ C(L/3L) gives rise to a G(X)-continuous function
on X = L/3L ×U by (x, u) 7→ f (x). This gives a C⋆-algebra homomorphism from the continuous
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functions on L/3L to A which by Gelfand–Riesz gives rise to a continuous factor map π : X̂→ L/3L

of G(X)-systems, where the group G(X) acts on L/3L through the projection p : G(X)→ L. Since p is
surjective, the action of G(X) on L/3L is transitive. Thus it suffices to show that for every x1, x2 ∈ X̂ with
π(x1)= π(x2) we can find g ∈ G(X) with x1 = gx2. We follow the argument from [Host and Kra 2018,
Section 19.3.3 Lemma 10]: if not, then by continuity we can find an open neighborhood V ⊆ X̂ of x1

which contains no element in the orbit of x2 with respect to the action of G(X). By Urysohn’s lemma we
can find a nonnegative continuous function f : X̂→ R which is supported on V with f (x1) > 0. Recall
that all translations by u ∈U belong to G(X) and let f̃ (x)=

∫
U f̃ (ux) du where du is the Haar measure

on U. Then f̃ is a U -invariant function on X̂ satisfying f̃ (x1) > 0 and f̃ (x2)= 0. By property (iii) of the
Lemma above we can identify f̃ with a G(X)-continuous function which is also U -invariant, which is
therefore identified with a continuous function f ′ on L/3L and f̃ = f ′ ◦π . This gives a contradiction as
x1, x2 lie in the same fiber of π . □

Lemma 8.7. The stabilizer of some point in X̂ under the action of G(X) is totally disconnected.

Proof. Recall that for every u ∈U, the translations Vu are automorphisms which belong in G(X). It is easy
to see that the action of U on X̂ is free. Indeed, if not then there exists x ∈ X̂ so that ux = x . But since
u commutes with any g ∈ G(X) we see that u stabilizes the orbit of x , which by the previous lemma is
everything. Now let π : X̂→L/3L as before and let x0 be any element in the preimage of the coset 1 ·3L.
Let 3 be the stabilizer of x0. By construction we have p(3) = 3L and the kernel is isomorphic to a
subgroup of Pk(Zk(X),U ). Since the action of U ≤ Pk(Zk(X),U ) is free, we have that U∩3={e}. Thus,
we can identify the kernel of p with a closed subgroup of Pk(Zk(X),U )/P1(Zk(X),U ) which is totally
disconnected (by Pontryagin duality it is embedded as a closed subgroup in the direct product of countably
many copies of Pk(Zk(X), S1)/P1(Zk(X), S1) which by Lemma A.17 is a product of discrete groups). □

By Theorem B.5 we deduce that X̂ ∼= G(X)/3, where 3 is the stabilizer of some x0 ∈ X̂ . Since X is
isomorphic to X̂ as G(X)-systems and Tg ∈ G(X) for every g ∈G, they are also isomorphic as G-systems.

9. Limit formula and convergence result

In this section we deduce the convergence result (Theorem 2.13) and the limit formula (Theorem 2.14). We
begin with the following proposition of [Bergelson et al. 2015, Theorem 3.2] generalized for

⊕
p∈P Z/pZ-

systems.

Lemma 9.1 (characteristic factors). Let X be an ergodic
⊕

p∈P Z/pZ system and f1, f2, . . . , fk+1 ∈

L∞(X). If , for some i , we have that E( fi |Z<k+1(X))= 0 then

lim sup
N→∞

∥Eg∈8N Tg f1T2g f2 · · · · · T(k+1)g fk+1∥L2 = 0.

The proof is the same as in [Bergelson et al. 2015] and therefore is omitted. We deduce that in order to
prove Theorem 2.13, it is enough to prove Theorem 2.14.

Proposition 9.2. Theorem 2.13 follows from Theorem 2.14.
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Proof. We denote by f̃ the projection of f to L2(Z<k−1(X)). By Lemma 9.1, the limit of the average
(2-1) exists if and only if it exists for f̃1,. . . , f̃k+1. Now let (Y,G(m)) be as in Theorem 2.12 and let
h1, . . . , hk+1 be the lifts of f̃1, . . . , f̃k+1 to Y respectively. Note that, for any Følner sequence 8N of G,
there exists a Følner sequence 8̃N for G(m) such that, for every y ∈ Y,

Eg∈8̃N
Tgh1(y) · · · · · T(k+1)ghk+1(y)= Eg∈8N Tg f̃1(π(y)) · · · · · T(k+1)g f̃k+1(π(y)). (9-1)

Therefore, since Y is an inverse limit of k-step nilpotent systems we can approximate h1, . . . , hk+1 in L2

by bounded functions h1,n, . . . , hk+1,n such that, for every 1≤ i ≤ k+ 1 and n ∈ N, hi,n is measurable
with respect to the k-step nilpotent system Yn . The dominated convergence theorem implies that the
pointwise convergence in Theorem 2.14 is also an L2 convergence. Since L2(X) is a complete metric
space, we conclude that the average associated with h1, . . . , hk+1 converges. By (9-1), we conclude that
the average associated with f̃1, . . . , f̃k+1 also exists, as required. □

We prove Theorem 2.14 and the following theorem simultaneously by induction on k.

Theorem 9.3. Let X = G/0 be as in Theorem 2.14. Then, for every 1≤ r ≤ k+ 1, Z<r (X)∼= G/Gr0.

Let k = 0. Then Z<1(X) is trivial and the claim in Theorem 9.3 follows. As for Theorem 2.14, the
case k = 0 follows by the pointwise mean ergodic theorem and Lemma 6.3. Fix k ≥ 1. Throughout the
rest of this section we assume that Theorems 9.3 and 2.14 hold for all smaller values of k. We prove
Theorem 9.3 for this value of k and then, we deduce Theorem 2.14 from this result.

Claim 9.4 (the induction hypothesis). Let k ≥ 1 be such that Theorems 2.14 and 9.3 hold for all smaller
values of k. Let X be as in Theorem 2.14. Then, for every 1≤ r ≤ k and every f1, . . . , fr ∈ L∞(X), the
following r-term formula holds:

lim
N→∞

Eg∈8N Tg f1(x)T2g f2(x) · · · · · Trg fr (x)

=

∫
G/0

∫
G2/02

· · ·

∫
Gr/0r

r∏
i=1

fi (x · yi
1 · y

(i
2)

2 · · · · · y
(i

i)
i ) d

r∏
i=1

mi (yi0i ), (9-2)

with the abuse of notation that f (x)= f (x0).

Proof. Let f̃1, . . . , f̃r be the projections of f1, . . . , fr respectively into L2(Z<r (X)). By the induction
hypothesis of Theorem 2.14 and Theorem 9.3, we have that

lim
N→∞

Eg∈8N Tg f̃1(x)T2g f̃2(x) · · · · · Trg f̃r (x)

=

∫
G/Gr0

∫
G2/Gr02

· · ·

∫
Gr−1/Gr

r∏
i=1

f̃i (x · yi
1 · y

(i
2)

2 · · · · · y
(i

i)
i ) d

r∏
i=1

mi (yi0i ). (9-3)

We lift each f̃i to X . Then, (9-3) remains unchanged and by Lemma 9.1 and the fact that each lift is
invariant to Gr , we get that (9-2) holds. As required. □

9A. Proof of Theorem 9.3 and corollaries. We recall that the Host–Kra group induces an action on each
of the universal characteristic factors.
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Lemma 9.5 (G induces an action on the universal characteristic factors). Let X be an ergodic G-system
of order < k and G(X) be the Host–Kra group. Then for every 1 ≤ l < k there exists a projection
pl : G(X)→ G(Z<l(X)), where G(Z<l(X)) is the Host–Kra group of the factor Z<l(X).

The proof of Theorem 9.3 is a modification of the argument from [Ziegler 2007, Lemma 4.5].

Proof of Theorem 9.3. Let X = Z<k(X)= G/0 be as in Theorem 2.14. Let 1≤ r ≤ k−1 and consider the
factor map π : G/0→ Z<r (X). By Lemma 9.5 the action of Gr on Z<r (X) is trivial and so π induces a
factor πr :G/Gr0→ Z<r (X). We prove that πr an isomorphism. Let f :G/Gr0→ S1. Then, since the coset
gGr is uniquely determined by the cosets associated with gy1, gy2

1 y2, . . . , gyr
1 y(

r
2)

2 · · · y
( r

r−1)
r−1 , we conclude

that there is a measurable map F : (G/Gr0)
r
→ S1 with F(gy1, gy2

1 y2, . . . , gyr
1 y(

r
2)

2 · · · y
( r

r−1)
r−1 )= f (g0)

for almost all g ∈ G, y1 ∈ G1, y2 ∈ G2, . . . , yr−1 ∈ Gr−1. We conclude that

f (g0)=
∫
G/0

∫
G2/02

· · ·

∫
Gk/0k

F(gy1, gy2
1 y2, . . . , gyr

1 y(
r
2)

2 · · · y
( r

r−1)
r−1 ) d

r∏
i=1

mi (yi0i ).

By approximating F with functions of the form (x1, . . . , xr ) 7→ f1(x1) · f2(x2) · · · · · fr (xr ), it follows
from Claim 9.4 that F is spanned by limits of the form

lim
N→∞

Eg∈8N Tg f1 · · · · · Trg fr .

By Lemma 9.1, these terms are measurable with respect to Z<r (X). □

Let X be an ergodic G-system. It is well known [Host and Kra 2005, Proposition 4.11] that every
factor of X of order < k factors through Z<k(X). We refer to this fact as the maximal property of the
k-th universal characteristic factor. We have the following result.

Lemma 9.6. Let X be a (k+1)-step nilpotent system and let G be an open subgroup of the Host–Kra
group of X and 0 be the stabilizer of (1, 1, . . . , 1) ∈U0×U1× · · ·×Uk−1, where U0,U1, . . . ,Uk−1 are
the structure groups of X. Then, for every 0 ≤ i ≤ k − 1, we have that Ui ∼= Gi/Gi+10i as topological
groups and measure spaces, where Gi+10i is the closed subgroup generated by all the products of elements
in Gi+1 and 0i .

Proof. By Lemma 6.3, we have that X = G/0 and by Theorem 9.3 that Z<r (X) = G/Gr0 for every
1≤ r ≤ k. Let Ar :=Gr/Gr+10r . Then, by Lemma 9.5, Ar acts on Z<r+1(X), fixes Z<r (X) and commutes
with G(Z<r+1(X)). It follows that the action of any t ∈ Ar equals to a translations by an element in Ur .
In particular, this means that we can identify Ar with a closed subgroup of Ur (as topological groups
and measure spaces). Therefore, Z<r+1(X)/Ar is an extension of Z<r (X) by Ur/Ar . On the other hand
Z<r+1(X)/Ar = G/Gr0 ∼= Z<r (X) is a system of order < r . By the maximal property of Z<r (X) it
follows that Ur/Ar is trivial, as required. □

As a corollary we have the following result.

Corollary 9.7. Let X be as in Lemma 9.6, and let G be an open subgroup of G(X) which contains Tg for
every g ∈ G. Then, for every 1≤ i ≤ k, Gi/Gi+10Gi

∼= G(X)i/G(X)i+10(X)i .
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Let (H, · ) be any group and n ∈N. We say that H is n-divisible if for every h ∈ H there exists x ∈ H
with xn!

= h, where n! = n · (n− 1) · · · · · 1. Our goal is to show that Gr/Gr+10r is k-divisible for every
k <minp∈P p and every 1≤ r ≤ k. We use a type argument by Host and Kra which requires analysis of
the ergodic components of (X [1], µ[1]). We recall the following result by Host and Kra [2005, Lemmas 9.1
and 9.3].

Lemma 9.8. Let X be an ergodic G-system, U a compact abelian group, ρ : G× X→U a cocycle and
k ≥ 0 an integer. Let (Z<2(X), ν) be the Kronecker factor and µ[1] =

∫
Z<2(X)

µs dν(s) be the ergodic
decomposition of µ[1] with respect to the diagonal action of G. The set

A = {s ∈ Z<2(X) : d [1]ρ is a cocycle of type< k of Xs}

is measurable. Furthermore, the cocycle ρ is of type < k+ 1 if and only if ν(A)= 1. Moreover, if X is of
order < k, then for ν-almost every s, the ergodic component (X [1], µs) is a system of order < k.

We deduce the following result.

Lemma 9.9. Let 1 ≤ m ≤ l and k < minp∈P p. Let X be an ergodic G-system of order < m and
ρ : G× X→ S1 a cocycle of type < l such that ρk! of type < m− 1. Then ρ is of type < m− 1.

Assume this lemma for now, we prove the following result.

Theorem 9.10. Let r ≥ 1, k <minp∈P P and X be an ergodic r-step nilpotent G-system. Then, for each
1≤ i ≤ r we have that Gi/Gi+10i is k-divisible.

Proof. Write Z<r+1(X)= Z<r (X)×ρU. Since U ∼= Gr/Gr+10r , it is enough to prove that U is k-divisible.
Assume by contradiction that this is not the case and let χ :U → Ck! be a lift of a nontrivial character of
the quotient U/U k!. By Lemma 9.9, we see that χ ◦ ρ is a cocycle of type < r − 1. This means that the
extension Z<r (X)×χ◦ρ χ(U ) is degenerate. In particular, the maximal property of Z<r (X) provides a
contradiction. □

Proof of Lemma 9.9. We prove the lemma by induction on m. If m= 1, then X is trivial. By assumption ρk!

is a coboundary; hence ρk!
≡ 1. We conclude that ρ : G→ Ck! is a homomorphism. Since k <minp∈P p,

ρ is trivial and the claim follows. Fix 2 ≤ m and assume inductively that the claim holds for smaller
values of m. Let X be as in the lemma and write X = Z<m−1(X)×σ U. By the induction hypothesis
we also know that Theorem 9.10 holds and so we can assume that U k!

=U. Our goal is to show that ρ
is cohomologous to a cocycle that is measurable with respect to Z<m−1(X). The first step is to reduce
matters to the case where U is finite. By Theorem 3.8, there exists an open subgroup U ′ ≤U such that,
for every u ∈U ′, there exists a phase polynomial pu ∈ P<l−1(X, S1) and a measurable map F : X→ S1

such that
1uρ = pu ·1Fu . (9-4)

We claim that pu is trivial. The cocycle identity implies that

1uk!ρ =1uρ
k!
·

k!−1∏
i=0

1ui1uρ.
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Since ρk! is of type<m−1, we conclude by Lemma A.12 that1uρ
k! is a coboundary. Moreover, by (9-4)

and Lemma C.3, we see that
∏k!−1

l=0 1ul1uρ is cohomologous to a phase polynomial of degree < l− 2. It
follows that 1uk!ρ is cohomologous to a phase polynomial of degree < l−2. Since U k!

=U, we conclude
that1uρ is cohomologous to a phase polynomial of degree< l−2. Repeating this argument (by induction
on the degree of pu), we conclude that 1uρ is a coboundary for every u ∈U ′. Therefore by Lemma A.24,
ρ is cohomologous to a cocycle ρ ′ which is invariant with respect to some open subgroup U ′′ ≤U.

Let X ′ = X ×σ ′ U/U ′′ where σ ′ is the composition of σ with the quotient map U 7→U/U ′′. We view
ρ ′ as a cocycle on X ′. By Lemma A.9, ρ ′ is of type < l and ρ ′k! of type < m− 1.

Now we deal with the finite case. Let n = |U/U ′′| and let u ∈U/U ′′. By Lemma A.12, the cocycle
1uρ

′ is of type < l −m+ 1 and (1uρ
′)k! is a coboundary. We prove that 1uρ

′ is also a coboundary. By
the cocycle identity

1=1unρ ′ = (1uρ
′)n ·

n−1∏
l=0

1ul1uρ
′.

By Lemma A.12,
∏n−1

l=0 1ul1uρ
′ is of type < l−2m+2 and it follows that so is (1uρ

′)m . Since U k!
=U,

we conclude that n is coprime to k! . In particular, there exists a natural number d such that nd = 1 mod k! .
We conclude that 1uρ

′ is cohomologous to 1uρ
′nd which is of type < l − 2m + 2; hence 1uρ

′ is of
type < l−2m+2. Since m ≥ 2, we can continue this argument by induction until the type of 1uρ

′ is < 0.
Therefore, for every u ∈U/U ′′ we can find a measurable map Fu : Z<m−1(X)→ S1 such that

1uρ
′
=1Fu . (9-5)

By ergodicity and the cocycle identity, we conclude that for every u, v ∈U/U ′′ there exists a constant
c(u, v) such that

Fuv

Fu Vu Fv
= c(u, v). (9-6)

Let b(u, v) = (1u Fv)/(1vFu). Since 1u1vρ
′
= 1v1uρ

′, (9-5) implies that b(u, v) is a constant in x .
Direct computation using (9-6) shows that b is a bilinear map. For instance we have

b(uu′, v)=
1uu′Fv
1vFuu′

=
1u FvVu1u′Fv
1vFu Vu F ′u

=
1u Fv
1vFu

Vu

(
1′u Fv
1vF ′u

)
= b(u, v) · b(u′, v).

In particular, we see that bn(u, v)= 1 for every u, v ∈U/U ′′. Since n is coprime to k! , it is enough to
show that ρ ′n is of type < m − 1. Therefore, we can assume without loss of generality that b = 1. In
this case it follows that the group

H = {Su,F : u ∈U/U ′′, F ∈M(Z<m−1(X), S1),1uρ
′
=1F}

is abelian. By (9-5), the projection p : H→U/U ′′ is onto. Moreover, the kernel is isomorphic to S1 and so
H is a compact group (Corollary B.4). Since the torus is injective in the category of compact abelian groups
we conclude that there exists a cross-section u 7→ Su,Fu such that1uρ

′
=1Fu . In particular, Fuv= Fu Vu Fv

for every u, v ∈U/U ′′. Let F(x, u)= Fu(x, 1U/U ′′), direct computation shows that1vF(x, u)= Fv(x, u)
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for almost every x ∈ Z<m−1(X) and every u, v ∈U/U ′′. We conclude that ρ ′/1F is invariant to U/U ′.
In other words, ρ ′ is cohomologous to a cocycle ρ ′′ which is measurable with respect to Z<m−1(X).

We view ρ ′′ as a cocycle of Z<m−1(X). By Lemma A.9, ρ ′′ is of type < l and ρ ′′k! of type < m− 1.
Now we use an inductive type argument. By Lemma 9.8, d [1]ρ ′′ is of type < l − 1 and d [1]ρ ′′k! is of

type <m−2 on every ergodic component of Z<m−1(X)[1]. Since Z<m−1(X) is a system of order <m−1
so is every ergodic component of Z<m−1(X)[1]. We conclude, by the induction hypothesis that d [1]ρ ′′ is of
type<m−2 on every ergodic component. Therefore, by Lemma 9.8, ρ ′′ is of type<m−1 on Z<m−1(X).
Lifting everything up using the factor map X→ Z<m−1(X), we conclude that ρ is of type < m− 1, as
required. □

9B. The group of arithmetic progressions. The proof of Theorem 2.14 follows the methods of [Bergelson
et al. 2005]. Let X = G/0 be as in Theorem 2.14, we define a function

ı : G×G1×G2× · · ·×Gk→ Gk+1

by

ı(g, g1, g2, . . . , gk)= (g, gg1, gg2
1g2, . . . , ggk

1 g(
k
2)

2 · · · · · g
(k

k)
k )

and let G̃ to be the image of ı in Gk+1.

Theorem 9.11 [Leibman 1998]. G̃ is a group.

The group 0̃ := 0k+1
∩ G̃ is a closed zero-dimensional cocompact subgroup of G̃. Let

T ⋆
g = Id× Tg × T 2

g × · · ·× T k
g and T△g = Tg × Tg × · · ·× Tg.

It is easy to see that T ⋆
g and T△g belongs to G̃ and therefore acts on G̃/0̃. Our next goal is to prove that

the action of G×G on G̃/0̃ by T△g ◦ T ⋆
h is uniquely ergodic.

9C. Green’s theorem. Green’s theorem [Auslander et al. 1963] states that in a nilsystem (G/0, Ra)

where G is a connected simply connected Lie group the action of Ra on G/0 is ergodic if and only if
the induced action of Ra on the factor G/G20 is ergodic. Parry [1970] gave an alternative simpler proof
which was then used by Leibman [2005, Theorem 2.17] to generalize this result to arbitrary nilsystems.
Parry’s proof relies on the fact that on a connected nilsystem N/0 the eigenfunctions are invariant with
respect to N2. In Theorem 9.13 below we generalize this result for polynomials of higher order and some
special nilpotent systems that may not be connected. First we need the following technical lemma.

Lemma 9.12. Let f : G̃/0̃ → S1 be a measurable function. Let V ≤ G̃ be an open subgroup which
contains the elements T ⋆

g and T△g for every g ∈ G and 2≤ r ≤ k+ 1. Then, if f is invariant with respect
to left multiplication by the r-commutator subgroup Vr of V, then f is invariant to the action of G̃ ∩Gk+1

r .

Proof. Since V is open and ı is a continuous map, we have that ı−1(V ) contains a subgroup of the form
L×L×{e}×· · ·×{e}, where L≤ G is open. Moreover, since V contains T ⋆

g and T△g we can also assume
that L contains Tg. For each 2≤ r ≤ k+ 1 let,

Hr := G̃ ∩Gk+1
r .
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Now, let f be as in the lemma. We prove by downward induction on 2≤ r ≤ k+1 that f is also invariant
with respect to the action of Hr . If r = k+1, then Hk+1 is trivial and the claim follows. Let 2≤ r < k+1
and assume inductively that f is already invariant to left multiplication by elements in Hr+1.

For convenient, we write the elements of G̃ as sequences x(n) where x : {0, 1, . . . , k} → G. Since G̃ is
a group, a general form of an element in Hr is

x(n)= g0gn
1 g(

n
2)

2 · · · · · g
(n

k)
k ,

where g0, g1, . . . , gr ∈ Gt and gr+1 ∈ Gr+1, . . . , gk ∈ Gk with the convention that
(n

m

)
= n!/((n−m)!m!)

when m ≤ n and zero otherwise.
Fix 0≤ m ≤ k and let xm(n)= g(

n
m)

m ∈ G̃, it is enough to show that f is invariant to left multiplication
by xm . If r < m < k+ 1, then xm ∈ H̃r+1 and the claim follows by induction hypothesis. Otherwise, we
can assume that m ≤ r . In that case gm ∈ Gr .

Step 1: We replace gm with an m!-root. By Theorem 9.10 we can find an element h ∈ Gr such that
hm!
· g′ = gm , where g′ ∈ Gr+1 ·0r . Hence, g′(

n
m) = g′′(

n
m) · γ (

m
n) · y(n), where g′′ ∈ Gr+1, γ ∈ 0r and y

takes values in Hr+1. Since G̃ is a group we see that y(n) and g′′(
n
m) are in Hr+1. As for γ (

m
n), we have

f (γ (
m
n)x0)= f ([(γ−1)(

m
n), x]x0)

and [(γ−1)(
m
n), x] ∈Hr+1. We conclude that f is invariant to left multiplication by g(

n
m)

m if and only if it is
invariant to left multiplication by h pm(n), where pm(n)= n!/(n−m)! is a polynomial of degree < n−m
with natural coefficients.

Step 2: We replace h with an element in Lr . By Corollary 9.7 we can write h = l · h′ · δ, where l ∈ Lr ,
h′ ∈ Gr+1 and δ ∈ 0r . Then, we have

h pm(n) = l pm(n) · δ pm(n) · y′(n),

where y′(n) takes values in Gr+1. Since G̃ is a group we conclude that y′ ∈Hr+1. As in the previous step
we also know that f is invariant to left multiplication by δ pm(n). Therefore, f is h pm(n)-invariant if and
only if it is invariant to left multiplication by l pm(n).

Step 3: We show that f is invariant to l pm(n) and complete the proof. Since Lr is generated by com-
mutators of r elements and f is invariant with respect to the action of Hr+1, we can assume that l is
an r -commutator. Write l = [s1, s2, s3, . . . , sr ] for some s1, s2, . . . ., sr ∈ L. We consider two sequences
in G̃ for each si . The first is the constant sequence which we denote by ci (n) = si . The second is the
arithmetic progression with no constant term, namely di (n)= sn

i . Observe that for each 1 ≤ j ≤ r we
have [d1, d2, . . . , d j , c j+1, . . . , cr ] = ln j

· z j (n), where z j (n) takes values in Gr+1, and so is in Hr+1.
We conclude that f is ln j

-invariant for all 1 ≤ j ≤ r and so it is also invariant to left multiplication
by l pm(n). □

We note that since Gr ⊴ G, it follows that Hr is a normal subgroup of G̃.

Conventions 2. For the sake of the proof of the ergodicity of G̃/0̃ with respect to T ⋆
g and T△g we say that

a homogeneous space N/0 with an action of ϕ : G→ N is special if the induced action of ϕ on N/N20
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is ergodic and for every open subgroup V ≤ N which contains ϕ(G) we have that for every 2≤ r ≤ k
any function f : N/0→ S1 is invariant with respect to the action of Vr if and only if it is invariant with
respect to Nr .

We note that by the previous lemma, G̃/G̃l 0̃ is an l-step special homogeneous space for every 1≤ l ≤ k.
We generalize Green’s theorem.

Theorem 9.13 (Green’s theorem for special homogeneous spaces). Let N/0 be a k-step special homoge-
neous space. Then, for every 1≤ d ≤ k and 1≤ r < d , we have the following results:

(1) f is invariant with respect to the action of Nd .

(2) For every n ∈ Nr , 1n f is a phase polynomial of degree < d − r .

(3) For every n ∈ N, Vn f is a phase polynomial of degree < d.

Note that from the case d = 1 in the theorem above we can deduce that every special homogeneous
space is ergodic.

Corollary 9.14. Let X = N/0 be a special k-step homogeneous space. Then X is ergodic. In particular,
G̃/0̃ is ergodic with respect to the action generated by T ⋆

g and T△g .

A nilpotent system is ergodic if and only if it is uniquely ergodic [Parry 1969b, Section 2, Lemma 1]
(see also [Parry 1969a, Theorem 5]).

Theorem 9.15. The action generated by T△g and T ⋆
g on G̃/0̃ is uniquely ergodic.

Proof of Theorem 9.13. We prove the claims by induction on k and then by induction on d . If k = 1 then
the claims follow because the system is ergodic and every n ∈ N is an automorphism. Fix k ≥ 2 and
assume that the claims hold for all smaller values of k.

Induction basis: The case d = 1 follows by adapting the argument of Parry. Let f : N/0 → C be
an invariant function. The compact abelian group Nk/0k defines a unitary action on L2(N/0) by
translations. In particular, there is a decomposition of f to eigenfunctions with respect to this action.
Namely f =

∑
λ fλ, where 1n fλ = λ(n) for every n ∈ Nk/0k , where λ : Nk/0k → S1 is a character.

Since the action of G commutes with the action of Nk we can also assume that the fλ are eigenfunctions
with respect to the G-action. Thus, | fλ| is G-invariant and invariant with respect to Nk and so by induction
hypothesis and Corollary 9.14 we can write f =

∑
λ aλ fλ where aλ ∈ C and fλ take values in S1. Now,

we claim by downward induction on 1≤ r ≤ k that:

Claim 9.16. For every n ∈ Nr and λ, 1n fλ is a phase polynomial of degree < k− r + 1.

Proof of claim. If r = k then 1n fλ = λ(n) is a constant. Fix r < k and assume inductively that the claim
holds for larger values of r and let n ∈ Nr . Observe that for every g ∈ G we have

1g1n fλ =1n1g fλ · VnTg1[n−1,g−1] fλ.

Since 1g fλ is a constant, the term 1n1g fλ vanishes. Moreover, by the induction hypothesis 1[n−1,g−1] fλ
is a phase polynomial of degree < k− r . Observe that 1[n−1,g−1] fλ is invariant with respect to the action
of Nk and therefore by the induction hypothesis on k, we conclude that VnTg1[n−1,g−1] fλ is also of
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degree < k − r . It follows that 1g1n fλ is of degree < k − r for every g ∈ G and therefore 1n fλ of
degree < k− r + 1, as required. □

Now, we apply the claim with r = 1. We deduce that for every n ∈ N, 1n fλ is a phase polynomial
of degree < k. Since 1n fλ and is invariant with respect to the action of Nk and N/Nk0 is ergodic,
Lemma A.17 implies that the group

Vλ := {n ∈ N :1n fλ is a constant}

is open. The map v 7→1v fλ is a homomorphism from Vλ to the abelian group S1 and so is trivial on
(Vλ)2= N2. We conclude that f =

∑
λ aλ fλ is also invariant with respect to N2. Since N/N20 is ergodic,

f is a constant and the rest of the claims follow.

Induction step: Fix d > 1 and assume inductively that the claims hold for smaller values of d.
Observe that by the case d = 1 we can assume that N/0 is ergodic. Let f : N/0→ C be a phase

polynomial of degree < d . By setting g1 = · · · = gd = 0 we conclude that | f |2
d
= 1 and therefore f takes

values in S1. We show that f is invariant with respect to Nd by adapting the argument from the induction
basis. As before, we prove by induction on r that 1n f is of degree < k− r +1. If r = k, then since 1g f
is invariant to Nd−1 we see that 1g1n f =1n1g f = 1, as required. Fix r < k and let n ∈ Nr . Then

1g1n f =1n1g f · VnTg1[n−1,g−1] f. (9-7)

By induction hypothesis 1[n−1,g−1] f is of degree < k − r , since this function is invariant with respect
to Nk , the same argument as in the induction basis gives that VnTg1[n−1,g−1] f is also a phase polynomial
degree < k−r . If r ≥ d−1 then1n1g f vanishes and therefore1n f is of degree < k−r+1, as required.
If r < d−1 then, by the induction hypothesis on d , we conclude that 1n1g f is of degree < d− r . Since
d < k, (9-7) implies that 1n f is of degree < k− r + 1.

In particular, by the case r = 1, we conclude that for every n ∈ N, 1n f is a phase polynomial of
degree < k. This time, consider the subgroup

V = {n ∈ N :1n f is a phase polynomial of degree < d − 1}.

As in the induction basis this is an open subgroup which contains the image of ϕ : G→ N.
Write 1v f = pv and observe that since pv is invariant to Nk , we have by induction hypothesis

that, for every v′ ∈ V, 1v′ pv is of degree < d − 1. Moreover, by the cocycle identity we have that
pvv′ = pv · pv′ ·1v′ pv. It follows that v 7→ pv · P<d−2(X, S1) is a homomorphism and so trivial with
respect to V2. In other words, for every v ∈ V2, pv is a phase polynomial of degree < d − 2. Continue
this way by induction, we see that pv = 1 for every v ∈ Vd . Since N is special, Vd = Nd and the first
claim follows. Viewing f as a polynomial of degree < d on N/Nd0 the rest of the claims follow by the
induction hypothesis on k. □

9D. The proof of Theorem 2.14. We construct new systems.
Let X = G/0 and X̃ = G̃/0̃ as in the previous sections. For every x ∈ G/0 the set

X̃x := {(x1, x2, . . . , xk) ∈ X k
: (x, x1, x2, . . . , xk) ∈ X̃}
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is a compact subset of X k. As in [Bergelson et al. 2005], the group G̃ ⋆ acts on X̃x transitively. Moreover, if
0̃x ≤ G̃ ⋆ is the stabilizer of (x, x, x, . . . , x), then X̃x ∼= G̃ ⋆/0̃x . Letµ be the Haar measure on X , µ̃ the Haar
measure on X̃ and µ̃x on X̃x . Using the fact that X̃ is uniquely ergodic Bergelson, Host and Kra proved,

µ̃=

∫
X
δx ⊗ µ̃x dµ(x). (9-8)

We prove the limit formula in Theorem 2.14 following the argument in [Bergelson et al. 2005, Theorem 5.4].

Proof. We first prove the claim in the case where the functions are continuous. Since (x, x, x, . . . , x)∈ X̃x ,
we can apply the pointwise mean ergodic theorem for the space X̃x with respect to the action of
(Tg, T 2

g , T 3
g , . . . , T k

g ) ∈ G̃ ⋆. The limit is some function φ on X . Let f be any continuous function
on X . We have ∫

f (x)φ(x) dµ(x)= lim
N→∞

Eg∈8N

∫
X

f (x)
k∏

j=1

f j (T j
g x) dµ(x). (9-9)

We translate the functions in (9-9) by Th and then take an average over h ∈ G. Since µ is Th invariant for
every h ∈ G, the limit above is equal to

lim
N→∞

Eg∈8N Eh∈8N

∫
X

f (Th x)
k∏

j=1

f j (T j
g Th x) dµ(x).

The action generated by T△h and T ⋆
g on X̃ is uniquely ergodic. Therefore, by the mean ergodic theorem,

the limit above converges everywhere to∫
X̃

f (x0) f1(x1)·· · ·· fk(xk) dµ̃(x0, x1, . . . , xk)=

∫
X

f (x)
∫

X̃x

f1(x1)·· · ·· fk(xk) dµ̃(x1, . . . , xk) dµ(x0).

Since this holds for all continuous functions f , we conclude that

φ(x)=
∫

X̃x

f1(x1) · · · · · fk(xk) dµ̃(x1, . . . , xk) dµ(x0),

whenever f1, . . . , fk are continuous.
The map (g1, g2, . . . , gk) 7→ (gg1, gg2

1g2, . . . , ggk
1 g(

k
2)

2 · · · · · g
(k

k)
k ) from G/0×G2/02×· · ·×Gk to X̃x

is an isomorphism and so φ(x) is equal to the function in (2-2). This completes the proof for continuous
functions and by approximation argument the convergence holds for all bounded functions as well. □

Appendix A: Survey of some notation and previous results

The goal of this section is to survey some definitions and known results from previous work. Most of
these theorems and definitions appear in [Bergelson et al. 2010] or in [Host and Kra 2005].

A1. Notation.

Definition A.1 (abelian cohomology). Let G be a countable discrete abelian group. Let X = (X,B, µ,G)
be a G-system and let U = (U, · ) be a compact abelian group.
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• We denote by M(X,U ) or M(G, X,U ) the group of all measurable functions φ : X → U or φ :
G × X → U, respectively. We say that two functions f1, f2 ∈M(X,U ) are equal if f1(x) = f2(x)
for µ-almost every x . Similarly, if f1, f2 ∈M(G, X,U ) then they are equal if f1(g, x)= f2(g, x) for
µ-almost x ∈ X and every g ∈ G.

• A (G, X,U )-cocycle is a measurable function ρ : G × X → U which satisfies that ρ(g + g′, x) =
ρ(g, x)ρ(g′, Tgx) for all g, g′ ∈ G and µ-almost every x ∈ X . We let Z1(G, X,U ) denote the subgroup
of all cocycles.

• Given a cocycle ρ : G× X→U, we define the abelian extension X ×ρ U of X by ρ to be the product
space (X ×U,BX ⊗BU , µX ⊗µU ), where BU is the Borel σ -algebra on U and µU the Haar measure.
We define the action of G on this product space by (x, u) 7→ (Tgx, ρ(g, x)u) for every g ∈ G. In this
situation, we define by Vu(x, t)= (x, ut) the vertical rotation of some u ∈U on X ×ρ U.

• If F ∈M(X,U ), we define the derivative 1F ∈M(G, X,U ) of F to be the function 1F(g, x) :=
1g F(x). We write B1(G, X,U ) for the image of M(X,U ) under the derivative operation. We refer to
the elements in B1(G, X,U ) as (G, X,U )-coboundaries.

• We say that ρ, ρ ′ ∈M(G, X,U ) are (G, X,U )-cohomologous if ρ/ρ ′ ∈ B1(G, X,U ). In that case it
is easy to see that the abelian extensions defined by ρ and ρ ′ are isomorphic.

A2. Cubic measure spaces and type of functions. We begin by introducing the cubic spaces from [Host
and Kra 2005, Section 3] (generalized for arbitrary countable abelian group).

Definition A.2 (cubic measure spaces). Let X = (X,B, µ,G) be a G-system for some countable abelian
group G. For each k ≥ 0 we define X [k] = (X [k],B[k], µ[k],G), where X [k] is the Cartesian product
of 2k copies of X , endowed with the product σ -algebra B[k] = B2k

, and G acting on X [k] diagonally
(i.e., Tg((xω)ω∈{0,1}k ) := (Tgxω)ω∈{0,1}k .). We define the cubic measures µ[k] and σ -algebras Ik ⊆ B[k]

inductively. I0 is defined to be the σ -algebra of invariant sets in X and µ[0] := µ. Let k ≥ 0 and suppose
that µ[k] and Ik are already defined. We identify X [k+1] with X [k]× X [k] and define µ[k+1] by the formula∫

f1(x) f2(y) dµ[k+1](x, y)=
∫

E( f1|Ik)(x)E( f2|Ik)(x) dµ[k](x).

For f1, f2 functions on X [k] and E( · |Ik) the conditional expectation and let Ik+1 be the σ -algebra of
invariant sets in X [k+1].

We adapt the notion of face from [Host and Kra 2005, Section 2]. Let Vk := {−1, 1}2
k

and for every
0≤ l ≤ k, if J ∈ 2k (equivalently J ⊆ {1, . . . , k}) is a set of size k− l and η ∈ {−1, 1}J then the subset

α := {ε ∈ Vk : ε j = η j for all j ∈ J }

is called an l-dimensional face. For any transformation u : X→ X and a face α we define a transforma-
tion u[k]α on X [k] by

(u[k]α )ε∈Vk =

{
u ε ∈ α,

Id otherwise.
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We survey some results from [Host and Kra 2005]. We begin with the following result about the
relation between measure-preserving transformations, faces and the measure µ[k].

Lemma A.3 [Host and Kra 2005, Lemma 5.3]. Let G be a countable abelian group and X be an
ergodic G-system. Let 0 ≤ l ≤ k be integers. For a measure-preserving transformation t : X → X the
following are equivalent:

(1) For any l-dimensional face α of Vk , the transformation t [k]α leaves the measure µ[k] invariant and
maps the σ -algebra I[k] to itself.

(2) For any (l+1)-dimensional face β of Vk+1, the transformation t [k+1]
β leaves µ[k+1]-invariant.

(3) For any (l+1)-dimensional face γ of Vk , the transformation t [k]γ leaves the measure µ[k]-invariant
and acts trivially on the σ -algebra I[k].

We also need the following result related to the ergodic decomposition of µ[k].

Lemma A.4 [Host and Kra 2005, Corollary 3.5]. Let X be an ergodic G-system and k ≥ 1 then the
following hold:

• There exists a measure space (�k, Pk) and an ergodic decomposition

µ[k] :=

∫
�k

µω d P(ω).

• For every (k−1)-face α and every g ∈ G the transformation g[k]α sends an ergodic component to an
ergodic component. In other words, g[k]α acts on (�k, Pk).

• The action of the group generated by g[k]α for all g ∈ G and all (k−1)-faces α on (�k, Pk) is ergodic.

The definition of cubic measure spaces (Definition A.2) leads to the following definition of type for
measurable functions.

Definition A.5 (functions of type < k [Bergelson et al. 2010, Definition 4.1]). Let G be a countable
abelian group, and let X = (X,B, µ,G) be a G-system. Let k ≥ 0 and let X [k] be the cubic system
associated with X .

• For each measurable f : X→U, we define d [k] f : X [k]→U by

d [k] f ((xw)w∈{−1,1}k ) :=
∏

w∈{−1,1}k
f (xw)sgn(w),

where sgn(w)= w1 ·w2 · · · · ·wk .

• Similarly for each measurable ρ : G× X→U we define d [k]ρ : G× X [k]→U by

d [k]ρ(g, (xw)w∈{−1,1}k ) :=
∏

w∈{−1,1}k
ρ(g, xw)sgn(w).

• A function ρ : G× X→U is said to be a function of type < k if d [k]ρ is a (G, X [k],U )-coboundary.
We let M<k(G, X [k],U ) denote the subspace of functions ρ : G× X→U of type < k.

Using the Pontryagin dual, Moore and Schmidt [1980, Theorem 4.3] proved the following result.
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Theorem A.6. Let X be a G-system and U a compact abelian group. Let k ≥ 0 be an integer and
f :G× X→U a measurable map. Then, f is of type< k if and only if χ ◦ f :G× X→ S1 is of type< k
for every χ ∈ Û.

We summarize previous results about type of functions. We begin with the following definition.

Definition A.7. Let X be a G-system. Let U = (U, · ) be a group and f : G× X→U a function. For
every k ∈ N and every face α ∈ Vk we define a function d [k]α f : G× X [k]→U by d [k]α f (g, (xω)ω∈2k )=∏
ω∈α f (g, xω)sgn(ω).

We have the following result [Host and Kra 2005, Lemma C.7].

Lemma A.8. Let X be an ergodic G-system and U be a compact abelian group. Let f : X → U be a
function and α be an m-dimensional face of Vk for some 1≤m< k. If d [k]α f is a (G, X [k],U )-coboundary,
then f is of type < m.

The following lemma studies the interactions between type and factors.

Lemma A.9 (decent lemma [Bergelson et al. 2010, Proposition 8.11]). Let X be an ergodic G-system of
order < k. Let Y be a factor of X , with factor map π : X→ Y. Let ρ : G×Y → S1 be a cocycle. If ρ ◦π
is of type < k, then ρ is of type < k.

We also have the following more general version for quasicocycles [Bergelson et al. 2010, Proposi-
tion 8.11].

Lemma A.10. Let X be an ergodic G-system of order < k and π : X → Y be a factor of X. If
f : G× Y → S1 is a quasicocycle of order < k− 1, such that f ◦π is of type < k then f is of type < k.

We are particularly interested in certain measure-preserving transformations t : X→ X on a G-system X .

Definition A.11 (automorphism). Let X be a G-system. A measure-preserving transformation u : X→ X
is called an automorphism if the action it induces on L2(X) by f 7→ f ◦ u commutes with the action
of G. In particular we set 1u f = f ◦ u · f̄ .

Automorphisms arise naturally from Host–Kra’s theory. For instance, given an abelian extension
Y ×ρ U, the group U acts on this extensions by automorphisms defined by Vu(y, t)= (y, tu).

Given a function f : G× X→U of type < k, the derivative of f by an automorphism t decreases the
type of 1t f .

Lemma A.12 (differentiation lemma [Bergelson et al. 2010, Lemma 5.3]). Let k ≥ 1, and let X be a
G-system of order < k. Let f : G× X→ S1 be a function of type < m for some m ≥ 1. Then for every
automorphism t : X → X which preserves Z<k(X) the function 1t f (g, x) := f (g, t x) · f̄ (g, x) is of
type < m−min(m, k).
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A3. Phase polynomials. Phase polynomials play an important role throughout this paper. We begin with
the following definition.

Definition A.13 (phase polynomials). Let G be a countable abelian discrete group, X be a G-system,
let φ ∈ L∞(X), and let k ≥ 0 be an integer. A function φ : X → C is said to be a phase polynomial of
degree < k if we have 1h1 · · ·1hkφ = 1 µX -almost everywhere for all h1, . . . , hk ∈ G. (In particular,
setting h1= · · · = hk = 0, we see that φ must take values in S1, µX -a.e.). We write P<k(X)= P<k(X, S1)

for the set of all phase polynomials of degree < k. Similarly, a function ρ : G× X→ C is said to be a
phase polynomial of degree < k if ρ(g, · ) ∈ P<k(X, S1) for every g ∈ G. We let P<k(G, X, S1) denote
the set of all phase polynomials ρ : G× X→ C of degree < k.

Remark A.14. The notion of phase polynomials can be generalized for an arbitrary abelian group (U, · ).
Let φ : X→U be a measurable function and g ∈ G, we can define the derivative 1gφ(x) by the formula
φ(Tgx) ·φ(x)−1. A function φ : X→U is said to be a phase polynomial of degree< k if1h1 · · ·1hkφ= 1
µX -a.e. for every h1, . . . , hk ∈ G. We let P<k(X,U ) denote the phase polynomials of degree < k which
take values in U.

We have the following characterization of phase polynomials [Bergelson et al. 2010, Lemma 5.3].

Lemma A.15. Let k ≥ 0 be an integer. Let G be a countable abelian group and X be an ergodic G-system.
f : X→U be a measurable map into compact abelian group U = (U, · ). Then, f is a phase polynomial
of degree < k if and only if d [k] f = 1, µ[k]-almost everywhere.

We need the following a counterpart of Lemma A.12 for phase polynomials [Bergelson et al. 2010,
Lemma 8.8].

Lemma A.16. In the settings of Lemma A.12 if f is a phase polynomial of degree < m then 1t f (x) is of
degree < m−min(m, k).

The following lemma implies, in particular, that there are at most countably many (X, S1)-phase
polynomials in any ergodic G-system X .

Lemma A.17 (separation lemma [Bergelson et al. 2010, Lemma C.1]). Let X be an ergodic G-system,
let k ≥ 1, and φ,ψ ∈ P<k(X, S1) be such that φ/ψ is nonconstant. Then ∥φ−ψ∥L2(X) ≥

√
2/2k−2.

The famous theorem of [Bergelson et al. 2010] states the following result.

Theorem A.18 (structure theorem for Z<k(X) for ergodic Z/pZω-systems). There exists a constant
C(k) such that, for any ergodic Fωp-system X , L2(Z<k(X)) is generated by phase polynomials of degree
< C(k). Moreover, if p is sufficiently large with respect to k then C(k)= k.

In [Shalom 2023] we generalized this result for totally disconnected systems (see Definition A.20 and
Theorem A.21 below).
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A4. The structure of systems of order < k. Let X be an ergodic G-system of order < k. Then X can be
written as a tower of abelian extensions [Host and Kra 2005, Proposition 6.3].

Proposition A.19 (order < k + 1 systems are abelian extensions of order < k systems). Let G be a
discrete countable abelian group, let k ≥ 1 and X be an ergodic G-system of order < k+ 1. Then X is
an abelian extension X = Z<k(X)×ρ U for some compact abelian metrizable group U and a cocycle
ρ : G× Z<k(X)→U of type < k.

In particular, it follows that every ergodic G-system of order < k + 1 is isomorphic to a tower of
abelian extensions U0×ρ1 U1×· · ·×ρk Uk where ρi : G× Z<i−1(X)→Ui is a cocycle of type < i . This
leads to the following definitions.

Definition A.20 (totally disconnected and Weil systems). Let X be an ergodic G-system of order < k
and write X = U0 ×ρ1 U1 ×ρ2 × · · · ×ρk−1 Uk−1. We say that X is a totally disconnected system if
U0,U1, . . . ,Uk−1 are totally disconnected groups.

In [Shalom 2023] we proved a generalization of Theorem A.18 for totally disconnected
⊕

p∈P Z/pZ-
systems.

Theorem A.21 (functions of finite type on totally disconnected systems are cohomologous to phase
polynomials). Let k,m, l ≥ 0 be integers and P be a multiset of primes. If X is an ergodic totally
disconnected

⊕
p∈P Z/pmZ-system of order < k, then every function f :

⊕
p∈P Z/pmZ× X → S1 of

type < l is
(⊕

p∈P Z/pmZ, X, S1
)
-cohomologous to a phase polynomial of degree < Ok,m,l(1).12

Note that the proof in [Shalom 2023] is only given in the case m = 1, but the general case follows
similarly.

A5. Conze–Lesigne equations. Conze and Lesigne [1984; 1988a; 1988b] studied the structure of ergodic
Z-systems of order < 3. They identified a particular functional equation involving the cocycle ρ defining
the extension Z<3(X)= Z<2(X)×ρ U. We refer to this equation ((A-1) below) as a Conze–Lesigne-type
equation.

Definition A.22. Let X be an ergodic G-system, ρ : G× X→ S1 be a cocycle and U a compact abelian
group which acts on X . Let m ≥ 0 we say that ρ is a Conze–Lesigne cocycle of degree < m with respect
to U if for every u ∈U we have

1uρ(g, x)= pu(g, x) ·1g Fu(x) (A-1)

for some (G, X, S1)-phase polynomial pu of degree < m and a measurable map Fu : X → S1 is a
measurable map.

Below are some results regarding Conze–Lesigne cocycles. The first lemma implies that we can choose
the terms pu and Fu measurable in u [Bergelson et al. 2010, Lemma C.4].

12We denote by Ok,m,l (1) a quantity which is bound by a constant depending only on k, m and l.
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Lemma A.23 (measure selection lemma). Let X be an ergodic G-system, and let k≥1. Let U be a compact
abelian group. If u 7→hu is Borel measurable map from U to P<k(G, X, S1)·B1(G, X, S1)⊆M(G, X, S1),
where M(G, X, S1) is the group of measurable maps of the form G× X→ S1 endowed with the topology
of convergence in measure, then there is a Borel measurable choice of fu, ψu (as functions from U to
M(X, S1) and U to P<k(G, X, S1) respectively) obeying that hu = ψu ·1 fu .

The following lemma studies Conze–Lesigne cocycles of degree < 0 [Host and Kra 2005, Lemma C.9].

Lemma A.24 (straightening nearly translation-invariant cocycles). Let X be an ergodic G-system, let K
be a compact abelian group acting freely on X and commuting with the G-action, and let ρ : G× X→ S1

be such that 1kρ is a (G, X, S1)-coboundary for every k ∈ K . Then ρ is (G, X, S1)-cohomologous to a
function which is invariant under the action of some open subgroup of K .

Remark A.25. Note that if K is connected then it has no nontrivial open subgroups (see Lemma B.10). In
this case we have that ρ is (G, X, S1)-cohomologous to a function which is invariant under K . Moreover
it is important to note that such result does not work for cocycles which take values in an arbitrary compact
abelian group.

The next lemma asserts that we can locally linearize the term pu in the Conze–Lesigne equation.

Lemma A.26 (linearization of the pu-term). Let X be an ergodic G-system, let U be a compact abelian
group acting freely on X and commuting with the action of G. Let ρ :G×X→ S1 be a cocycle and suppose
that there exists m ∈N such that for every u ∈U there exist phase polynomials pu ∈ P<m(G, X, S1) and a
measurable map Fu : X→ S1 such that 1uρ = pu ·1Fu . Then there exists a measurable choice u 7→ p′u
and u 7→ F ′u such that 1uρ = p′u ·1F ′u for phase polynomials p′u ∈ P<m(G, X, S1) which satisfies that
p′uv = p′u · Vu p′v whenever u, v, uv ∈U ′, where U ′ is some neighborhood of U.

The proof of this lemma is given in [Bergelson et al. 2010] as part of the proof of Proposition 6.1 (see
in particular (6.5) in that proof).

Appendix B: Topological groups and measurable homomorphisms

In this section we survey some results about topological groups.

Lemma B.1 (A. Weil [Rosendal 2009, Lemma 2.3]). Let G be a locally compact Polish group and let
A ⊆ G be a measurable subset of positive measure. Then A · A−1 contains an open neighborhood of the
identity.

At some point we have to work with nonlocally compact groups. The following variant of the theorem
above will therefore be useful for us (see [Kechris 1995, Theorem 9.9]).

Lemma B.2 (Pettis lemma). Let G be a Polish group and A ⊆ G be a Baire-measurable, nonmeagre
subset of G. Then 1G lies in the interior of A · A−1.

The following is a variant of the open mapping theorem for Polish groups
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Theorem B.3 [Becker and Kechris 1996, Chapter 1]. Let G and H be Polish groups and let p : G→ H
be a group homomorphism that is continuous and onto. Then p is an open map. Moreover, p admits a
Borel cross section, that is, a Borel map s : H → G with p ◦ s = Id.

From this it is easy to conclude the following result.

Corollary B.4. Let H be a closed normal subgroup of the Polish group G. If H and G/H are (locally)
compact, then G is (locally) compact.

Another corollary of Theorem B.3 is the following result about quotient spaces due to [Effros 1965].

Theorem B.5. If G is a Polish group which acts transitively on a compact metric space X , then for any
x ∈ X the stabilizer 0 = {g ∈ G : gx = x} is a closed subgroup of G and X is homeomorphic to G/0.

B1. Totally disconnected groups.

Definition B.6 [Hofmann and Morris 2013, Exercise E8.6]. Let X be a compact Hausdorff space. Then
the following are equivalent:

• Every connected component in X is a singleton.

• X has a basis consisting of open closed sets.

We say that X is totally disconnected if one of the above is satisfied.

In this section we will be interested in compact (Hausdorff) totally disconnected groups. These groups
are also called profinite groups.

Proposition B.7. Let G be a compact Hausdorff totally disconnected group. Let 1 ∈U ⊆ G be an open
neighborhood of the identity. Then U contains an open subgroup of G.

The proof of this proposition can be found in [Neukirch et al. 2000, Proposition 1.1.3]. As a corollary
we have the following result.

Corollary B.8 (the dual of totally disconnected group is a torsion group). Let G be a compact abelian
totally disconnected group. Then the image of any continuous character χ : G→ S1 is finite.

Proof. Choose an open neighborhood of the identity U in S1 that contains no nontrivial subgroups. Then,
χ−1(U ) is an open neighborhood of G. By the previous proposition there exists an open subgroup H
such that H ⊆ χ−1(U ). It follows that χ(H) is trivial and so χ factors through the finite group G/H.
This implies that the image is finite. □

We need the following classical structure theorem [Morris 1977, Chapter 5, Theorem 18].

Theorem B.9 (structure theorem for abelian groups of bounded torsion). Let G be a compact abelian
group and suppose that there exists some n ∈N such that gn

= 1G for every g ∈G. Then, G is topologically
and algebraically isomorphic to

∏
∞

i=1 Cmi where for every i , mi is an integer which divides n.

One way to generate totally disconnected groups is to begin with an arbitrary compact abelian group
and quotient it out by its connected component.
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Lemma B.10. Let G be a compact abelian group and G0 be the connected component of the identity in G.
Since the multiplication and the inversion maps are continuous, one has that G0 is a subgroup of G and:

• G0 has no nontrivial open subgroups.

• Every open subgroup of G contains G0.

• G/G0 equipped with the quotient topology is totally disconnected compact group.

We also need the following important fact that connected groups are divisible [Hofmann and Morris
2013, Corollary 8.5].

Lemma B.11. Let G be a compact abelian connected group. Then for every g ∈ G and n ∈N there exists
h ∈ G such that hn

= g.

B2. Lie groups.

Definition B.12. A topological group G is said to be a Lie group if it has the structure of a finite-
dimensional differentiable manifold over R such that the multiplication and inversion maps are smooth.

A compact abelian group is a Lie group if and only if its Pontryagin dual is finitely generated. The
structure theorem for finitely generated abelian group gives:

Theorem B.13 (structure theorem for compact abelian Lie groups [Sepanski 2007, Theorem 5.2]). A
compact abelian group G is a Lie group if and only if there exists n ∈N such that G ∼= (S1)n ×Ck , where
Ck is some finite group with discrete topology.

The famous Gleason–Yamabe theorem implies that every compact abelian group can be approximated
by compact abelian Lie groups using inverse limits.

Theorem B.14 [Hofmann and Morris 2013, Corollary 8.18]. Let G be a compact abelian group and let
U be a neighborhood of the identity in G. Then U contains a subgroup N such that G/N is a Lie group.

It follows from the above (see also [Iwasawa 1949, Lemma 2.2]) that any compact connected nilpotent
group is abelian.

Proposition B.15. If G is a compact connected k-step nilpotent group, then G is abelian.

Appendix C: Some results about phase polynomials

In this appendix we survey some results about phase polynomials from [Shalom 2023; Bergelson et al.
2010]. Let G =

⊕
p∈P Z/pZ for some multiset of primes P. For a natural number m ∈ N we let Cm

denote the group of m-roots of unity in the unit circle.

Proposition C.1 (values of phase polynomial cocycles). Let X be an ergodic G-system. Let d ≥ 0, and
let q : G× X→ S1 be a phase polynomial of degree < d that is also a cocycle. Then for g ∈ G, q(g, · )
takes values in Cm where m is the order of g to the power of d.
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Proof. We prove the proposition by induction on d . If d = 0 then q ≡ 1 and the claim is trivial. Fix d ≥ 1
and assume inductively that the claim holds for smaller values of d. Let q : G × X → S1 be a phase
polynomial of degree < d and fix g ∈ G of order n. The cocycle identity implies that

1= q(ng, x)=
n−1∏
k=0

q(g, Tkgx).

Since q(g, Tkgx)= q(g, x) ·1kgq(g, x) we have that q(g, x)n ·
∏n−1

k=0 1kgq(g, x)= 1. By the induction
hypothesis,

∏n−1
k=0 1kgq(g, x) is in Cnd−1 and it follows that q(g, x) ∈ Cnd , as required. □

We need the following version of [Bergelson et al. 2010, Lemma D.3(i)].

Lemma C.2. Let X be an ergodic G-system. Let pn be a power of a prime number p and let Q : X→C pn

be a phase polynomial of degree < d for some d > 1. Then Q p is a phase polynomial of degree < d − 1.

Proof. Let G p = {g ∈ G : pg = 0} and let G ′ be the complement so that G = Gq⊕G ′. By the proposition
above and the assumption, P is invariant with respect to the action of G ′. Let X p be the factor of X
generated by the G ′-invariant functions. The induced action of G p on X p is ergodic and so X p admits
an ergodic action of Fωp (note that if G p is finite, one can still define an action of Fωp by letting some
of the coordinates act trivially). Therefore, the claim in the lemma follows by [Bergelson et al. 2010,
Lemma D.3(i)]. □

The following lemma is a simple but useful case of Lemma A.16.

Lemma C.3 (vertical derivatives of phase polynomials are phase polynomials of smaller degree). Let
X be an ergodic G-system. Let U be a compact abelian group acting freely on X by automorphisms
and P : X → S1 be a phase polynomial of degree < d for some integer d ≥ 1. Then 1u P is a phase
polynomial of degree < d − 1 for every u ∈U.

Proposition C.1 and Lemma C.3 implies the following result.

Corollary C.4. Let X be an ergodic G-system and U be a compact abelian group acting freely on X
by automorphisms. Suppose that there exists a measurable map u 7→ fu from U to P<d(X, S1) which
satisfies the cocycle identity (i.e., fuv = fu Vu fv) for all u, v ∈U. Then there exists an open subgroup V
of U such that fv ∈ P<1(X, S1) for every v ∈ V.

Proof. We prove the claim by induction on d; for d = 1 we can take V =U. Let d > 1 and assume by
induction that the claim holds for all smaller values of d . Let u 7→ fu be a map from U to P<d(X, S1). The
cocycle identity implies that fuv = fu fv ·1u fv for every u, v ∈U. By Lemma C.3, 1u fv ∈ P<d−1(X, S1);
therefore u 7→ fu · P<d−1(X, S1) is a homomorphism. Since d > 1, Lemma A.17 (separation lemma)
implies that P<d−1(X, S1) has at most countable index in P<d(X, S1). Let U ′ be the kernel of u 7→
fu · P<d−1(X, S1). Since U ′ has positive Haar measure it is open.

Since fu′ ∈ P<d−1(X, S1) for all u′ ∈ U ′, the induction hypothesis implies that there exists an open
subgroup V of U ′ such that fv ∈ P<1(X, S1) for all v ∈ V. As V is open in U ′ and U ′ is open in U we
have that V is open in U, as required. □
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Proposition C.5 (phase polynomial are invariant under connected components; see [Bergelson et al. 2015,
Lemma 2.1]). Let X be a G-system of order < k; let U be a compact abelian connected group acting
freely on X (not necessarily commuting with the G-action). Let P : G× X→ S1 be a phase polynomial
of degree < d such that for every g ∈ G there exists Mg ∈ N such that P(g, · ) takes at most Mg values.
(e.g., P is a phase polynomial cocycle — Proposition C.1). Then P is invariant under the action of U.

Proof. Fix g ∈ G and consider the map u 7→ 1u P(g, · ). Since P(g, · ) is a measurable map X → S1,
we have that 1u P converges in measure to the constant 1 as u converges to the identity in U. Since
convergence in measure implies convergence in L2, we can use Lemma A.17 to conclude that 1u P(g, · )
must be almost everywhere constant for u close to the identity. From the cocycle identity, we have that the
subset U ′g = {u ∈U :1u P(g, · ) is a constant} is an open subgroup of U. As U is connected, we conclude
that U ′g =U for every g ∈ G. We conclude that, for every g ∈ G, there exists a character χg :U → S1

such that 1u P(g, · )= χg(u) for every u ∈U. Since U is connected and χg is continuous we have that
the image of χg is either trivial or is S1. But, the latter contradicts the assumption that P(g, · ) takes
finitely many values. It follows that 1u P(g, · ) = 1 for every u ∈ U and g ∈ G. In other words, P is
invariant under the action of U, as required. □

Remark C.6. In some cases the group S1 in the proposition can be replaced by any compact abelian group
using Pontryagin duality. For instance, if P :G×X→ V is a phase polynomial cocycle for some compact
abelian group V, then for every χ ∈ V̂ we have that χ ◦ P : G× X→ S1 is a phase polynomial cocycle of
the same degree. By Propositions C.1 and C.5 we have that χ(1u P)= 1 for every u ∈U. As the characters
separate points, this would imply that 1u P = 1; hence P is invariant with respect to the action of U.
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