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ABSTRACT
Experiments with computer processors must account for the in-
herent variability in executions. Prior work has shown that real
systems exhibit variability, and random effects must be injected into
simulators to account for it. Thus, we can runmultiple executions of
a given benchmark and generate a distribution of results. Prior work
uses standard statistical techniques that are not suitable. While the
result distributions may take any forms that are unknown a priori,
many works naively assume they are Gaussian, which can be far
from the truth. To allow rigorous evaluation for arbitrary result
distributions, we introduce statistical model checking (SMC) to the
world of computer architecture. SMC is a statistical technique that
is used in research communities that depend heavily on statistical
guarantees. SMC provides a rigorous mathematical methodology
that employs experimental sampling for probabilistic evaluation of
properties of interest, such that one can determine with a desired
confidence whether a property (e.g., System X is 1.1x faster than
System Y) is true or not. SMC alone is not enough for computer
architects to draw conclusions based on their data. We create an
end-to-end framework called SMC for Processor Analysis (SPA)
which utilizes SMC techniques to provide insightful conclusions
given experimental data.

CCS CONCEPTS
• Computing methodologies→ Simulation evaluation.

KEYWORDS
evaluation, statistical model checking, confidence intervals

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
MICRO ’23, October 28–November 01, 2023, Toronto, ON, Canada
© 2023 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0329-4/23/10.
https://doi.org/10.1145/3613424.3623785

ACM Reference Format:
Filip Mazurek, Arya Tschand, Yu Wang, Miroslav Pajic, and Daniel J. Sorin.
2023. Rigorous Evaluation of Computer Processors with Statistical Model
Checking. In 56th Annual IEEE/ACM International Symposium on Microar-
chitecture (MICRO ’23), October 28–November 01, 2023, Toronto, ON, Canada.
ACM,NewYork, NY, USA, 13 pages. https://doi.org/10.1145/3613424.3623785

1 INTRODUCTION
Computer architects, in academia and industry, develop new de-
signs and features and seek to compare them to existing processors.
The vast majority of evaluations are experimental, rather than
purely analytical, and they involve running benchmarks on simula-
tors and/or real hardware. Architects use the experimental results
to determine which ideas and products are better than others.

Unfortunately, the standard practice for evaluating experimental
data has shortcomings, and architects are liable to make incorrect
conclusions regarding the relative merits of different processors.
The underlying issue is experimental variability. When a real com-
puter runs the same program multiple times, the runtimes (and
other metrics) will all differ. Some of this variability depends on the
hardware state, such as the contents of the branch predictor when
the program begins (or resumes after being context switched back
in). Other variability depends on other software currently running
on the system, including full-fledged applications and kernel pro-
cesses. Previous work has identified variability due to seemingly
innocuous reasons, such as program linking order [31] or even bugs
in the Linux kernel [29]. Regardless of its source, variability can
have a significant impact on results.

Alameldeen and Wood [3] identified the importance of variabil-
ity. They demonstrated that adding tiny latencies to DRAM access
times can cause significant differences in runtime for multithreaded
workloads, and further showed that ignoring this variability could
lead to incorrect conclusions. Consider running 𝑁 simulations each
of System X and System Y, where System X is almost always faster
than System Y. If we were to take only one simulation datapoint
from each set of 𝑁 and compare those two, there is some possi-
bility of choosing one of the slowest System X simulations and
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one of the fastest System Y simulations. The probability of reach-
ing the wrong conclusion can be reduced with more simulations;
intuitively, the probability of continuing to choose only outlier
datapoints decreases.

To overcome the issue of variability, Alameldeen and Wood
proposed performing multiple simulations for each experiment (i.e.,
for each target system and benchmark tuple) and processing the
results with typical statistical methods, like confidence intervals
and hypothesis testing [2]. While straightforward, the proposed
solution has significant shortcomings and has largely not been
adopted.

One major problem with the proposed solution is that it requires
the a priori assumption of a Gaussian distribution of the results,
which is not always true. In Figure 1, we show the runtime result
distribution for a real (non-simulated) processor running the PAR-
SEC benchmark ferret [5]. The data is clearly not Gaussian and thus
any statistical analysis based on that assumption is suspect. The
failure of the Gaussian assumption is also observed in recent works
on performance evaluation of computer systems [10, 30, 32]. While
results could have a Gaussian distribution, one cannot know that
without running many trials. Many prior works assumed Gaussian
distributions without sufficient validation (e.g., [44, 56]).

To remove the possibly flawed Gaussian assumption, the main
challenge is how to make statistical inferences from experimental
results sampled from distributions that can take any form and are
completely unknown. While there exist statistical techniques that
do not make a priori assumptions about data distributions, they
have fundamental drawbacks that we discuss in Section 2.4.

To overcome the drawbacks of prior solutions, we introduce
the technique of statistical model checking (SMC), which allows
rigorous evaluation for arbitrary result distributions, to the world
of computer architecture. SMC is a statistical approach for system
evaluation that is used in communities that depend heavily on
statistical guarantees. Specifically, in the world of cyber-physical
systems (CPS), system designers often must provide statistically
rigorous guarantees for systems like robotics, avionics, and closed-
loop medical devices [4, 40, 53]. For example, one might want to
show with 99% confidence that a system will never be in an error
state for more than two cycles.

We created SMC for Processor Analysis (SPA) to provide an
end-to-end framework for computer architecture research evalua-
tion, providing intuitive results with push-button ease of use. SPA
leverages the powerful hypothesis testing methodology of SMC
to create confidence intervals for properties of interest (e.g., cache
miss rate, speedup). SPA takes as input the experiment data of
interest along with the researcher’s hypothesis, and it outputs a
confidence interval for the result.

We make the following contributions in this work:

• We demonstrate that prior evaluation methodologies are
insufficient and can lead to incorrect conclusions.
• We develop a mathematical basis that extends SMC to pro-
vide confidence intervals for metrics of choice (e.g., L2 miss
rate).
• We develop the SMC for Processor Analysis (SPA) framework
to enable push-button analysis of results.

Figure 1: 1000 runtimes of ferret benchmark on real machine.
Dashed lines are proportion values (discussed in Section 4).

• We show how to use SPA to achieve statistically rigorous
results with a desired level of confidence on replicable simu-
lation experiments with gem5.
• We publicly distribute SPA for use by academia and indus-
try.1

2 BACKGROUND
Variability exists universally in computer systems and poses a major
challenge to accurate evaluation of their performance [3]. In this
section, we discuss the origins of variability, how to incorporate it
into simulation experiments, the distinction between sample and
population statistics, and prior approaches for evaluating the results
of experiments that incorporate variability.

2.1 Origins of Variability
A process exhibits runtime variability due to three primary reasons:
thread interleaving, scheduling decisions, and colocated processes.
Other sources of variability exist—such as dynamic voltage and
frequency scaling and address space layout randomization—but
they tend to be less impactful.
Thread interleaving. Even a process with a deterministic func-
tional outcome may have timing that varies from execution to
execution. This phenomenon is most prevalent for multithreaded
processes because of the different possible interleavings of thread
executions. Consider a multithreaded application that synchronizes
access to a shared data structure using a lock. The functional out-
come of the application is independent of the order in which the
threads obtain the lock, but runtime may differ.
Scheduling decisions. Because runtime scheduling decisions can
vary, scheduling introduces variability. One extreme example is
when a thread that is currently the bottleneck gets swapped out.
Another example is scheduling a thread on a different core than
it previously ran on [51]; the thread arrives to a “cold” core and
cannot benefit from locality, as in a serverless system [55].
Impact of colocated processes. Any process will be impacted
by the behavior of other processes currently running on the same
machine. The processes might share the same multithreaded core
1https://github.com/filipmazurek/spa

1243

https://github.com/filipmazurek/spa


Rigorous Evaluation of Computer Processors with Statistical Model Checking MICRO ’23, October 28–November 01, 2023, Toronto, ON, Canada

Figure 2: 500 simulated runtimes of the 𝑓 𝑒𝑟𝑟𝑒𝑡 benchmark
on gem5 simulator with variability, using 𝑠𝑖𝑚𝑠𝑚𝑎𝑙𝑙 input.

or different cores of the same multicore processor. Regardless of
how they share the machine, there will be shared resources (e.g.,
caches, ALUs, TLBs, etc.) for which they will contend. If a process
with a large memory footprint is colocated with another process
that also has a large footprint, its performance will be lower than if
it were colocated with a process with a small footprint.

2.2 Incorporating Variability in Experiments
Variability exists in real-world experiments and thus should be in-
corporated into the experiments performed by computer architects.
For simulation experiments, which are the focus of this paper, in-
corporating variability entails injecting it into executions. We next
explain how we perform variability injection in our experiments,
but a comprehensive exploration of how to perform variability
injection is beyond the scope of this paper. Moreover, it is impor-
tant to note that SMC’s ability to analyze experimental results is
independent of how variability is injected.

The primary challenges in variability injection are (1) injecting
variability in a way that is controllable and compatible with repeat-
able, scientific experimentation; and (2) injecting variability that is
representative of the expected variability.2 We focus here on the
first challenge; we leave the second challenge to future work.

If we inject variability into a simulation experiment, we must
overcome the fact that the simulator is itself a deterministic pro-
gram, so its execution is identical each time it is run from the same
starting point. One of many possible solutions—and the one we use
here—is Alameldeen and Wood’s technique of adding small random
latencies to DRAM accesses (a uniform distribution of 0 − 4𝑛𝑠) [3].
These latencies are enough to perturb the execution and cause dif-
ferent thread interleavings. While this method is not necessarily
capable of modeling all underlying sources of variability, it allowed
us to observe considerable variability across various metrics using
the gem5 simulator. As an example, the distribution of runtimes for
the 𝑓 𝑒𝑟𝑟𝑒𝑡 benchmark is illustrated in Fig. 2.

2This problem is analogous to choosing benchmarks that are representative of the
expected software workload.

2.3 Sample versus Population Statistics
Statistical evaluation of system performance with variability typi-
cally requires drawing samples from a population. While the vari-
ability in the samples can be captured by box plots (as in [18, 25]),
box plots cannot accurately capture the uncertainties in the popula-
tion due to random sampling error [9, 27]. Thus, rigorous statistical
approaches are needed to draw correct conclusions about the pop-
ulation in terms of confidence intervals based on those samples.
Admittedly, if there are many samples, then the sample distribution
can well approximate the population distribution, and the boxes and
confidence intervals may be almost the same. However, when there
are few samples, the sample distribution may diverge significantly
from the population distribution, and thus the sample variability
indicated by the box plots can differ significantly from the popu-
lation variability indicated by the confidence interval, leading to
incorrect conclusions. In addition, when samples are scarce (e.g.,
fewer than 10), unlike confidence intervals, extrapolating for high
quantiles (e.g., 95%) becomes challenging in box plots.

2.4 Prior Approaches for Non-Gaussian Data
There are two prior statistical approaches for addressing the issue
of non-Gaussian distributions. One technique is based on non-
parametric rank tests [10], in which every value in a distribution
is ranked (i.e., placed in sorted order). Although computing the
rank statistics does not need any assumptions, comparing the rank
statistics requires the Gaussian assumption. Rank testing may be
used to estimate the median and its confidence interval [26], but it
faces problems with accuracy in cases where the sample population
is small or contains many duplicates.

The other technique is statistical bootstrapping [30, 32], which
resamples from a finite number of samples to extract statistical in-
formation of the unknown population distribution. Such amethod is
only asymptotically accurate when the sample size is large enough
to cover the unknown distribution. It is likely to give incorrect
answers when the sample size is small. The bias-corrected and
accelerated (BCa) method of calculating the bootstrap confidence
interval [21] is widely used due to its robustness, but may fail to
produce a result if the sample contains duplicate data points.

While technically only used for Gaussian distributed data, we
also consider the Z-score confidence interval [9] for comparison
due to its frequent appearance in literature. A lot of data may be
considered to be approximately Gaussian to make calculation easier,
and these methods may be surprisingly effective in practice. We
include this method in our comparison to check the importance of
the underlying data distribution in computer architecture studies.

3 SMC TUTORIAL
The universal existence of variability and lack of rigorous evalu-
ation of arbitrary result distributions motivates us to introduce
Statistical Model Checking to the world of computer architecture.
SMC provides a rigorous mathematical methodology to evaluate
computer system performance from arbitrary result distributions
with probabilistic guarantees. It can be applied to results from ei-
ther hardware or simulator experiments without suffering from the
weaknesses of prior approaches discussed in Section 2.4. We start
with a description of SMC’s capabilities and usage, before delving
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into its theoretical underpinnings. For more details on SMC, please
refer to [1, 41]. Because existing SMC algorithms may not directly
provide computer architects with their desired conclusions, we
create an end-to-end framework called SMC for Processor Analysis
(SPA) to fill the gap in Section 4.

3.1 Big Picture
From a statistical point of view, a system’s evaluation metric 𝑋 (𝜔)
(e.g., runtime) is a random variable whose value varies across re-
peated experiments 𝜔 due to system variability. Due to variability,
the probability distribution 𝑃𝑋 of 𝑋 can differ significantly across
computer systems and software workloads. Ideally, to fully capture
𝑋 , we need to present the full probability distribution 𝑃𝑋 with all
possible values of 𝑋 in different cases. However, this process re-
quires a huge number of experiments, which is infeasible in most
cases. Thus, in practice, we seek to answer questions about certain
statistical characteristics of the probability distribution.

Previous work has typically focused on using the expected value
E𝑋 of an evaluation metric to characterize the metric’s randomness
(e.g., [54]). Experimentally, the expected value is estimated by taking
𝑁 sample system executions and computing the sample average
𝑋 =

∑𝑁
𝑖=1 𝑋𝑖/𝑁 . This approach seems natural as𝑋 converges to E𝑋

as 𝑁 increases to infinity by the Law of Large Numbers. However,
deriving the estimation error (i.e., the difference between E𝑋 and
𝑋 ) in a statistically rigorous way for small 𝑁 remains a challenging
statistical problemwhen the probability distribution 𝑃𝑋 is unknown.
For simulation studies, the largest value of 𝑁 we have found in
the literature is only 10 [51, 58], with typical values 3-5 [8]. In
some previous work [3], this issue is heuristically addressed by
introducing the convenient, but possibly flawed, assumption that
𝑋 obeys a Gaussian distribution.

Unlike prior work which estimates E𝑋 , SMC statistically asserts
properties of a computer system, which are binary functions that
involve one or more evaluation metrics. A property is either true
or false for a given system execution, and it may vary among exe-
cutions due to variability in the system. A property can be simple,
such as testing whether a metric (e.g., runtime, power) is greater
than a threshold. Properties can also describe more sophisticated
situations, such as whether the occurrence of an event will, with a
probability greater than a threshold, keep the computer in a given
state until the occurrence of another event. (For example, if we
enter a sprinting state [52], with probability greater than X, we will
stay in the sprinting state until a thermal alert.) A non-exhaustive
list of property templates and concrete examples is in Table 1.

SMC can answer questions about the probability of a computer
satisfying the above properties, i.e., whether a property 𝜑 (which
is related to the performance of a computer system) will be true
for at least 𝐹 ∈ [0, 1] fraction of executions. SMC is preferable to
estimating the expected value for two reasons.

First, SMC allows rigorous statistical inference even if the ran-
domness is unknown. Since the truth value of properties is binary,
statistical inference techniques for binomial distributions can be
applied without any assumptions. Given 𝑁 sample executions that
are derived from independent experiments, we can not only answer
whether the probability of satisfying a property 𝜑 is greater than
the threshold 𝐹 , but also compute the confidence level 𝐶 ∈ (0, 1) of

the answer. The confidence level guarantees that out of all possible
sets of 𝑁 random executions, our answer agrees with the ground truth
on at least a fraction 𝐶 of them.

Second, SMC provides greater insight than just an expected value.
Consider the ferret benchmark run on a computer system that has
the bi-modal distribution shown in Fig. 1. Due to variability, about
80% of executions have a runtime of less than 1.1 seconds, and about
20% executions have a runtime slower than 1.1 seconds. Using the
expected value to characterize runtime cannot capture that in the
majority of executions, runtime is faster than 1.1 𝑠 . SMC, however,
can check if runtime is consistently faster than 1.1 𝑠 in at least 80%
of cases and with a specified confidence of, say, 90%.

SMC offers two additional advantages that we note but leave
for future work. First, SMC can handle a richer set of properties
compared to existingmethods. Until now, the computer architecture
community has performed experiments that map only to the simple
properties listed in Table 1. For example, we examined every paper
published in ISCA 2022, and we found that every experiment could
be mapped to rows 1-4 if using SMC. Second, SMC offers the ability
to evaluate hyperproperties [12]. Whereas a property enables us
to evaluate a collection of individual experimental executions, a
hyperproperty enables us to evaluate multiple executions taken
together. For example, SMC with hyperproperties enables us to
study whether the performance of multiple executions will differ
by less than a given threshold.

3.2 Theoretical Background
There is a long history of checking general properties on complex
systems with model checking. Traditional model checkers, such as
Murphi [19], PRISM [38], UPPAAL [16], and NuSMV [11], exhaus-
tively explore the reachable state space of a system (i.e., finite state
machine) and check whether specified invariants hold related to
the properties of interest. Model checkers are widely used in many
applications, such as verifying randomized algorithms [34, 39],
wireless networks [20, 22], software/hardware security [17, 24, 48],
performance/reliability [36, 46], robotic planning [23, 62], power
management [35, 47], and biological processes [15, 37].

Model checking can handle general classes of time-related prop-
erties by expressing them in temporal logic, a formal symbolic
language that can be parsed and understood by computer algo-
rithms. Common logics include linear temporal logic (LTL) [50]
and probabilistic computation tree logic (PCTL) [28]. Based on
temporal logic, model checkers can exploit the relations between
various specifications and systematically verify them.

Because traditional model checking suffers from the state space
explosion problem, it is not tractable for many systems, including
most systems of interest to computer architects. To overcome this
limitation, SMCwas developed to provide probabilistic guarantees—
unlike the strict guarantees provided by model checking—based on
sampling from the system. Given a property specified in a logic, a
statistical model checker can automatically parse it into several sub-
specifications based on the logic’s syntax and semantics. Then, the
model checker can verify whether these sub-specifications hold for
a given system model by formulating them into a set of hypothesis
testing problems, each of which is evaluated with sufficiently high
probabilistic guarantees by cleverly deciding the number of samples
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Property Template Examples

1 metric ≷ threshold
performance > A;
power < B;
MTTF > C;

2 threshold1 > metric > threshold2
A > performance > B;
C > power > D;
E > MTTF > F;

3 %time in state ≷ threshold %time handling mispredictions < A
4 avg #cycles/event ≷ threshold avg #cycles between TLB misses > A
5 metric1 ≷ threshold→ metric2 ≷ threshold power > A→ performance > B

6 event1 occurs→ Prob [event2 occurs within C cycles] ≷ threshold if error occurs, probability of second error occurring within C cycles < PB;
if we power down component, probability of using it within C cycles < PB;

7 event1’s latency ≷ threshold1→ event2’s latency ≷ threshold2 service time for request R > A→ service time for request S > B
8 event1 occurs→ Prob [stay in state until event2] ≷ threshold if we enter sprinting state, probability of staying there until thermal alert < PA
9 Prob [event when Prob[state] ≷ threshold1] ≷ threshold2 Prob [new TLB miss when Prob[handling old TLB miss] > PA] < PB

Table 1: Non-exhaustive list of properties that one can evaluate with SMC

needed on-the-fly. Finally, these results are combined to yield an as-
sertion for the full specification with probabilistic guarantees. Such
a statistical approach reduces the computational cost compared to
exhausting all possible system executions—the approach used for
symbolic model checking.

3.3 Technical Description
We now explain the mathematical underpinning of SMC. Mathe-
matically, our goal is to use SMC to check if a property 𝜑 holds on
a computer system 𝑆 with probability greater than 𝐹 :

𝑝𝜑 := P𝜎∼𝑆 (𝜑 holds on 𝜎) ≥ 𝐹, (1)

where 𝜎 is a random execution from the computer system with
variability, 𝜎 ∼ 𝑆 indicates that 𝜎 is “drawn” from the system 𝑆 , and
𝜑 is the given property of interest. Effectively, we want to know
if the probability 𝑝𝜑 that an execution 𝜎 of the system 𝑆 satisfies
the property 𝜑 is greater than 𝐹 . Although SMC can handle more
complex statements, we focus on (1) because it can cover most
performance evaluation problems for computer systems.

For computer systems, common properties (e.g., the ones in Ta-
ble 1) are expressible in signal temporal logic (STL) [45]. All STL
formulas have well-defined semantics — they can always be parsed
and yield a meaning without ambiguity [45]. This feature guar-
antees that SMC will never “misunderstand” a property specified
in STL. For simplicity, we can view properties as binary random
variables taking values 𝑡𝑟𝑢𝑒 or 𝑓 𝑎𝑙𝑠𝑒 for each sample execution.

Checking (1) requires two steps. The first step is to parse the STL
property 𝜑 and derive its true value for a sample execution 𝜎 . This
process is standard, so we refer the readers to literature (e.g., [45]
and subsequentwork). The second step is to calculate the probability
𝑝𝜑 from (1). In model checking, the probability is computed from
model knowledge; in SMC, the probability is estimated from sample
executions. Here, we introduce the SMC method developed from
[60, 63] based on the Clopper-Pearson Exact Method. Compared
to alternative methods based on Sequential Probability Ratio Tests
[1, 41], this method only requires a minimal assumption on the
probability 𝑝𝜑 ≠ 𝐹 in (1), which is rarely violated.

Our method works as follows. Consider a set of 𝑁 sample ex-
ecutions 𝜎1, . . . , 𝜎𝑁 that are taken independently from repeated
experiments on the system 𝑆 . For 𝑖 = 1, . . . , 𝑁 , with a slight abuse

Algorithm 1 SMC for P𝜎∼𝑆 (𝜎 |= 𝜑) ≥ 𝐹 .

1: Input: Desired confidence level 𝐶 ∈ (0, 1).
2: Initialization: 𝑁 ← 1,𝑀 ← 0, 𝐶CP ← 0.
3: while 𝐶CP < 𝐶 do
4: Draw sample execution 𝜎𝑁 and compute 𝜑 (𝜎𝑁 ) by (2).
5: 𝑀 ← 𝑀 + 𝜑 (𝜎𝑁 ), 𝑁 ← 𝑁 + 1.
6: Update A by (3) and 𝐶CP by (4) and (5).
7: return A.

of notation, let

𝜑 (𝜎𝑖 ) =
{

1, if 𝜑 is true on 𝜎𝑖 ,

0, otherwise.
(2)

Then, the total number of executions satisfying 𝜑 , which can be
captured by𝑀 =

∑
𝑖∈[𝑁 ] 𝜑 (𝜎𝑖 ), should obey the binomial distribu-

tion Binom(𝑛, 𝑝𝜑 ), and the average statistics𝑀/𝑁 is an unbiased
estimator for 𝑝𝜑 . Intuitively, when 𝑀/𝑁 < 𝐹 , we should assert
𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 to the condition (1); otherwise, we assert 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 . There-
fore, we define the statistical assertion for (1) based on the𝑁 sample
executions as

A(𝜎1, . . . , 𝜎𝑁 ) =
{
𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒, if𝑀/𝑁 < 𝐹

𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒, if𝑀/𝑁 ≥ 𝐹
(3)

Due to the randomness of the sample executions, the statistical
assertion A from (3) does not always agree with the ground truth.
The statistical accuracy of A is captured by its confidence level 𝐶 ,
which requires that

P𝜎1,...𝜎𝑁 ∼𝑆
(
A is 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 | condition (1) is 𝑡𝑟𝑢𝑒

)
≤ 1 −𝐶,

P𝜎1,...𝜎𝑁 ∼𝑆
(
A is 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 | condition (1) is 𝑓 𝑎𝑙𝑠𝑒

)
≤ 1 −𝐶.

Intuitively, this means that out of all the possible sets of sample
executions, the value ofA agrees with the ground truth on at least
a 𝐶 fraction of them. If 𝐶 = 0.99, we roughly expect at most 1
disagreement after using the statistical assertion 100 times (i.e., on
the results of 100 executions). We also call 1 −𝐶 the significance
level; this can be viewed as the maximum of Type I/II Errors or
False Positive/Negative Rates from other statistics literature.
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Specifically, we compute the confidence level of A with the
widely used Clopper-Pearson Exact Method, i.e.:

𝐶CP (𝑎, 𝑏 |𝑀, 𝑁 ) = (4)
(1 − 𝑎)𝑁 − (1 − 𝑏)𝑁 , if𝑀 = 0
𝑏𝑁 − 𝑎𝑁 , if𝑀 = 𝑁

B(𝑏 |𝑀 + 1, 𝑁 −𝑀) − B(𝑎 |𝑀, 𝑁 −𝑀 + 1), else;

here, B(· | 𝑥1, 𝑥2) is the cumulative probability function of the beta
distribution with the shape parameters (𝑥1, 𝑥2), and the values of 𝑎
and 𝑏 are given by{

𝑎 = 0, 𝑏 = 𝐹, if𝑀/𝑁 < 𝐹,

𝑎 = 𝐹, 𝑏 = 1, if𝑀/𝑁 ≥ 𝐹 .
(5)

This method is statistically accurate for any sample sizes, while pre-
vious works on statistical evaluation of computer systems [10, 30,
32]) using Gaussian assumption or bootstrapping are only asymp-
totically accurate for large samples sizes. Moreover, this method is
customized for the binomial random variable𝑀 and has the best
sample efficiency among all statistically accurate methods [13].

SMC is designed to achieve any desired confidence level 𝐶 ∈
(0, 1) by running in a loop. It draws new sample executions and
updates the confidence level 𝐶CP using (4) and (5) until 𝐶CP ≥ 𝐶 .
We can prove the following facts to justify this process (see [63]).
First, with probability 1, the confidence level converges to 1 in this
process; thus, this process always terminates. Second, whenever
this process stops, the statistical assertion has a confidence level of
at least 𝐶 . Our SMC approach for checking (1) is in Algorithm 1.

4 SPA FRAMEWORK
SMC is a methodology for determining, with some specified con-
fidence 𝐶 and a proportion 𝐹 , the truth value of a given binary
(true/false) property. Because 𝐹 refers to the probability a sample
will satisfy the property, it can also be referred to as the proportion
of the population that satisfies the property. For example, using
SMC, an architect could specify a hypothesis using the property
“the cache miss rate is less than 10%” with a proportion of “at least
80% of all possible executions”, at a confidence of 90%.

This process is unlike what architects are accustomed to, though.
Typically, an architect would run a (single) execution and observe
that the cache miss rate is some specific number (say 8%), rather
than presupposing the possible cache miss rate of 10%. Furthermore,
unlike what architects do today, SMC logically operates in a loop,
in which each iteration the SMC engine processes a new execution
(i.e., simulation). Given the latency to perform simulation, such a
loop would be prohibitively slow.

Consequently, to create a methodology that is compatible with
how architects approach evaluations, we have developed a frame-
work called SMC for Processor Analysis (SPA).

We illustrate SPA in Figure 3. The user provides to SPA a metric
of interest, a desired confidence level𝐶 , and a desired proportion 𝐹 .
The user may also optionally provide a batch size, 𝑏, which will be
used to control the number of simultaneous simulator executions to
improve total SPA execution time. The SPA wrapper then controls
the SMC engine and the simulator, so the user does not have to.

SPA’s three primary benefits over textbook SMC use, discussed
in the next subsections, are (1) providing confidence intervals for

Figure 3: SPA Structural Diagram. The yellow ovals are in-
puts/output to SPA. The bold boxes are our contribution to
facilitate use of SMC.

metrics, (2) performing the logic to control the SMC engine, and (3)
improving performance with parallelism.

4.1 Confidence Intervals Using SMC
Existing SMC tests binary properties, but it does not provide confi-
dence intervals. Confidence intervals are a range of values within
which a population parameter, such as cache miss rate, is likely to
fall with a specified level of confidence. We have extended SMC to
do so, incorporating the process into SPA. This is a contribution of
our work and, secondarily, enables apples-to-apples comparisons
with prior statistical techniques such as bootstrapping.

First, we modify SMC to use a constant number of data points
when performing hypothesis tests. That is, SMC will terminate only
after testing every data point using (2), which removes the previous
condition of 𝐶CP > 𝐶 . After testing every data point, if 𝐶CP > 𝐶 ,
SMC returnsA, but if the𝐶CP fails to reach a statistically significant
level, the algorithm will return “None" instead. The changes to SMC
are summarized in Algorithm 2.

This modification ensures that the same set of samples is used
when testing different property thresholds, e.g., for the two proper-
ties “cache miss rate < 8%" and “cache miss rate < 10%". As a result,
it is possible to directly compare the outputs at different property
threshold values when using the same 𝐹 and 𝐶 .

By repeating SMC for different property threshold values on the
same samples, we can construct a confidence interval for the true
satisfaction probability in (1). Specifically, we can use SMC to find
the property threshold values for which SMC returnsA = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

and A = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 . Then, we can compose a confidence interval
with confidence 𝐶 between any two hypothesis tests yielding op-
posing results with confidence greater than 𝐶 [9]. We choose the
narrowest possible construct to ensure the confidence interval is
narrow enough to be informative.

Figure 4 illustrates this process. Each point in the plot is the
resulting𝐶CP in the 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 result, meaning that when𝐶CP < 1−𝐶 ,
the test is statistically significant for the 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 result. We plot
dashed lines on the plot at 𝐶 and 1 − 𝐶 where points above and
below are statistically significant for the specified confidence 𝐶 .
Points between the dashed lines are where the SMC hypothesis test
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did not converge to a statistically significant result for the specified
𝐶 (a result of “None"). In this case, the SPA hypothesis was 𝐹 = 0.9
and 𝐶 = 0.9, with different threshold values tested for Property
1 from Table 1. All hypothesis tests to the left of threshold 1.41
converge to a 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 result, and converge to 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 to the right
of threshold 1.48. As a result, we find that the confidence interval
is between 1.41 and 1.48 with confidence 𝐶 = 0.9 for the speedup.

Algorithm 2 SMC for P𝜎∼𝑆 (𝜎 |= 𝜑) ≥ 𝐹 .
Modified for a constant sample size.
1: Input: Desired confidence level 𝐶 ∈ (0, 1).
2: Initialization: 𝑁 ← 1,𝑀 ← 0, 𝐶CP ← 0.
3: while samples remain in 𝑆 do
4: Draw sample execution 𝜎𝑁 and compute 𝜑 (𝜎𝑁 ) by (2).
5: 𝑀 ← 𝑀 + 𝜑 (𝜎𝑁 ), 𝑁 ← 𝑁 + 1.
6: Update A by (3) and 𝐶CP by (4) and (5).
7: if 𝐶CP > 𝐶 then
8: return A
9: else
10: return None

4.2 SMC Engine Management
With SPA, the architect provides a metric and the SMC parame-
ters 𝐶 and 𝐹 . SPA automatically generates the required property
thresholds and controls the SMC process.

If the architect wants to directly provide a property, such as
whether a metric is greater than a given threshold (e.g., “the cache
miss rate is less than 10%”), she may specify that to SPA as well.
In this case, SPA’s task is trivial. It simply passes the property and
the SMC parameters to the SMC engine and it runs a single SMC
hypothesis test based on the unmodified SMC algorithm.

Most of the time, however, the architect’s goal is not a sim-
ple property. Instead of wanting to know whether a metric is
greater/less than a threshold, she wants to know the metric’s confi-
dence interval (e.g., the interval for the cache miss rate).

To determine a confidence interval for a metric, we use SPA
to control the SMC engine. SPA makes an initial estimate of the
metric, 𝑉0, and creates the property “metric is at least 𝑉0”. It runs
the SMC engine with this property and the desired confidence 𝐶
and proportion 𝐹 , and either validates or invalidates the property
(i.e., asserts it is true or false, respectively), or does not have enough
samples to converge. If the property was not invalidated, SPA re-
runs the SMC engine as before but with a metric estimate 𝑉1 that
is greater than 𝑉0 by a user-defined granularity. SPA continues this
search process until it identifies the smallest value of 𝑉 for which
the property is invalidated, 𝑉𝑢𝑝𝑝𝑒𝑟 . SPA similarly searches for the
largest value of 𝑉 for which the property is validated 𝑉𝑙𝑜𝑤𝑒𝑟 . In
cases where the property used is differently stated, e.g., “metric is no
more than 𝑉0", we can still follow this procedure. However, 𝑉𝑢𝑝𝑝𝑒𝑟
will be the smallest value for which the property is validated and
𝑉𝑙𝑜𝑤𝑒𝑟 will be the largest value for which the property is invalidated.
The terms “largest” and “smallest” in this context are not precise,
but are rather a function of the granularity at which SPA searches.

Figure 4 illustrates the above process, where the user wants
to evaluate how doubling the L2 cache size from 512kB to 1MB

Figure 4: Each point represents the resulting confidence of an
SMC hypothesis test for a 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 result at the corresponding
speedup. The points in the unshaded region did not converge
and are thus included in the confidence interval. This proce-
dure generates the SPA confidence interval in Fig. 5.

affects ferret benchmark runtime (i.e., speedup) with 𝐹 = 0.9 and
𝐶 = 0.9. Assume that𝑉0 = 1.46, and SPA has executed the simulator
22 times (calculated by equation 8, discussed later). SPA will first
test 𝑉0 = 1.46 to find that it does not converge with the data it
was given. It will then test the next point, 𝑉1 = 1.47 to reach the
same conclusion. Upon testing 𝑉3 = 1.48, SMC will converge to
a A = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 result, setting 𝑉𝑢𝑝𝑝𝑒𝑟 = 1.48. SPA repeats the
same process in the opposite direction to find that 𝑉𝑙𝑜𝑤𝑒𝑟 = 1.41.
Therefore, SPA determines the confidence interval to be between
1.41 and 1.48 for 𝐹 = 0.9 and𝐶 = 0.9. This final confidence interval
is the SPA interval shown later in Fig. 5.

It is important to note that each iteration of the search does
not require new simulations; rather, SPA will re-use the same set
of simulation results as input to the SMC engine, as discussed in
Section 4.1. Furthermore, if the architect decides that the interval
𝑉𝑙𝑜𝑤𝑒𝑟 and𝑉𝑢𝑝𝑝𝑒𝑟 is wider than desired, she can decide to run more
simulator executions, which may result in a narrower interval.

4.3 Improving Performance with Parallelism
Logically, SMC operates in a loop in which it (1) runs the simulator
for one execution, (2) uses SMC to statistically analyze the results,
and (3) uses SMC’s confidence result to decide whether another
execution is needed.

With SPA, we improve performance by running batches of simu-
lations in parallel until at least the minimum number of samples are
collected for SPA to calculate the confidence interval. The minimum
number of executions for convergence is based only on the desired
confidence𝐶 and proportion 𝐹 of the property. As discussed in Sec-
tion 3, the SMC engine’s confidence level changes after each input
according to (4). The fastest path to convergence for aA = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

output requires that each trial result is 𝑡𝑟𝑢𝑒 and therefore follows
the case that𝑀 = 𝑁 . We denote 𝑁 as 𝑁+ in this case, i.e.,

𝐶 ≤ 1𝑁+ − 𝐹𝑁+ . (6)
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Table 2: Simulated system parameters

OS Ubuntu 18.04
cores 4 out-of-order x86 cores
L1 I/D I:32KB/2-way, D:32KB/8-way, 2-cycle

shared L2 inclusive 3MB/16-way, 16-cycle
cache block size 64B

Memory 3GB, 90-cycle
coherence protocol MESI directory
on-chip network crossbar with 16B links (same as flit size)

Similarly, the fastest path to convergence for a A = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

output requires all comparison results to be 𝑓 𝑎𝑙𝑠𝑒 , i.e., the 𝑀 = 0
case in (4). Similarly, we denote 𝑁 as 𝑁− in this case. For the same
confidence 𝐶 and proportion 𝐹 , the number of executions required
to reach the 𝑓 𝑎𝑙𝑠𝑒 conclusion satisfies

𝐶 ≤ (1 − 0)𝑁− − (1 − 𝐹 )𝑁− ; (7)

Therefore, the minimum number of samples required by SPA is
summarized by the following equation:

max{𝑁+, 𝑁−}, (8)

where 𝑁+ and 𝑁− satisfy (6), (7).
Thus, if given 𝐶 = 90% and 𝐹 = 90% as inputs, SPA finds that

it requires 22 samples to converge to a A = 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 result and 1
samples to converge to aA = 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 result. Therefore to find the
confidence interval, it requires at least 22 samples.

4.4 Choosing F and C
F is the likelihood (equivalent to the population proportion) that a
property is true, and C is the confidence in the boolean SMC hy-
pothesis result. Users should make a choice of F that is meaningful
to their analysis. e.g., 𝐹 = 0.5 considers the median performance
value, while 𝐹 = 1.0 provides a likelihood bottom bound.

5 EXPERIMENTAL METHODOLOGY
We choose to experiment with SPA on simulation data (instead of
hardware data) to ensure replicability.

5.1 Simulator and Benchmarks
While SPA can analyze results regardless of their origin, we use
gem5 v22.1, with the Ruby memory system simulator, due to its
wide use in the computer architecture community [42]. We simulate
the x86/Ubuntu multicore processor described in Table 2.

We run the PARSEC benchmarks with simsmall inputs [5], ex-
cluding raytrace due to its long simulation time and vips and x264
because of compilation issues. We consider only the regions of
interest, i.e., results exclude initialization and wrap-up code. We
focus now primarily on ferret. This benchmark exhibits some of
the greatest variability, due to frequent synchronization and data
sharing.

5.2 Variability Injection and SPA Usage
As discussed in Section 2, there are several ways to inject variability.
In the simulator, we add a uniform (pseudo-)random 0-4 cycles of
latency to each L2 cache miss, similar to [3]. Each execution itself
is deterministic, with the sequence of random numbers determined

by a seed that we input. When evaluating speedups, we randomly
take one execution from both the base and improved population
runtimes and divide them to give a single speedup input to the SMC
engine. For other metrics, we directly use the results from gem5.

5.3 Comparing to Ground Truth
For each benchmark, we run 500 simulations to determine the
ground truth, where ground truth is defined as 𝐹 of the entire
population – i.e., the proportion of executions for which a property
is true. For example, in Figure 1, the 𝐹 = 0.9 value of 1.33 seconds
is treated as the “correct" population value.

5.4 Comparing to Prior Statistical Approaches
We compare our novel SPA confidence interval (CI) construction
against bootstrapping, rank testing, and Z-score CI construction.3
Bootstrapping is the most relevant and popular statistical technique
used in previous computer architecture studies [30, 32]. Rank test-
ing has been used in previous studies and can be used to create
confidence intervals [10, 26]. We include the Z-score method of
creating the confidence interval [9] even though it requires the
Gaussian assumption. In practice, these methods can still perform
effectively if the population distribution is approximately Gaussian.
Additionally, it is a demonstrative example of what may happen
when the Gaussian assumption is incorrectly used.

To provide a fair comparison among the four techniques, we
initially evaluate them for 𝐹 = 0.5 (i.e., median) with a confidence
level of 𝐶 = 0.9. This is because rank testing and Z-score methods
are best suited for estimating themedian CI. For SPA, we specifically
use property 1 in Table 1 because we are finding the threshold value
for which the metric is true. For all other proportions 𝐹 ≠ 0.5, Z-
score and rank testing methods are not suitable, so we later compare
SPA against bootstrapping for 𝐹 = 0.9.

Our objective is to evaluate the error probability of the con-
structed CI across 1000 trials, ensuring its compliance with the
desired confidence. To achieve this, we check if the CI covers the
ground truth value in every trial. Furthermore, we analyze the
average CI width for all methods, as reduced error probability ac-
companied by a much broader CI may not be a worthwhile tradeoff.

In each trial, 22 samples are randomly drawn from the benchmark
population, and the metric of interest is extracted. Using 𝐹 = 0.5
and𝐶 = 0.9, eachmethod constructs a CI which is compared against
the calculated ground truth. If the CI covers the ground truth, that
technique is counted to be accurate for that trial. This process al-
lows us to determine the error probability and mean CI width for
each technique. First, we calculate the mean width for each method
by averaging the widths of the 1000 CIs it generated. Then, to allow
comparison between different CI widths across metrics, we normal-
ize these values by dividing the mean width by its corresponding
ground truth value.

A sample of a single trial can be seen in Figure 5. In this case, the
CIs constructed by SPA and the Z-score method cover the ground
truth value, while the bootstrapping and rank testing CIs do not.

3We do not compare against error bars, which are based on the uncertainty of statistics
within a sample. They are less statistically rigorous and no easier to use than the
chosen CI methods.
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Figure 5: Comparison of CIs constructed by different tech-
niques. Only SPA and Z-score CI cover population ground
truth value. SPA gives tightest CI that covers true value.

Note that this is a case study and no conclusions are drawn from it.
An accuracy evaluation is performed in the following section.

Regardless of the statistical technique used, the cost of running
experiments dominates the cost of statistical analysis. Because the
analysis runtimes are negligible compared to the overhead of run-
ning experiments, we do not compare their runtimes here.

6 EXPERIMENTAL EVALUATION
We show how to use SPA for statistically rigorous evaluations and
compare its performance against other CI construction methods.
We emphasize the importance of creating CIs that are not only
narrow enough to be informative but also achieve the requested
confidence level𝐶 . Using SPA for CI construction performs well by
maintaining an error below the requested threshold and having a
width comparable to the other investigated techniques.

SPA analyzes data regardless of its variability. In what follows,
the coefficient of variation (standard deviation divided by the mean)
ranges from 0.022 to 0.117 across metrics in the ferret benchmark
and from 0.0002 to 0.127 across benchmarks for the metric L1 Cache
Misses per 1k Instructions.

6.1 Evaluation at the Median
For a fair comparison among bootstrapping, rank-based, and Z-
score CI construction methods, we test their error probability in
estimating the median value (𝐹 = 0.5) with desired confidence
𝐶 = 0.9 for selectedmetrics. Figure 6 presents the error probabilities,
where probabilities exceeding the dashed line do not comply with
the confidence threshold. In this case, only SPA and Z-score CIs
are within the requested confidence 𝐶 . In fact, the Z-score method
is never incorrect, which is why it does not have any visible error
bars in the figure. Bootstrapping sometimes fails to generate a CI,
represented by the “Bootstrapping Null" stacked bar, discussed in
Section 6.4.

The geomean error probabilities for each method are as follows:
SPA has an error probability of 0.065, Z-score 0.000, bootstrapping
0.127, and rank testing 0.119. Despite the differences in error proba-
bilities, because the CIs were constructed with a confidence level of
𝐶 = 0.9, we cannot claim that Z-score is more accurate than SPA. As

Figure 6: CI error probability for ferret over different metrics
at 𝐹 = 0.5. Average of 1000 trials. There is no Z-score error
bar because it is accurate on every trial.

Figure 7: CI width for ferret over different metrics at 𝐹 = 0.5.
Average of 1000 trials.

both methods comply with the requested confidence threshold, they
are considered equally correct in this case. Bootstrapping fails to
comply with the confidence in every tested case, while rank testing
is accurate for some metrics but highly inaccurate for others.

Despite Z-score CI construction seemingly performing as well
as SPA in terms of error probability relative to the requested con-
fidence, we check the CI widths in Figure 7. The Z-score CIs are
2.3-4.3 times broader than those of SPA, reducing their practical
effectiveness. SPA’s CI width is comparable to the other techniques
while maintaining a much lower error probability.

6.2 Comparison at Other Proportions
For estimating proportions other than the median (any 𝐹 ≠ 0.5),
only SPA and bootstrapping are suitable methods. We compare
the two methods across various metrics and benchmarks while
examining CI widths to ensure error probability differences are not
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Figure 8: CI error probability for ferret over different metrics
at 𝐹 = 0.9. Average of 1000 trials.

a result of overly wide CIs. The following evaluation is conducted
at proportion 𝐹 = 0.9 and by constructing 90% confidence CIs.

6.2.1 Across Metrics. We evaluate the error probabilities of CIs
constructed for several selected metrics from 𝑓 𝑒𝑟𝑟𝑒𝑡 simulation
runs, with the results illustrated in Figure 8. For each metric, the
SPA CI achieves the desired error probability, while bootstrapping
frequently yields error probabilities that exceed specification. The
geomean error for the SPA CI is 0.081, while the bootstrapping CI
has geomean error 0.135. Figure 9 shows that SPA achieves this
error probability improvement with CIs that are only slightly wider
than the bootstrapping CIs.

Even when duplicate data points cause bootstrapping to fail
in generating a CI, the error probability—excluding these “Null"
results—is above the confidence threshold. Note that the runs result-
ing in “Null" were neither re-run nor extended to find whether the
resulting bootstrap CI would be correct or incorrect. It is likely that
a portion of the “Null" results would be correct and a portion would
be incorrect, implying that the error probability in the graph would
likely be slightly higher. This suggests that SPA is more suitable for
estimating values at percentiles other than the median.

6.2.2 Across Benchmarks. We observe the same trend when eval-
uating the metric L1 Cache Misses / 1k Instructions across eight
PARSEC benchmarks. Figure 10 displays the error probabilities,
with SPA’s geomean error at 0.081 and bootstrap’s at 0.135. With
the exception of the ferret benchmark, the bootstrap CI error proba-
bility exceeds the specified error limit for all other benchmarks, with
the error probability approaching 18% in the case of the 𝑐𝑎𝑛𝑛𝑒𝑎𝑙
benchmark. In contrast, the SPA CI error probability has a more
stringent limit, as it remains within the specified error bounds for
all benchmarks.

The CI width comparison presented in Figure 11 tells the same
story. SPA achieves compliance with the requested confidence with
only a marginal increase in CI width over bootstrapping.

We also evaluate the error rate for a different metric, L2 Cache
Misses / 1k Instructions, across eight PARSEC benchmarks. Figure 12
shows that the error probability again remains below the threshold

Figure 9: CI width for ferret over different metrics at 𝐹 = 0.9.
Average of 1000 trials.

Figure 10: CI error probability over many benchmarks at
𝐹 = 0.9. Average of 1000 trials.

only for SPA. The trend for CI widths is the same as before, with
bootstrapping constructing a slightly narrower CI than SPA, as
shown in Figure 13. This suggests that SPA may construct a better
CI than bootstrapping in these cases, providing a preferable option
for computer architects for statistical analysis. The robustness of
SPA across various benchmarks and metrics further supports its
potential as an effective method in computer architecture research.

6.3 CI Width Sensitivity to Confidence
To study the sensitivity of the CI width to the desired confidence
level, we fix the proportion at 𝐹 = 0.5 and vary the confidence
from 90% to 99.9%, covering confidence values commonly used in
research. For consistency, we use the four CI construction methods
to estimate the 𝐹 = 0.5 proportion of the L1 Cache Misses / 1k
Instructions metric for the 𝑓 𝑒𝑟𝑟𝑒𝑡 benchmark. For each confidence
value, we conduct 100 trials; in each trial we randomly draw 22
samples to form a sample population and then construct a CI using
each method. Afterwards, we take the mean of the 100 CIs for each
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Figure 11: CIwidth overmany benchmarks at 𝐹 = 0.9. Average
of 1000 trials.

Figure 12: CI error probability across benchmarks at 𝐹 = 0.9
for L2 cache miss probability. Average of 1000 trials. SPA has
no error for canneal.

method, and then normalize by dividing the mean width by the
ground truth value. We plot the results in Figure 14.

The CI widths of SPA, bootstrapping, and rank testing remain
approximately the same size, though the bootstrapping CI remains
the narrowest in all cases. The SPA CI remains wider than the one
constructed by bootstrapping, though this is a worthwhile tradeoff
for the lower error probability it offers. The Z-score CI remains
considerably wider compared to the other methods.

6.4 Bootstrapping Failures
We create bootstrapping CIs using the “bias-corrected and accel-
erated" (BCa) [21] method, which offers better accuracy for non-
Gaussian data. However, BCa struggles when there is an excessive
amount of duplicate data in the sample population—leading to fail-
ure to generate any CI. This issue was observed when evaluating

Figure 13: CI width across benchmarks at 𝐹 = 0.9 for L2 cache
miss probability. Average of 1000 trials.

Figure 14: Mean normalized CI width for different methods
over varying confidence values. Tested at themedian (𝐹 = 0.5).
From 90% to 99.9% confidence.

the CI for Max Load Latency at every proportion 𝐹 at 90% confi-
dence. At 𝐹 = 0.5, bootstrapping failed to produce a CI in 5% of
cases, while at 𝐹 = 0.9, it failed in 3% of cases (indicated by red bars
in Figures 8 and 10).

We further explore the issue of bootstrapping failing to produce
a CI in cases of duplicate data points in the sample population.
Because simulators produce results with very high precision, we
only ran into the problem of the BCa method failing in one case—
where the results were reported as integers. However, if we first
round the simulator metrics to 3 digits past the decimal to eliminate
“unreasonable" precision, we find that the large amounts of duplicate
data in the population lead to frequent duplicates in the sample
population, and therefore to bootstrapping’s frequent failure to
create a CI in most cases. We show these results in Fig. 15.

This limitation may pose a problem for researchers who seek
to estimate values from metrics that may have repetitive data. In
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Figure 15: The same experiment as in Fig. 8, redone and re-
sampled. All data was rounded to 3 places past the decimal.
Duplicate data leads to bootstrapping failures.

contrast, SPA does not suffer from such limitations, as SMC treats
each sample independently.

6.5 Number of Samples Used
Bootstrapping and rank testing rely on asymptotic statistics, thus
risking significant inaccuracy if given few samples. We demon-
strated in Figure 6 that they can be inaccurate even with over 20
samples. For SPA, the confidence𝐶 is guaranteed as long as the min-
imum number of samples is provided, as discussed in Section 4.3.

7 RELATEDWORK
There is a long history of using model checking (but 𝑛𝑜𝑡 SMC) to
verify computer systems, or at least portions of them. Architects
have used model checkers—including Murphi [19], PRISM [38],
UPPAAL [16], and NuSMV [11]—often to verify cache coherence
protocols (e.g., [49, 57], but also other subsystems that are amenable
tomodel checking. Less often, architects have also used probabilistic
model checking to overcome the state space explosion problem [43].

SMC is already used in cyber-physical systems (CPS) [53, 60,
63]. Due to the criticality of many CPS, that community has been
quicker to embrace SMC and its ability to facilitate more rigorous
evaluations. We are unaware, though, of any prior use in computer
architecture, and we seek to ease its adoption by wrapping it with
our SPA framework.

Researchers have identified many challenges in experimentally
evaluating systems like computer processors [59]. While statistical
techniques have previously been used for data clustering [61] and
risk analysis [14], our work focuses on the performance evaluation
of computer systems based on rigorous statistical inference. Statis-
tical inference can draw conclusions about a population based on
samples, regardless of the population distribution.

Our work is related to but different from other works that use
statistical regression [7, 33], such as ANOVA [25] and quantile re-
gression [18], to study how the population (for example, its mean
and quantiles) changes with external factors. Therefore, these are

two complementary statistical techniques that are for different anal-
yses. We note that these regression analysis techniques may not
be applicable to general cases due to their underlying assumptions.
ANOVA requires the Gaussian assumption, which, as noted in Sec-
tion 1 is not always valid. Additionally, both ANOVA and quantile
regression require an assumption about the relationship between
the independent and dependent variables. Prior work assumes it to
be linear without sufficient justification [18].

The broad idea of improving the automated management of a
simulator and its results has been explored before, although not in
the context of SMC. The gem5art framework [6] provides a nice
infrastructure for this purpose, and we could imagine incorporating
it into SPA in the future.

8 CONCLUSIONS
Variability is an important, real-world phenomenon that must be
accounted for when evaluating computer systems. Doing so re-
quires multiple executions with variability injection and a rigorous
approach for analyzing results. We have shown that SMC offers
great advantages for result analysis, particularly when compared
to prior work that requires untenable assumptions. We have devel-
oped the SPA framework to facilitate the adoption of SMC among
computer architects. The SPA tool integrated with gem5 is available
on GitHub, and standalone SPA for result analysis is available on
PyPI. Avenues for future work include the exploration of richer
properties and the use of hyperproperties.
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