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Abstract
Impervious surfaces increase surface runo!, leading to elevated
"ood risks and nonpoint source pollution. Predicting impervious
surface ratios is essential for various urban management practices,
ranging from drainage infrastructure design and water quality as-
sessment to utility fee evaluation and "ood risk mitigation. Tra-
ditionally, the information on impervious surface ratios is often
estimated by city managers and engineers based on empirical val-
ues and assumptions. Recent studies have highlighted aerial image
classi#cation using machine learning and deep learning models,
but such approaches are computationally intensive. We propose a
graph neural network (GNN)-driven method, named GraphParcel-
Net, for advancing the quanti#cation of parcel-level impervious
surface ratios at the city scale. To our best knowledge, we are the
#rst to transform land parcel datasets, consisting of vector data in
geometric shapes (polygons), into a graph model that considers
the spatial relationships between parcels. By utilizing a GNN-based
approach, GraphParcelNet enhances the representation of spatial
dependencies, resulting in more accurate and reliable predictions
over traditional methods. Our experimental results demonstrate
that GraphParcelNet outperforms previous methods, providing an
accurate measurement for impervious surface ratios.

CCS Concepts
• Applied computing → Earth and atmospheric sciences; • Com-
puting methodologies → Neural networks.
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1 Introduction
Rapid urbanization transforms natural landscapes into impervious
surfaces, which do not allow precipitation to in#ltrate the ground,
causing increased surface runo! accumulation [24, 32]. In contrast,
pervious surfaces, such as grass and soil, permit the in#ltration
of precipitation. In land parcels within urban environments, ma-
jor impervious areas include roofs and driveways, as shown in
Figure 1. Densely populated areas see an increase in impervious
surfaces, signi#cantly impacting stormwater management. Engi-
neers must manage runo! to prevent "ooding, making impervious
surface ratios essential for various management strategies. These
strategies range from drainage infrastructure design and water
quality assessment to utility fee evaluation and "ood risk analysis.

Figure 1: Major components of land cover in a land parcel,
illustrating impervious surfaces (roof, driveway) and pervi-
ous surfaces (grass, soil).
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Accurate assessment of impervious surfaces bene#ts hydrological
modeling, improves stormwater management practices, and en-
sures that property owners are charged fairly according to their
runo! contribution [16]. Thus, precise measurement of impervious
surfaces is crucial for environmental protection and sustainable
urban planning [13].

Deep learning has signi#cantly advanced geospatial variable es-
timation, with convolutional neural networks (CNNs) being widely
used to analyze satellite images. These networks have proven e!ec-
tive in predicting various geospatial data, including socioeconomic
metrics like median income levels [6]. Additionally, CNNs can in-
tegrate specialized layers, such as spatial pyramids, to improve
model predictions [10, 17]. In urban analysis, CNNs have been
employed to classify land cover from high-resolution aerial or satel-
lite imagery, identifying and categorizing each pixel into di!erent
land cover types, such as impervious surfaces, vegetation, or water.
This pixel-based approach, as demonstrated in previous work [25],
generates detailed land cover data across large areas. These land
cover data can then be used to estimate impervious surface ratios
by calculating the proportion of impervious pixels within each
land parcel. While highly accurate, this method requires substan-
tial computational resources, particularly when applied to large
urban areas. Traditional pixel-based deep learning techniques on
satellite images are often resource-intensive [1, 14, 28]. The use of
high-resolution imagery, coupled with the need for labor-intensive
labeling and substantial computational power for large-scale tasks,
poses challenges to the e$ciency and scalability of these methods
[31].

Given the resource demands of pixel-based deep learning tech-
niques, it is crucial to explore alternative approaches for spatial
analysis in a shift toward vector domain analysis. One promising
solution is the use of Graph Neural Networks (GNNs), introduced in
2009 [22]. Unlike traditional deep learning methods that rely on pre-
de#ned tables, GNNs represent data relationships as graphs. This
allows GNNs to model complex interactions and o!ers signi#cant
"exibility for structural analysis tasks. They have been success-
fully applied in various #elds, including chemical reactions, text se-
quences, and image classi#cation [34]. In urban geospatial datasets,
GNNs can e!ectively represent spatial relationships through graph
structures rather than tabular datasets. This approach aligns with
Tobler’s First Law of Geography, which states that entities closer in
space exhibit stronger correlations [27]. The proximity of nodes in
a graph can indicate more signi#cant connections, making graphs
formed from spatial interrelations more relevant for evaluating im-
pervious surfaces than conventional non-spatial, tabular datasets.

We propose GraphParcelNet, a graph neural network designed
to predict variables of land parcels, speci#cally impervious surface
ratios in urban environments. To leverage the spatial relationships
between land parcels, node features are created directly from land
parcel centroids, utilizing 40 diverse variables, including land cover
information (spectral index statistics) and demographic character-
istics. Edges in the graph are established through Delaunay trian-
gulation, utilizing Euclidean distances between centroids to enrich
the dataset with spatial context. This approach o!ers an alternative
to traditional deep learning techniques of image classi#cation and
tabular regression for parcel-level feature prediction.

The following summarizes our contributions:

• Our proposed method uses vector domain features, which
require substantially lower spatial resolution and lower com-
putational complexity compared to the raster domain classi-
#cation used in traditional land cover analysis, which relies
heavily on substantial storage and computational resources.

• To our best knowledge, we are the #rst one to propose a
graph construction from land parcel data: Constructing a
graph from land parcel data using centroid areas and De-
launay triangulation to capture spatial interrelations more
e!ectively. Our GraphParcelNet considers spatial dependen-
cies that are superior to previous methods.

• We comprehensively assess the model’s performance using
di!erent architectures and compare it to various previous
models, along with a full ablation study.

The paper is structured as follows: Section 2 provides an overview
of related work, including traditional methods. In Section 3, the
proposed model, GraphParcelNet, is described in detail, includ-
ing its architecture and the integration of graph construction for
geospatial vector data. This section explains how land parcel data
is transformed into a graph structure and details the speci#cs of
our proposed GraphParcelNet. Section 4 describes the dataset and
study area, baseline models, evaluation results, ablation study, hy-
perparameter tuning, and the impact of training sample size on
regression accuracy. Lastly, Section 5 summarizes the conclusions
from our study.

2 Related work
Impervious surface ratios are the primary input for various man-
agement strategies, ranging from drainage infrastructure design
and water quality assessment to utility fee evaluation and "ood risk
analysis. Traditionally, the information on the impervious surface
ratios is often estimated by city managers and engineers based
on empirical values and assumptions. Recent studies have high-
lighted aerial image classi#cation using deep learning and machine
learning to determine land cover, a common approach in the raster
domain. This method involves classifying each pixel in the image
as either impervious or pervious, as illustrated in Figure 2. The
impervious ratio for each parcel is then calculated by summing the
impervious pixels and dividing by the total number of pixels in the
parcel. However, this method is resource-intensive and computa-
tionally demanding. There is potential to estimate the impervious
surface ratio using alternative approaches, primarily in the vector
domain. In traditional machine learning and deep learning mod-
els, regression tasks are typically performed using models such as
TabNet, Multi-Layer Perceptron (MLP), Support Vector Regression
(SVR), and CatBoost. These models perform exceptionally well in
general applications. TabNet utilizes a sequential attention mech-
anism to handle data, excelling in feature-rich datasets [2]. MLP
and SVR are widely used for their simplicity and e!ectiveness [19],
while CatBoost, a gradient boosting algorithm, manages over#tting
e!ectively [20]. However, these models typically start with tabu-
lar data (such as DataFrame in Python), where samples are listed
in rows without any spatial linkage between them. This lack of
spatial connection between samples limits their potential bene#ts
in geospatial data analysis. Consequently, exploring graph-based
approaches that can leverage spatial relationships between land
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parcels presents a promising direction for improving impervious
surface ratio estimation.

Figure 2: Recent method for quantifying impervious surface
ratio. The process involves classifying each pixel in aerial
imagery as impervious (red) or pervious (green) and calculat-
ing the ratio of impervious pixels within each land parcel.

To enhance the spatial relationships between samples in geospa-
tial data, deep learning analysis can be performed using graph input
features in Graph Neural Networks (GNNs). GNNs o!er unique
advantages by leveraging graph structures to represent data, cap-
turing complex relationships such as distance and adjacency that
are di$cult to model with traditional methods. Several GNN ar-
chitectures, such as Graph Convolutional Networks (GraphConv)
and Graph Isomorphism Networks (GIN), are explicitly designed to
handle spatial relationships in their tasks. GraphConv, introduced
in 2017, convolves information from neighboring nodes to update
a node’s representation [18]. This method has demonstrated strong
performance across various research #elds, ranging from molecular
scale studies to social network analyses [4, 7]. It e!ectively captures
spatial relationships between nodes in a graph, performing well in
general graph learning tasks where these relationships are crucial.
However, GraphConv struggles with isomorphic graphs, where
identical structures have di!erent node orders. GIN, introduced
in 2019, addresses the limitations of GraphConv by prioritizing
the distinction of isomorphic graphs through a unique aggregation
mechanism [33]. This makes GIN bene#cial for tasks involving
isomorphic graphs where order independence is essential.

Building on the strengths of GNN architectures, innovative frame-
works have been developed to solve geospatial analysis in urban
environments. For example, Spatial Regression Graph Convolu-
tional Neural Networks (SRGCNNs) integrate spatial regression
techniques with GNNs, capturing complex urban features by incor-
porating diverse datasets such as social media check-ins and real
estate values [35]. Multigraph convolutional networks further ex-
tend GNN capabilities by managing multiple relationships between
nodes, supporting comprehensive regional economic performance
analysis [12]. Additionally, Positional Encoder Graph Neural Net-
works enhance GNNs’ ability to process geographic data by em-
bedding positional encodings alongside traditional node features,
which is essential for land use classi#cation and environmental
monitoring [15]. These models demonstrate the promise of geospa-
tial analysis and highlight the potential for GNNs to predict various
variables at the land parcel level, an innovative approach that has
not been extensively explored.

To address the limitations of conventional impervious surface
ratio estimation through image classi#cation, exploring the use of
GNNs in geospatial data analysis in a regression approach at the
land parcel level o!ers a promising alternative. The application of
GNNs for predicting impervious surface ratios at the land parcel
level represents a novel and underexplored direction in geospa-
tial analysis, capturing spatial relationships between parcels that
existing regression methods could not represent. This shift not
only improves estimation accuracy over existing regression mod-
els but also opens new avenues for advanced urban planning and
environmental management.

3 Proposed method
This study employs a GraphConv model to predict the impervi-
ous surface ratios at the land parcel level, focusing on uncovering
complex spatial relationships between parcels based on location
and distance. Traditional machine learning and deep learning mod-
els typically process training data in tabular form, which cannot
incorporate spatial context. The development of the GraphParcel-
Net model comprises two primary phases: Graph construction and
Graph Neural Network (Figure 3).

3.1 Graph Construction
In Phase 1, the process begins with gathering input features for
training the GNN. These features come from spectral indices ob-
tained from aerial imagery and demographic data from the Amer-
ican Community Survey (ACS) zonal statistics. The method uses
these inputs to construct a graph-structured dataset for the GNN.
The proposed GraphParcelNet approach diverges from traditional
pixel classi#cation methods that classify land cover types pixel by
pixel using a raster dataset. Instead, it uses an input vector dataset,
enabling faster and less resource-intensive prediction of the imper-
vious surface ratios at the land parcel level. Both raster and vector
data are suitable for constructing input features. A zonal statistical
analysis, including mean, median, standard deviation, minimum
and maximum pixel values, range, summation, and spectral index
percentiles, represents each parcel with a singular value. If the fea-
ture data is already in vector form, such as demographic data, it
can be used directly without statistical processing.

In this study, we de#ne the parcel system as a graph 𝐿 = (𝑀 , 𝑁),
where 𝑀 = {𝑂1, ...,𝑂𝐿 } represents a set of nodes corresponding
to individual parcels, and 𝑁 denotes a set of undirected edges that
capture spatial relationships (adjacency and distance) between these
parcels. To construct the graph-structured data for the deep learning
model (Figure 3), the method imports the shape#le of land parcels,
which includes #eld values as input features.

The shape#le is transformed into a GeoDataFrame, and the nu-
meric features are normalized using a standard scaling procedure
across the global dataset, which encompasses all data points. Specif-
ically, a minimum-maximum scaling method is applied to normalize
features to a #xed range of -1.0 to 1.0. This method adjusts the mini-
mum andmaximum values of each feature to ensure that all features
contribute equally to the model training process, preventing any
single feature from dominating. After normalization, the global
dataset is divided into training, validation, and testing subsets. The
scaling parameters derived from the global dataset are then applied
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Figure 3: The proposed GraphParcelNet framework.

uniformly to these subsets. Each subset is con#gured into a graph
structure for input into the GNN model. The centroid area method
de#nes the features of each land parcel node. The graph structure
is constructed using the Delaunay triangulation method [3], with
the distances between connected nodes serving as edge features.
The steps of the graph construction are shown in Algorithm 1.

Algorithm 1 Graph Construction
Require: global_data, train_data, valid_data, test_data
Ensure: train_graph, valid_graph, test_graph
1: Load global_data for Normalization
2: Read global shape#le and #t MinMaxScaler.
3: Normalize Numeric Features in Data
4: for data in {train_data, valid_data, test_data} do
5: Identify and normalize numeric input features, excluding the

target feature "Impervious ratios", using the #tted scaler.
6: Extract centroids of shapes in data to form points.
7: Create Delaunay triangulation from points.
8: Extract edges from the triangulation and store in

edge_structure.
9: Calculate Euclidean distances as edge_attributes.
10: Create data objects with normalized features, edges, edge

attributes, and labels.
11: end for
12: Return train_graph, valid_graph, and test_graph.

3.2 Graph Neural Network
Phase 2 focuses on the graph neural network architecture following
graph construction (Figure 3). This study employs a GraphConv
model to capture the complex relationships present in geospatial
datasets. The input layer starts with the graph created in Phase 1.
The GraphConv model is particularly suitable for this task because
it can aggregate information from neighboring nodes, allowing for
e!ective modeling of dependencies between parcels. This aggre-
gation mechanism involves summing the features of neighboring
nodes to update each node’s feature representation. This process
ensures that each node’s features are in"uenced by its surround-
ing nodes, e!ectively capturing the characteristics of neighboring
parcels. The GraphConv model uses the following equation to up-
date node features:

GraphConv(𝑃 (𝑀 ) ) = 𝑄̃↑1/2𝑅̃𝑄̃↑1/2𝑃 (𝑀 )𝑆 (𝑀 )

where 𝑃 (𝑀 ) represents the node features at layer 𝑇 , 𝑅̃ is the adja-
cency matrix derived from Delaunay triangulation, 𝑄̃ is the degree
matrix, and𝑆 (𝑀 ) are the trainable weight matrices.

The output from the prediction layer is processed through a
residual block that includes ReLU activation, batch normalization,
and dropout. The output layer then either returns to the GraphConv
layer or proceeds to a fully connected layer, depending on the num-
ber of speci#ed GraphConv layers. If the number of GraphConv
layers is more than one, the graph undergoes another aggrega-
tion mechanism. Otherwise, the GNN process is complete, and the
output proceeds to the fully connected layer. This single-channel
output is then passed through a sigmoid function, the #nal function
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before obtaining the impervious surface ratios prediction, to ensure
that the values remain within the 0.00 to 1.00 range, which is the
domain for the impervious surface ratios.

DBN(𝑃 ) = Dropout(max(0, BN(𝑃 )), 𝑈)

𝑉 = 𝑊 (𝑆 !nal𝑃 last)
where 𝑈 is the dropout rate and 𝑊 is the sigmoid function.

A loss function based on the mean absolute error (MAE) method
is utilized to optimize the model’s predictions. The GNN framework
is described by the following mathematical equation:

GNN = 𝑊
(
DBN(GraphConv(𝑃 (𝑀 ) ))

"""𝑁
𝑀=1

)
where 𝑇 represents the layer index, 𝑂 is the total number of layers,
𝑊 is the sigmoid function, and DBN denotes the dropout and batch
normalization applied to the output of the GraphConv layer.

To conclude, the GraphParcelNet framework is structured in
two primary phases: Graph Construction and the application of the
GNN model.

4 Experiments
4.1 Datasets
The experimental component of this studywas conducted in Corpus
Christi, Texas, USA. Node features were determined using statistical
measures of various spectral indices obtained from multispectral
aerial images, representing surface characteristics of individual
land parcels. These indices were calculated using formulas that
combined di!erent spectral bands to emphasize particular features.
For instance, the Normalized Di!erence Vegetation Index (NDVI)
measured vegetation health and vigor [11]. Similarly, the Normal-
ized Di!erence Water Index (NDWI) indicated moisture content
[5]. The Modi#ed Triangular Vegetation Index 2 (MTVI2) and Vis-
ible Atmospherically Resistant Index (VARI) were used to assess
vegetation cover [8, 9].

Demographic data for block groups from the Environmental
Justice Screening and Mapping Tool provided by the United States
Environmental Protection Agency (EPA) supplemented the non-
raster dataset [29, 30]. Land parcel information was obtained from
the Texas Geographic Information O$ce (TxGIO), delineating indi-
vidual parcel blocks as shown in Figure 4 [26]. Table 1 lists the 40
node features extracted from aerial images and demographic data.
The target feature for the model was the impervious surface ratio
within each parcel block, ranging from 0.00-1.00.

After cleaning the data, the total number of parcel blocks within
the study area remained at 103,828. A subset of 5,000 parcels was
used for model training, and an additional 1,000 parcels were re-
served for validation to assess its generalization capacity, as de-
picted in Figure 5. The test set comprises the remaining 97,828
parcels.

4.2 Baselines
All input features for the baseline models were in tabular format
(DataFrame). Before the training and validation steps, these fea-
tures were normalized using the same approach as our proposed
GraphParcelNet model to ensure a fair comparison. The training,

Figure 4: Examples of input features from spectral indices
and demographic data.

Figure 5: Distribution and density of the training, validation,
and testing datasets.

validation, and testing datasets comprised 5,000, 1,000, and 97,828
samples, respectively. All models used the same MAE loss function
for training and validation.

TabNet [2], MLP, SVR [19], and CatBoost [20] baseline models
were used as benchmarks against the GraphParcelNet, providing a
benchmark for evaluating the impervious surface ratio predictions.
These models were selected to utilize their respective strengths,
enhancing the overall accuracy and reliability of impervious surface
ratio estimation. There are two sets of evaluation results: one from
the validation (1,000) phases during model training and another
from the test phase (97,828). Our study used results from a previous
study of the exact same area, derived from pixel classi#cation of 15-
cm resolution aerial imagery, considered the most reliable method
(ground truth) for this study as it quanti#es land cover to compare
regression errors. The validation results were evaluated based on
metrics of MAE loss and mean square error (MSE).

The testing results were evaluated using two groups of metrics.
The #rst group includes metrics where a lower value indicates
better performance: MAE, MSE, median absolute error (Median
AE), quantile loss, Earth Mover’s Distance (EMD), and Kolmogorov-
Smirnov Statistic (KS Statistic) [21, 23]. The second group includes
metrics where values closer to the ground truth indicate better per-
formance: minimum, maximum, mean, median, standard deviation,
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Table 1: Node features and their descriptions.

Features Variants Description

NDVI Mean, Std, Min, Max, Range, Sum, Median, Pct90 Vegetation index derived from the visible and near-infrared light
re"ected by vegetation.

NDWI Mean, Std, Min, Max, Range, Sum, Median, Pct90 Water index for moisture/liquid water content of soil and vegetation.
MTVI2 Mean, Std, Min, Max, Range, Sum, Median, Pct90 Enhanced vegetation index to correct soil and atmosphere in"u-

ences.
VARI Mean, Std, Min, Max, Range, Sum, Median, Pct90 Index for visualizing vegetation in RGB imagery.
Demographics Census track, Population density, Average home

price, Average family income
Demographic information at block group level.

Coordinates X, Y Projected coordinates of the parcel.
Shape Length, Area Geometric measurements of the parcel shape.

mode, interquartile range (IQR), skewness, kurtosis, and coe$cient
of variation (CV). These evaluation metrics were used to highlight
the ability of the GNN to capture its own errors and prediction den-
sity distribution compared to the pixel classi#cation (ground truth),
which is expected to outperform the baseline models in predicting
impervious surface ratios.

4.3 Evaluation
The optimal model con#guration, identi#ed after testing 72 combi-
nations of 4 hyperparameters, comprised a learning rate of 0.001,
two GraphConv layers, a hidden dimension of 128, a dropout rate
of 0.5, and a weight decay of 0.00001. Averaged across 10 iterations
during training, this con#guration yielded a training loss of 0.0486,
a validation loss of 0.0548, and aMSE of 0.0070. The CatBoost model,
the most competitive baseline, had a larger validation MAE loss
of 0.0573 but a slightly lower MSE loss of 0.0065. Other baseline
model performances are detailed in Table 2.

For the testing dataset evaluation, two groups of metrics were
used, as presented in Table 3 and 4. Overall, the metrics indicate
that the GraphParcelNet model performs better than the baseline
models regarding minimum, maximum, standard deviation, mode,
interquartile range, kurtosis, coe$cient of variation, MAE, me-
dian absolute error, quantile loss, Earth Mover’s Distance, and
Kolmogorov-Smirnov Statistic. These metrics suggest a better over-
all alignment of the predicted distributions with the ground truth.
Notably, the minimum, maximum, and mode metrics capture how
well the model can estimate the ratio and identify common ra-
tios. EMD measures the minimal cost to transform one distribution
into another, while KS measures the maximum distance between
empirical cumulative distribution functions.

Table 2: Training and Validation Results

Model Validation Loss MAE Validation MSE

TabNet [2] 0.0806 0.0114
MLP [19] 0.0731 0.0096
SVR [19] 0.0732 0.0093
CatBoost [20] 0.0573 0.0065
GraphParcelNet 0.0548 0.0070

The comparison of the testing dataset between the GraphParcel-
Net model, the baseline models (TabNet, MLP, SVR, and CatBoost),
and a pixel classi#cation method (considered the ground truth for
this study) revealed distinct probability density functions of pre-
dicted impervious surface ratios (Figure 6a). The pixel classi#cation
method demonstrated a broad spectrum of impervious surface ra-
tios, particularly at the boundary values, indicating regions with no
impervious surfaces (value of 0), such as undeveloped parcels, and
entirely impervious areas (value of 1), such as downtown high-rises.
The GraphParcelNet model e!ectively captured these boundary
conditions, especially the impervious surface ratios of 0, which
closely aligned with the ground truth. While the ratios of 1.00 were
slightly overestimated, GraphParcelNet’s mode statistic indicated
that the most common impervious surface ratios of land parcels
were similar to the ground truth. Additionally, GraphParcelNet’s
mode density was the best among the baseline models.

CatBoost, the most competitive baseline model as illustrated
presented in Table 3 and 4, showed a high density of estimated
impervious surface ratios below the mode of the ground truth,
and its density was signi#cantly higher than that of the ground
truth. However, the shape of CatBoost’s plot did not align with the
ground truth, exhibiting unrealistic patterns. Although CatBoost
captured the ratios at the boundary condition of 0.00, it tended to
underestimate them and struggled with ratios at 1.00, often shifting
towards 0.95.

The remaining baseline models predicted the impervious surface
ratios but were not as e!ective as GraphParcelNet, particularly at
the boundary conditions of 0.00 and 1.00. For instance, some agricul-
tural lands were predicted to have certain impervious ratios, or fully
developed lands such as buildings and parking lots were incorrectly
quanti#ed as less than 100% impervious. The ability to capture these
extreme values is crucial because they a!ect stormwater manage-
ment practices and the assessment of stormwater fees. Additionally,
model predictions should ideally remain within the range of 0.00
to 1.00 since they represent ratios. Models such as TabNet, MLP,
and SVR, which produced predictions signi#cantly outside this
range, demonstrated weaker performance in this context. Ensuring
that predictions fall within the expected range indicates a model’s
accuracy.

In terms of residual error, GraphParcelNet produced less resid-
ual error than CatBoost. The probability density plot (Figure 6b)
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Table 3: Testing Results: Lower value indicates better performance. MAE: Mean Absolute Error, MSE: Mean Squared Error,
Median AE: Median Absolute Error, EMD: Earth Mover’s Distance, KS Statistic: Kolmogorov-Smirnov Statistic

Model MAE MSE Median AE Quantile Loss EMD KS Statistic
TabNet [2] 0.0817 0.0191 0.0603 0.0408 0.0332 0.0897
MLP [19] 0.0737 0.0114 0.0545 0.0368 0.0244 0.0507
SVR [19] 0.0728 0.0099 0.0552 0.0364 0.0242 0.0474
CatBoost [20] 0.0573 0.0070 0.0417 0.0286 0.0174 0.0585
GraphParcelNet 0.0573 0.0078 0.0394 0.0286 0.0072 0.0228

Table 4: Testing Results: Closer value to ground truth indicates better performance. Min: Minimum, Max: Maximum, Std:
Standard Deviation, IQR: Interquartile Range, CV: Coe!cient of Variation. † Ground truth is based on pixel classi"cation.

Model Min Max Mean Median Std Mode IQR Skewness Kurtosis CV

TabNet [2] -1.07 11.33 0.435 0.398 0.205 0.307 0.2348 5.8559 218.2504 0.4715
MLP [19] -0.73 3.99 0.431 0.410 0.207 0.344 0.2317 0.8975 5.4478 0.4806
SVR [19] -0.65 1.51 0.424 0.404 0.201 0.380 0.2422 0.5488 0.9637 0.4730
CatBoost [20] -0.04 1.03 0.429 0.398 0.210 0.338 0.2492 0.4394 0.3579 0.4899
GraphParcelNet 0.00 1.00 0.428 0.410 0.227 0.425 0.2524 0.4803 0.2849 0.5304
Ground truth† 0.00 1.00 0.424 0.413 0.224 0.425 0.2592 0.3884 0.1404 0.5295

Figure 6: (a) Probability density functions of predicted impervious surface ratios compared to ground truth for GraphParcelNet,
CatBoost, SVR, MLP, and TabNet models. The ground truth derived from pixel classi"cation; (b) Probability density plot of
residual errors for GraphParcelNet and CatBoost.

showed that GraphParcelNet had a higher peak (density) at a resid-
ual error of 0.00, indicating more accurate predictions with less
error compared to CatBoost. Ideally, a perfect prediction model
would show a spike at a residual error of 0.00. However, both re-
gression models still produced errors within a range between -15%
and +15%, with overestimations and underestimations occurring
equally, as shown by the systematic plots. Overall, GraphParcelNet
outperformed the baseline models in predicting impervious surface
ratios.

Figure 7 provided illustrated the spatial comparative analysis for
urban landscape characterization. Example 1 demonstrated the ca-
pabilities of GraphParcelNet and CatBoost in capturing high imper-
vious surface ratios in commercial zones along business corridors
and major roads. The satellite image showed that these commer-
cial stripes consisted of large buildings and expansive parking lots,
which should have higher impervious surface ratios than residential
zones. Both GraphParcelNet and CatBoost captured this scale well.

Example 2 showed that both models could predict the impervi-
ousness of residential areas with detached houses and apartments
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Figure 7: Testing dataset predictions highlighting the GNN model’s spatial discernment.

accurately. However, CatBoost sometimes mistakenly predicted
large parcels, such as undeveloped land and agricultural land, as
having high impervious ratios. In this example, CatBoost predicted
the undeveloped parcels (dark orange) with higher impervious
ratios, which should have been green. Furthermore, CatBoost pre-
dicted these undeveloped parcels as having higher impervious ratios
than the apartment complex parcel (light orange).

Example 3 further illustrated that CatBoost predicted that the
undeveloped parcel in the middle of the #gure would have a high
impervious ratio, higher than all surrounding residential neighbor-
hoods, which was unrealistic. This incorrect prediction was further
problematic due to the parcel’s large size. If this prediction existed
in hydrological modeling, such errors could signi#cantly impact
model accuracy.

Lastly, Example 4 depicted a retention pond in a residential
neighborhood. This water body considered impervious due to low
in#ltration capability, should have had an impervious ratio of 1.00.

GraphParcelNet predicted it correctly, whereas CatBoost predicted
slightly lower than 1.00, as shown in light orange. This low ability
of CatBoost to capture impervious ratios of 1.00 was indicated in
the probability plot in Figure 6a. These examples highlighted the su-
perior performance of GraphParcelNet over CatBoost in predicting
impervious surface ratios at detailed scales.

4.4 Ablation Study
The proposed GraphParcelNet framework utilized the Delaunay tri-
angulation method to construct a graph from land parcel centroids.
However, alternative algorithms, such as the K-nearest neighbors
algorithm, can construct graphs based on di!erent principles by
linking each centroid to its closest neighbors. To evaluate the e$-
cacy in terms of time, memory usage, and predictive performance,
we compared the K-nearest neighbors algorithm with con#gura-
tions of 10, 20, and 100 nearest neighbors against the Delaunay
method and a pixel classi#cation method using 15-cm resolution
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aerial imagery with Deeplabv3+ and a ResNet 101 backbone from a
previous study [25]. The pixel classi#cation method used in that
study, which focused on generating land cover data, was used here
to compare its results to the vector-based regression model intro-
duced in this paper. All computations were performed on a system
equipped with an Intel Xeon Silver 4214R CPU at 2.40 GHz, 32 GB
of RAM, and an NVIDIA RTX A4000 GPU.

As shown in Table 5, Delaunay triangulation yielded the best
results compared to other vector domain models, with the fastest
graph construction time and lowest memory usage, followed by the
10 and 20 nearest neighbors methods. The 100 neighbors method uti-
lized the most memory. During the training and validation process,
which involved up to 4000 epochs, the Delaunay method required
the least time and memory. Increasing the number of neighbors
signi#cantly raised computation time without improving predictive
performance, as indicated by higher error metrics. During testing,
time usage varied slightly across methods but remained within a
range of seconds, with Delaunay triangulation consistently show-
ing the lowest errors.

In contrast to these #ndings, the previous study [25] focused
on generating accurate land cover data with several surface types,
not impervious ratios, using a pixel-based approach. The results of
that study could then be used to estimate impervious surface ratios
within parcels. The current study addresses the e$ciency challenges
by predicting impervious surface ratios directly within the vector
domain using a novel GNN-based approach. Table 5 also highlights
that the proposed method for estimating impervious surface ratios
using a vector domain regression model was signi#cantly faster
than pixel classi#cation, taking less than 2 seconds for the entire
312 km2 study area, compared to 122 hours for pixel classi#cation.
This demonstrates the practicality and e$ciency of GraphParcelNet
in comparison to pixel classi#cation.

4.5 Hyperparameter tuning
Hyperparameters were selected for the GNN model to optimize
predictive performance, as outlined in Table 6. The learning rate
was tested at 0.001, 0.0001, and 0.00001. The model’s depth, speci-
#ed by the number of GNN layers, was adjusted between one and
four iterations. The hidden dimension values tested were 32, 64,
and 128 units to determine the complexity required for capturing
patterns in the data. Dropout rates of 0.5 and 0.8 were applied to
perform generalization. Weight decay was set at 0.00001 to prevent
over#tting. The maximum number of epochs was established at
4000.

A comprehensive hyperparameter tuning process was conducted,
and the 72 results are summarized in Figure 8. The learning rate
had a notable impact on model performance, with lower learning
rates resulting in higher validation loss. Similarly, an increase in
dropout rate correlated with increased loss, indicating reduced
model generalization. The e!ect of the number of layers on loss
exhibited some variability, but generally, deeper models tended to
incur higher losses. Conversely, variations in the hidden dimen-
sion had a relatively minor impact on the loss, suggesting that the
model’s capacity was not signi#cantly in"uenced by the size of the
hidden dimensions.

Figure 8: Validation MAE for di#erent combinations of hy-
perparameters in the GraphParcelNet model.

4.6 Impact of training sample size on regression
accuracy

Increasing the number of training samples potentially increased the
accuracy of deep learning models; however, this came at the cost of
a more signi#cant time investment to achieve a satisfactory error
rate. Despite the training dataset comprising less than 5% of the
total parcels (5,000 out of 102,828), acquiring accurate ground truth
values for these 5,000 samples posed a signi#cant challenge. The
analysis investigated how the number of training samples a!ects
the model prediction performance, with each set undergoing 10
iterations to determine average performance. The analysis covered
six training dataset sizes: 10, 50, 100, 500, 1,000, and 5,000 samples.
Consistent hyperparameters were maintained while testing various
training set sizes to investigate the in"uence of training sample size
on validation error.

As expected, the smallest dataset of 10 samples resulted in the
highest validation loss MAE, as depicted in the semi-logarithmic
plot of Figure 9. The validation MAE decreased with increasing sam-
ple size, reaching its lowest with the 5,000-sample dataset. Smaller
datasets, particularly those with 10 and 50 samples, exhibited vari-
ability in validation performance across iterations, indicating unre-
liable model performance and suggesting that such small sample
sizes were unsuitable for use. However, datasets with more than
500 samples demonstrated better consistent performance, implying
model reliability.
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Table 5: Performance comparison of di#erent graph construction of GraphParcelNet con"gurations

Model
Graph Construction Training/Validation Testing Evaluation
Time
(s)

Memory
(MB)

Time
(s)

Memory
(MB)

Time
(s)

Memory
(MB)

MAE MSE

Vector Domain
1. GraphParcelNet (Delaunay) 132.20 1254.69 33.81 1127.00 0.07 1166.72 0.0548 0.0070
2. GraphParcelNet (10 Nearest Neighbors) 134.09 1229.54 64.18 1358.91 0.20 1476.41 0.0570 0.0076
3. GraphParcelNet (20 Nearest Neighbors) 134.38 1240.91 107.53 1214.88 0.36 1426.82 0.0563 0.0073
4. GraphParcelNet (100 Nearest Neighbors) 141.10 1380.72 434.13 1423.29 1.53 1400.41 0.0608 0.0084
Raster Domain
Pixel Classi#cation [25] - - 36000 - 439200 - - -

Table 6: Hyperparameters and their tested values.

Hyperparameter Values

Learning Rate 0.001, 0.0001, 0.00001
Number of Layers 1, 2, 3, 4
Hidden dimension 32, 64, 128
Dropout Rate 0.5, 0.8
Weight Decay 0.00001
Number of Maximum Epochs 4000

Figure 9: Validation MAE and MSE as a function of the num-
ber of training samples.

The validation loss and MSE trendlines showed a negative power
function relationship with the number of training samples, indicat-
ing diminishing returns with increasing sample size. When consid-
ering validation MAE and MSE for 500, 1,000, and 5,000 samples,
the di!erence between 500 and 5,000 was slight. The MAE and MSE
for 500 samples were 0.0715 and 0.0110, respectively, while for 5,000
samples, they were 0.0548 and 0.0070. This corresponds to only a
0.0167 and 0.004 increase in error for the 500-sample dataset. Given
that the e!ort to collect ground truth values is reduced tenfold. The
number of training samples should be considered an acceptable
trade-o! between e!ort and accuracy, depending on the desired
estimated error and available resources.

5 Conclusion
GraphParcelNet provides a novel solution for estimating parcel-
level impervious surface ratios by utilizing Delaunay triangula-
tion to construct graphs from land parcel centroids, incorporat-
ing various spectral indices and demographic characteristics as
node features. The study explored alternative graph construction
methods, such as K-nearest neighbors, to evaluate their impact on
model performance. While increasing the number of neighbors
improved the model’s ability to capture spatial relationships, it
also signi#cantly increased computational time and memory usage.
The results demonstrated the e$cacy of GraphParcelNet in predict-
ing parcel-level impervious surface ratios using geospatial vector
data regression, outperforming other regression models such as
CatBoost, MLP, SVR, and TabNet.

Furthermore, the impact of training sample size on regression ac-
curacy was assessed, showing that larger training datasets generally
led to improved model performance. However, diminishing returns
were observed beyond a certain range, suggesting the need to bal-
ance dataset size and labeling process time. GraphParcelNet’s ability
to process large-scale geospatial data with lower computational
requirements makes it a practical alternative to recent pixel-based
classi#cation methods. Future research could explore applying this
framework to other geospatial regression tasks, further expanding
its utility in urban analytics and geospatial data science.
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